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Abstract

In this paper, we develop a discontinuous Galerkin (DG) method to solve the ideal special relativistic hydrodynamics (RHD) and design a bound-preserving (BP) limiter for this scheme by extending the idea in (X. Zhang and C.-W. Shu, Journal of Computational Physics, 229 (2010), 8918-8934). For RHD, the density and pressure are positive and the velocity is bounded by the speed of light. One difficulty in numerically solving the RHD in its conservative form is that the failure of preserving these physical bounds will result in ill-posedness of the problem and blowup of the code, especially in extreme relativistic cases. The standard way in dealing with this difficulty is to add extra numerical dissipation, while in doing so there is no guarantee in maintaining the high order of accuracy. Our BP limiter has the following features. It can theoretically guarantee to preserve the physical bounds for the numerical solution and maintain its designed high order accuracy. The limiter is local to the cell and hence is very easy to implement. Moreover, it renders $L^1$-stability to the numerical scheme. Numerical experiments are performed to demonstrate the good performance of this bound-preserving DG scheme. Even though we only discuss the BP limiter for DG schemes, it can be applied to high order finite volume schemes, such as weighted essentially non-oscillatory (WENO) finite volume schemes as well.
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1 Introduction

Relativistic flows are widely used to model high-energy astrophysical phenomena, such as blast waves of supernova explosions, gravitational collapse and accretion, superluminal jets and gamma-ray bursts. When the speed of the flow is near the speed of the light but there is no strong gravitational field involved, the framework of special relativity is accurate to certain extent to describe the physical phenomena. In this paper, we discuss discontinuous Galerkin (DG) methods to solve the two-dimensional special relativistic hydrodynamics, which can be written into a system of conservation laws as below

\[ w_t + f(w)_x + g(w)_y = 0, \tag{1.1} \]

with

\[
\begin{align*}
  w &= \begin{pmatrix} D \\ m \\ n \\ E \end{pmatrix}, \\
  f(w) &= \begin{pmatrix} Du \\ mu + p \\ nu \\ m \end{pmatrix}, \\
  g(w) &= \begin{pmatrix} Dv \\ mv \\ nv + p \\ n \end{pmatrix} \tag{1.2}
\end{align*}
\]

as well as its one dimensional version. The method can be easily extended to three-dimensions, but this is not discussed in the paper. In (1.2), \( p, D, m, n \) and \( E \) are the thermal pressure, mass density, momentum in the \( x \)-direction, momentum in the \( y \)-direction, and energy, respectively. \( (u, v) \) is the velocity field of the fluid. Moreover, units are normalized such that the speed of light is \( c = 1 \). If we denote \( \rho \) to be the proper rest-mass density, then the conservative variable \( w \) can be written as

\[
\begin{align*}
  D &= \gamma \rho, \\
  m &= Dh \gamma u, \tag{1.3} \\
  n &= Dh \gamma v, \tag{1.4} \\
  E &= Dh \gamma - p, \tag{1.5}
\end{align*}
\]

where \( \gamma = (1 - u^2 - v^2)^{-1/2} \) is the Lorentz factor and \( h \) is the specific enthalpy. To close the system, we specify an equation of state \( h = h(p, \rho) \). For ideal gas

\[
\rho h = \rho + p \Gamma / (\Gamma - 1) \tag{1.7}
\]
with $\Gamma$ being the specific heat ratio, such that $1 < \Gamma \leq 2$ (see for example [39]). Moreover, the sound speed is defined as

$$c_s = \sqrt{\frac{\Gamma p}{\rho h}} = \sqrt{\frac{(\Gamma - 1)(h - 1)}{h}}.$$

Physically, the density $D$ and pressure $p$ are positive, and the velocity field $(u, v)$ satisfies $u^2 + v^2 \leq 1$. Therefore, we define the admissible set to be

$$G = \{w : D > 0, p(w) > 0, u(w)^2 + v(w)^2 \leq 1\}.$$

By (1.7), it is easy to see that $h > 1$, which further yields $0 < c_s \leq 1$. It is demonstrated in [24] that $G$ is convex and can be represented as

$$G = \{w : D > 0, E > \sqrt{D^2 + m^2 + n^2}\}. \quad (1.8)$$

In order to update the flux in the computation, we further need the inverse of (1.3)-(1.6) from the conservative vector $w$ to the primitive vector $u = \{\rho, u, v, p\}$. Unlike its Newtonian counterpart, in RHD we do not have an explicit formula for this inverse map. By (1.6), (1.7) and the definition of $\gamma$, we can derive the nonlinear equation satisfied by the pressure $p$

$$f(p; w) := E - \frac{p}{\Gamma - 1} - D\sqrt{1 - \frac{m^2 + n^2}{(E + p)^2} - \frac{m^2 + n^2}{E + p}} = 0, \quad p \in [0, +\infty) \quad (1.9)$$

By a simple calculation one can show that, if $w \in G$, then $\frac{\partial f}{\partial p}(p; w) < 0$ and the equation (1.9) has a unique positive solution [47]. In practice, once the bounds (1.8) are satisfied by the numerical solution, (1.9) can be solved efficiently by standard root finding methods. After the pressure is obtained, other quantities can be calculated sequentially and directly via (1.3)-(1.7). Therefore, an efficient and effective conversion from the conservative vector to the primitive vector crucially depends on guaranteeing the bound-preserving property (1.8) for the numerical solution, which is the main objective of this paper.

Numerical simulation of RHD has been intensively studied in the last few decades. The first Eulerian method dates back to the early work by Wilson [44, 45], in which the author used explicit finite differencing techniques and a monotonic transport algorithm to discretize
the advection terms of the RHD equations. They applied the Von Neumann-Richtmyer artificial viscosity method [26, 33] to handle the shock waves. Though this procedure remained standard through the 1980’s, it turned out to be unable to resolve the extremely strong shock structures that would appear in the ultra-relativistic regime ($\gamma \geq 2$) [1]. A major breakthrough came in 1994 when Martí et al. [19, 18, 20] reformulated the RHD into the conservation form and for the first time introduced the Godunov-type high resolution shock capturing (HRSC) techniques from the classical gas dynamics simulation to that of the RHD. The HRSC techniques produced high-order approximation in the smooth region and were able to capture shocks and steep transients sharply without spurious oscillations. Since then, various Riemann solvers and modern techniques in gas dynamics were extended to the RHD simulation, for example the relativistic Roe solver by Eulderink et al. [11, 12], the HLLE solver extended by Schneider et al. [34] and the recent relativistic HLLC solver carried out by Mignone et al. [24]. Furthermore, Martí and Müller [21] extended the PPM method [6] to the one dimensional RHD and the multidimensional version was accomplished by Mignone et al. [25]. Donat et al. developed a flux splitting method based on the spectral decomposition of the Jacobian matrix in [9]. Kinetic schemes were developed for RHD in [16, 28]. Besides these, other high order methods were also well studied, for example, Dolezal and Wong introduced the essentially non-oscillatory (ENO) scheme for the RHD in 1995 [8], which was extended by Del Zanna and Bucciantini in [7]. Subsequently, the WENO algorithm was applied to RHD in [40]. The discontinuous Galerkin methods were also applied to general relativistic hydrodynamics by Radice and Rezzolla [31]. More recently, Zhao and Tang applied WENO limiters to the DG schemes in [62] for the special relativistic case. Moreover, the adaptive mesh refinement (AMR) techniques were proved to be powerful and useful in simulating RHD, for example [54, 43, 14] and many software packages have been developed with AMR support and RHD extension, such as the ENZO [27] and RAMSES [41], etc. Additional methods and details can be found in [52, 53, 46, 61, 17], and the references therein, as well as the review paper [22].
Although the methods mentioned above have been working successfully in most cases, many authors have reported difficulties in maintaining the physical bounds for the numerical approximation, see, e.g. [12, 34, 9, 8, 54, 62], especially in extreme relativistic cases such as flows with large Lorentz factor, strong shocks, low density and pressure. The violation of the physical bounds may lead to the crash of the code. Actually, a slight violation of the bound $E > \sqrt{D^2 + m^2 + n^2}$ could give negative pressure, and a more severe violation with $E < \sqrt{m^2 + n^2}$ will even result in the nonexistence of the solution to (1.9), see [34]. Negative pressure ruins the characteristic decomposition in the HRSC methods or kills the Roe solver (see [12]), which all require the square root of the pressure to calculate the speed of the sound. All these could make the code crash in practice. Several ways have been adopted in the literature to get around this problem. For example, in [21], in order to avoid numerical difficulties, the authors set the initial physical quantities, such as the internal energy and pressure, a small number away from zero. In [54], the authors monitor the physical bounds at every time step and once they are broken the calculation will be repeated under a smaller CFL condition with more diffusive schemes. However, these ad hoc techniques are not guaranteed to cure the problem, especially for higher order schemes, and even if they do, the high order accuracy may no longer be maintained.

Physically bound preserving high order numerical methods for conservation laws have been actively studied in the last few years. In 2010, the genuinely maximum-principle-satisfying high order DG and finite volume schemes were constructed in [55] by Zhang and Shu. Subsequently, this technique has been successfully extended to compressible Euler equations without or with source terms [56, 57], shallow water equations [48], and hyperbolic equations with $\delta$-singularities [50]. We also refer the reader to the survey paper [58]. Besides this, a parametrized maximum principle preserving flux limiter is developed by Xu [49]. The approach in [49] works well numerically, for both finite difference and finite volume schemes, but they can be shown to preserve accuracy only up to third order. In the same spirit, for the compressible Euler system, Hu et al. [15] developed a flux cut-off limiter for the
finite difference WENO method to preserve the physical constraints, but to maintain the high-order accuracy of the WENO scheme, rather severe restrictions must be assumed as illustrated in the analysis and numerical tests in [15]. Based on the technique in [15], very recently (which we became aware only after the initial submission of this paper), Wu and Tang [47] developed a bound preserving WENO finite difference scheme for the RHD system (1.1).

In this work, we restrict ourselves to the DG method and provide a systematic and rigorous way to fix the physical bound violation problem, by extending the bound preserving technique for gas dynamics in [56]. The DG method was first introduced by Reed and Hill in 1973 [32] and further developed by Cockburn et al. for nonlinear hyperbolic conservation laws in [4, 3, 2, 5]. To overcome the oscillations around strong discontinuities, various limiters have been designed, for example the total variation diminishing or total variation bounded (TVD/TVB) limiters in [36, 4] and the WENO limiter in [29]. But for the RHD system in the extreme relativistic cases, the TVD/TVB or the WENO limiter, when applied alone, will not guarantee to preserve the physical bound and the code could still crash. We would like to emphasize that the BP limiter developed in this paper is not meant as a substitution to the TVB or the WENO limiter or other non-oscillatory techniques, but is simply a remedy to help maintain the physical bounds without affecting the high order accuracy. The TVB or WENO limiter could still be used and may still be necessary in cases involving strong shocks, since the BP limiter is not designed to remove oscillations around shocks, especially when these oscillations are not happening near the physical bounds. However, since the main objective of this paper is the discussion on the bound-preserving limiter, we will not discuss in length about the DG method itself or the TVB or WENO limiters in controlling spurious oscillations. Finally, let us remark that, even though we only discuss the bound-preserving limiter for DG schemes in this paper, the same limiter can be applied to high order finite volume schemes, such as WENO finite volume schemes as well.

The organization of this paper is as follows. In section 2, we study the one-dimensional
problem, including the details of the DG scheme, the foundation of the limiters, the $L^1$ stability of the method and high order time discretizations. In sections 3 and 4, we study the problem in two space dimensions and the implementation of the relativistic axisymmetric jets. Numerical experiments are given in section 5. Finally, we will end in section 6 with concluding remarks and remarks for future work. The proof of two technical lemmas are given in the Appendixes.

2 Numerical algorithm in one space dimension

In this section, we proceed to construct the bound-preserving DG scheme to solve the one-dimensional relativistic hydrodynamics.

2.1 The DG scheme

We consider the one-dimensional version of (1.1) on the spatial domain $[0, 1]$ and solve

$$w_t + f(w)_x = 0,$$

where the conservative variable $w = (D, m, E)^T$ is defined in (1.3), (1.4), (1.6) with $\gamma = (1 - u^2)^{-1/2}$. The flux is $f(w) = (Du, mu + p, m)^T$ and the equation of state is given in (1.7). The admissible set is defined to be

$$G_1 = \{(D, m, E)^T : D > 0, E > \sqrt{D^2 + m^2}\}.$$

It is easy to see that $G_1$ is convex. To construct the scheme, we divide the computational domain $\Omega = [0, 1]$ into $N$ cells

$$0 = x_\frac{1}{2} < x_{\frac{3}{2}} < \cdots < x_{N+\frac{1}{2}} = 1,$$

and denote

$$I_j = \left(x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}\right), \quad j = 1, \cdots, N$$

as the cells. For simplicity, we consider uniform meshes in this paper, and denote by $\Delta x$ the size of each cell.
Next, we define

\[ V_{\Delta x} = \{ \mathbf{v} : \text{each of its components } v_i|_{I_j} \in \mathcal{P}^k(I_j), j = 1, \ldots, N \} \]

as the finite element space, where \( \mathcal{P}^k(I_j) \) denotes the space of polynomials in \( I_j \) of degree at most \( k \).

To define the DG scheme, we first multiply (take the inner product with) the equation (2.1) by any smooth function \( \mathbf{v} \), integrate over the cell \( I_j \) to obtain, after a simple integration by parts

\[ (\mathbf{w}_t, \mathbf{v})_j - (\mathbf{f}(\mathbf{w}), \mathbf{v}_x)_j + \hat{f}_{j+\frac{1}{2}} \mathbf{v}_{j+\frac{1}{2}} - \hat{f}_{j-\frac{1}{2}} \mathbf{v}_{j-\frac{1}{2}} = 0 \]  

(2.2)

where \((\mathbf{w}, \mathbf{v})_j = \int_{I_j} \mathbf{w} \cdot \mathbf{v} \, dx\), \( f_{j+\frac{1}{2}} = f(\mathbf{w}(x_{j+\frac{1}{2}})) \) and \( \mathbf{v}_{j+\frac{1}{2}} = \mathbf{v}(x_{j+\frac{1}{2}}) \).

Next, we replace the smooth function \( \mathbf{v} \) by the test function \( \mathbf{v} \in V_{\Delta x} \) and the exact solution \( \mathbf{w} \) by the approximate one in \( V_{\Delta x} \) (still denoted by \( \mathbf{w} \) by abusing the notation). Since the numerical solution \( \mathbf{w} \in V_{\Delta x} \) is discontinuous at the point \( x_{j+\frac{1}{2}} \), we need to further replace the flux \( f(\mathbf{w}(x_{j+\frac{1}{2}})) \) by the numerical flux \( \hat{f}_{j+\frac{1}{2}} \), a single valued vector, which is defined at the cell interfaces and in general depends on the values of \( \mathbf{w} \) from both sides of the interfaces

\[ \hat{f}_{j+\frac{1}{2}} = \hat{f}(\mathbf{w}(x_{j+\frac{1}{2}}^-), \mathbf{w}(x_{j+\frac{1}{2}}^+)). \]

In this paper, we apply the local Lax-Friedrichs fluxes

\[ \hat{f}_{j+\frac{1}{2}} = \frac{1}{2} \left( f(\mathbf{w}_{j+\frac{1}{2}}^-) + f(\mathbf{w}_{j+\frac{1}{2}}^+) - \alpha_{j+\frac{1}{2}}^+ (\mathbf{w}_{j+\frac{1}{2}}^+ - \mathbf{w}_{j+\frac{1}{2}}^-) \right) \]  

(2.3)

where \( \alpha_{j+\frac{1}{2}}^+ \) is a positive real number to be chosen by the bound-preserving technique. Other numerical fluxes such as the HLLC flux could of course also be considered, but will not be discussed in this paper. Finally, we also need to replace \( \mathbf{v}_{j+\frac{1}{2}} \) and \( \mathbf{v}_{j-\frac{1}{2}} \) by the one-sided limits in \( I_j \).

In summary, the DG scheme for (2.1) is the following: find \( \mathbf{w} \in V_{\Delta x} \), such that for any \( \mathbf{v} \in V_{\Delta x} \)

\[ (\mathbf{w}_t, \mathbf{v})_j - (\mathbf{f}(\mathbf{w}), \mathbf{v}_x)_j + \hat{f}_{j+\frac{1}{2}} \mathbf{v}_{j+\frac{1}{2}} - \hat{f}_{j-\frac{1}{2}} \mathbf{v}_{j-\frac{1}{2}} = 0, \]

(2.4)

where \( \mathbf{v}_{j+\frac{1}{2}}^- = \mathbf{v}(x_{j+\frac{1}{2}}^-) \), which denotes the left limit of the vector \( \mathbf{v} \) at \( x_{j+\frac{1}{2}} \). Likewise for \( \mathbf{v}^+ \).
2.2 Bound-preserving technique

In this subsection, we use the Euler-forward time discretization and briefly discuss the construction of the bound-preserving limiter, based on [58]. For (2.1), direct usage of high order DG methods may result in the appearance of negative density and pressure, and physically irrelevant velocity, leading to ill-posed problems. Moreover, the code may blow up once physically irrelevant quantities appear. Therefore, we would like to apply BP limiters to the scheme. We denote $w^n_j$ and $\bar{w}^n_j$ to be the numerical solution and its cell average at time level $n$ in cell $I_j$. For simplicity, throughout the paper, if we consider generic numerical solution on the whole computational domain $\Omega$, then the subscript $j$ will be omitted. Suppose the exact solution of equation (2.1) is in $G_1$, we are interested in constructing numerical solutions which are also in $G_1$. The whole procedure is given below.

2.2.1 First order scheme

In the first step, we consider a first order scheme

$$w^{n+1}_j = w^n_j + \lambda \left( \hat{f} \left( w^n_{j-1}, w^n_j \right) - \hat{f} \left( w^n_j, w^n_{j+1} \right) \right),$$

(2.5)

where $w^n_j = \bar{w}^n_j$ is a constant in each cell $I_j$, and $\lambda = \frac{\Delta t}{\Delta x}$ is the ratio of time and space mesh sizes. By (2.3)

$$w^{n+1}_j = w^n_j + \frac{\lambda}{2} \left[ f \left( w^n_{j-1} \right) + f \left( w^n_{j+1} \right) - \alpha_{j-\frac{1}{2}} \left( w^n_{j-1} - w^n_{j+1} \right) \right],$$

$$= \frac{\lambda}{2} \left[ f \left( w^n_{j-1} \right) + f \left( w^n_{j+1} \right) \right] + \left( 1 - \frac{\lambda}{2} \alpha_{j-\frac{1}{2}} - \frac{\lambda}{2} \alpha_{j+\frac{1}{2}} \right) w^n_j + \frac{\lambda}{2} \left[ \alpha_{j+\frac{1}{2}} w^n_{j+1} - f \left( w^n_{j+1} \right) \right]$$

(2.6)

where

$$H^+(w, \alpha) = w + \frac{1}{\alpha} f(w), \quad H^-(w, \alpha) = w - \frac{1}{\alpha} f(w).$$

We have the following lemma whose proof will be given in Appendix A.
Lemma 2.1. Suppose $w \in G_1$ and the parameter $\alpha$ satisfies
\[
\alpha \geq F(w) = \frac{|u|(h + 1 - 2h\tau)\gamma^2 + \sqrt{(h - 1)^2 + \tau^2(h - 1)(h + 1 - 2h\tau)}}{\gamma^2(h + 1 - 2h\tau) + \tau^2(h - 1)},
\]
with $\tau = (\Gamma - 1)/\Gamma$, then $H^\pm(w, \alpha) \in G_1$.

Remark 2.1. The same result also holds for the one-dimensional flow with nonzero transverse velocity. The proof is almost the same and is therefore omitted.

Remark 2.2. In the standard local Lax-Friedrichs flux, the parameter $\alpha$ is chosen to be the upper bound for the absolute value of the eigenvalues of the Jacobian $\partial f(w)/\partial w$, which in one dimension is given by (see, e.g. [62])
\[
\alpha_{\text{standard}} = \frac{|u| + c}{1 + |u|c} = \frac{\sqrt{1 - 1/\gamma^2} + \sqrt{(\Gamma - 1)(1 - 1/h)}}{1 + \sqrt{1 - 1/\gamma^2} \sqrt{(\Gamma - 1)(1 - 1/h)}}
\]

In Figure 2.1, we plot $\alpha$ in (2.7) for the bound-preserving requirement (denoted by $\alpha_{bp}$) and

Figure 2.1: Plots for the lower bound of $\alpha$ in (2.7) for the bound-preserving requirement (denoted by $\alpha_{bp}$) and the spectral radius (2.8) of the Jacobian matrix (denoted by $\alpha_{standard}$). The left panel is to keep $\gamma = 20$ constant and the right one is to keep $h = 20$ constant.

the spectral radius (2.8) of the Jacobian matrix (denoted by $\alpha_{standard}$), for the two situations with $\gamma = 20$ as a constant or with $h = 20$ as a constant and $\Gamma = 5/3$ in both plots. We can
see that the wave speed required for the bound-preserving technique is actually slightly lower (that is, less dissipative!) than the standard wave speed used in the Lax-Friedrichs flux.

In the very recent work of Wu and Tang [47], which came to our attention after our original submission of this paper, there is a similar result as that in Lemma 2.1. However, the authors of [47] assume $\alpha \geq \alpha_{\text{standard}}$ as defined in (2.8) and show that this condition is sufficient to ensure $H^{\pm}(w, \alpha) \in G_1$. Our approach appears to be more constructive and provides a less dissipative solver as shown in Figure 2.1. Moreover, for the first order scheme, the proof in [47] requires a CFL condition $\max_j \alpha_{\text{standard}} \leq 1/2$. For our approach, from (2.6) we can see that under a more relaxed CFL condition

$$\max_j \alpha_f^{j+\frac{1}{2}} \lambda \leq 1, \quad (2.9)$$

$w_j^{n+1}$ is a convex combination of $H^+(w_{j-1}^n, \alpha_f^{j-\frac{1}{2}})$, $w_j^n$ and $H^-(w_{j+1}^n, \alpha_f^{j+\frac{1}{2}})$. Therefore, we have the following theorem.

**Theorem 2.1.** Suppose $w_i^n \in G_1$, $i = j - 1, j, j + 1$, and the parameter $\alpha_f^{j+\frac{1}{2}}$ satisfies

$$\alpha_f^{j+\frac{1}{2}} \geq \max\{F(w_j^n), F(w_{j+1}^n)\}$$

with $F$ defined by (2.7), then under the CFL condition (2.9), we have $H(w_{j-1}^n, w_j^n, w_{j+1}^n, \lambda) = w_j^{n+1} \in G_1$.

In the following subsection we will construct high-order bound-preserving DG schemes based on Theorem 2.1.

### 2.2.2 High order schemes

Let $\omega_i$ be the Legendre Gauss-Lobatto quadrature weights for the interval $[-\frac{1}{2}, \frac{1}{2}]$ such that $\sum_{i=0}^{M} \omega_i = 1$, with $2M - 3 \geq k$, and denote the corresponding Gauss-Lobatto points in cell $I_j$ as $\{x_j^i\}$. We consider high order schemes and assume $w^n(x_j^i) \in G_1$ for all $i = 0, 2, \cdots, M$ and $j = 1, \cdots, N$. By taking the test function $v_h = 1$ in (2.4), we have the equation satisfied
by the numerical cell averages
\[
\bar{w}_{j}^{n+1} = \bar{w}_{j}^{n} + \lambda \left(\hat{f}(w_{j-1/2}^{n}, w_{j+1/2}^{n}) - \hat{f}(w_{j+1/2}^{n}, w_{j+1/2}^{n})\right).
\] (2.10)

Because of the special choice \(2M - 3 \geq k\) of the Gauss-Lobatto quadrature rule, we have
\[
\bar{w}_{j}^{n} = \sum_{i=0}^{M} \omega_{i} w_{j}^{n}(x_{i}^{j}).
\]

Clearly, \(w_{j}^{n}(x_{0}^{j}) = w_{j-1/2}^{+}\) and \(w_{j}^{n}(x_{M}^{j}) = w_{j+1/2}^{-}\). Therefore, considering \(\omega_{0} = \omega_{M}\), we have
\[
\bar{w}_{j}^{n+1} = \sum_{i=1}^{M-1} \omega_{i} w_{j}^{n}(x_{i}^{j}) + \omega_{0} \left[ w_{j-1/2}^{+} + \frac{\lambda}{\omega_{0}} \left( \hat{f}(w_{j-1/2}^{-}, w_{j-1/2}^{+}) - \hat{f}(w_{j-1/2}^{+}, w_{j-1/2}^{-}) \right) \right]
\]
\[
+ \omega_{0} \left[ w_{j+1/2}^{-} + \frac{\lambda}{\omega_{0}} \left( \hat{f}(w_{j+1/2}^{+}, w_{j+1/2}^{-}) - \hat{f}(w_{j+1/2}^{-}, w_{j+1/2}^{+}) \right) \right]
\]
\[
= \sum_{i=1}^{M-1} \omega_{i} w_{j}^{n}(x_{i}^{j}) + \omega_{0} H(w_{j-1/2}^{-}, w_{j-1/2}^{+}, w_{j+1/2}^{-}, \frac{\lambda}{\omega_{0}}) + \omega_{0} H(w_{j+1/2}^{+}, w_{j+1/2}^{-}, w_{j+1/2}^{+}, \frac{\lambda}{\omega_{0}}).
\]

Now Theorem 2.1 yields
\[
H(w_{j-1/2}^{-}, w_{j-1/2}^{+}, w_{j+1/2}^{-}, \frac{\lambda}{\omega_{0}}) \in G_{1}, \quad H(w_{j+1/2}^{+}, w_{j+1/2}^{-}, w_{j+1/2}^{+}, \frac{\lambda}{\omega_{0}}) \in G_{1},
\]
under the CFL condition \(\max_{j} \alpha_{j}^{+} \lambda < \omega_{0}\) (notice that now \(\alpha_{j}^{+} \geq \max\{F(w_{j+1/2}^{+}), F(w_{j+1/2}^{+})\}\)).

Since \(w_{j}^{n}(x_{i}^{j}) \in G_{1}\) and \(G_{1}\) is a convex set, we have \(\bar{w}_{j}^{n+1} \in G_{1}\).

We would like to emphasize that the cell average \(\bar{w}_{j}^{n+1}\) is shown to be bound-preserving by the original high order DG scheme, before any limiter is applied. Once the cell average is in control, we can modify the numerical solution through a simple scaling limiter
\[
\tilde{w}_{j}^{n+1} = \bar{w}_{j}^{n+1} + \theta \left( w_{j}^{n+1} - \bar{w}_{j}^{n+1} \right).
\] (2.11)

By taking suitable \(\theta \in [0, 1]\), we will have \(\tilde{w}_{j}^{n+1} \in G_{1}\) at the Gauss-Lobatto points, and \(\tilde{w}_{j}^{n+1}\) is used as the numerical solution at time level \(n+1\). For scalar equations, we can prove that this modification does not affect the high order accuracy of the original solution \(w_{j}^{n+1}\) [58].
Now we give a summary of the complete algorithm. Due to the rounding error, we define

\[ G^\varepsilon = \left\{ \mathbf{w} = \begin{pmatrix} D \\ m \\ E \end{pmatrix} : D \geq \varepsilon, E \geq \sqrt{m^2 + D^2 + \varepsilon} \right\}, \]

\[ \partial G^\varepsilon = \left\{ \mathbf{w} = \begin{pmatrix} D \\ m \\ E \end{pmatrix} : D \geq \varepsilon, E = \sqrt{m^2 + D^2 + \varepsilon} \right\}. \]

Then the modification of DG solution \( \tilde{\mathbf{w}}^n_j \) is given in the following steps.

1. Set up a small number \( \varepsilon = 10^{-13} \).
2. If \( \bar{D}^n_j > \varepsilon \), then proceed to the following steps. Otherwise, \( D^n_j \) is identified as the approximation to vacuum. Therefore, we take \( \tilde{\mathbf{w}}^n_j = \overline{\mathbf{w}}^n_j \) as the numerical solution and skip the following steps.
3. Modify density in each \( I_j \): Compute \( b_j = \min_i D^n_j(x^j_i) \), where \( \{x^j_i\} \) are the Gauss-Lobatto points in cell \( I_j \). If \( b_j < \varepsilon \), then take \( \tilde{\mathbf{D}}^n_j = \overline{\mathbf{D}}^n_j + \theta^D_j (\overline{\mathbf{D}}^n_j - \mathbf{D}^n_j) \), where

\[ \theta^D_j = \frac{\overline{\mathbf{D}}^n_j - \varepsilon}{\overline{\mathbf{D}}^n_j - b_j} . \]

Then use \( \tilde{\mathbf{D}}^n_j \) as the new numerical density \( \mathbf{D}^n_j \).
4. Enforce \( \mathbf{E}^n_j \geq \sqrt{(m^n_j)^2 + (D^n_j)^2 + \varepsilon} \) on each Gauss-Lobatto point in each cell \( I_j \): Define \( \mathbf{q}^j_i = \mathbf{w}^n_j(x^j_i) \) in cell \( I_j \). If \( \mathbf{q}^j_i \in G^\varepsilon \), then take \( \theta_i^j = 1 \). Otherwise, take \( \theta_i^j \) to be the root of

\[ \delta_1 \left( (1-t)\mathbf{w}^n_j + t\mathbf{q}^j_i \right) = 0, \quad t \in (0, 1) \]  \hspace{1cm} (2.12)

where \( \delta_1(\mathbf{w}) = \mathbf{E} - \sqrt{D^2 + m^2 + \varepsilon} \). Then define \( \theta_j = \min_{i=0,\ldots,M} \theta_i^j \), and use

\[ \tilde{\mathbf{w}}^n_j = \overline{\mathbf{w}}^n_j + \theta_j (\mathbf{w}^n_j - \overline{\mathbf{w}}^n_j) , \]

as the DG approximation in cell \( I_j \).
Remark 2.3. In cases where wild data is involved, e.g. the shock heating problem, due to the round-off error, the solution to (2.12) may not strictly make \((1 - \theta^j_i)\vec{w}^n_j + \theta^j_iq^j_i \in G^\varepsilon\). In [42], when solving the gas detonation propagation problems with bound preserving DG methods, the authors provide a more robust way to obtain \(\theta^j_i\) without solving any equation. Here, we generalize it to the RHD system. It is straightforward to check that for \(t \in (0, 1)\),

\[\delta_1((1-t)\vec{w}^n_j + tq^j_i) \geq (1-t)\delta_1(\vec{w}^n_j) + t\delta_1(q^j_i)\]

Given \(D^n_j(x^j_i) \geq \varepsilon\), \(\vec{w}^n_j \in G^\varepsilon\) and \(\delta_1(q^j_i) < 0\), it is sufficient to require

\[(1-t)\delta_1(\vec{w}^n_j) + t\delta_1(q^j_i) = 0, \text{ i.e., } t = \frac{\delta_1(\vec{w}^n_j)}{\delta_1(\vec{w}^n_j) - \delta_1(q^j_i)}\]

such that \((1-t)\vec{w}^n_j + tq^j_i \in G^\varepsilon\). Note that the \(t\) obtained in this way is in general smaller than that by solving the equation (2.12), but the high order accuracy can still be shown following the same way as in [56].

2.2.3 \(L^1\) stability

Following [51], we can show the \(L^1\)-stability of the numerical scheme, for periodic or compactly supported boundary conditions, with the BP limiter. Since \(D^n\) is positive, we have, by the conservative property of the DG scheme,

\[\|D^n\|_{L^1} = \int_\Omega D^n(x)dx = \int_\Omega D^0(x)dx = \|D^0\|_{L^1}\]

where \(\|u\|_{L^1}\) is the standard \(L^1\)-norm of \(u\) on \(\Omega\). Similarly, we can prove \(\|E^n\|_{L^1} = \|E^0\|_{L^1}\).

Moreover, it is easy to obtain

\[m = \frac{u\Gamma}{\Gamma - \sigma}E\]

where \(\sigma = \frac{(\Gamma-1)(h-1)}{h\gamma^2} \leq \Gamma - 1\). Hence,

\[\|m\|_{L^1} \leq \frac{|u|\Gamma}{\Gamma - \sigma}\|E\|_{L^1} \leq \Gamma\|E\|_{L^1}\].

In the last inequality, we use the fact that \(|u| \leq 1\). Therefore,

\[\|w^n\|_{L^1} \leq \|D^n\|_{L^1} + (\Gamma + 1)\|E^n\|_{L^1} = \|D^0\|_{L^1} + (\Gamma + 1)\|E^0\|_{L^1} \leq (\Gamma + 1)\|w^0\|_{L^1}\]

where \(\|w\|_{L^1} = \|D\|_{L^1} + \|m\|_{L^1} + \|E\|_{L^1}\). This implies the \(L^1\)-stability of the scheme.
2.3 High order time discretizations

All the previous analyses are based on first-order Euler forward time discretization. We can also use strong stability preserving (SSP) high-order time discretizations to solve the ODE system $w_t = Lw$. More details of these time discretizations can be found in [38, 37, 13]. In this paper, we use the third order SSP Runge-Kutta method \[38\]

\[
\begin{align*}
    w^{(1)} &= w^n + \Delta t L(w^n), \\
    w^{(2)} &= \frac{3}{4} w^n + \frac{1}{4} (w^{(1)} + \Delta t L(w^{(1)})), \\
    w^{n+1} &= \frac{1}{3} w^n + \frac{2}{3} (w^{(2)} + \Delta t L(w^{(2)})),
\end{align*}
\]

and the third order SSP multi-step method \[37\]

\[
\begin{align*}
    w^{n+1} &= \frac{16}{27} (w^n + 3\Delta t L(w^n)) + \frac{11}{27} \left( w^{n-3} + \frac{12}{11} \Delta t L(w^{n-3}) \right).
\end{align*}
\]

Since an SSP time discretization is a convex combination of Euler forward, by using the limiter designed in section 2.2, the numerical solution obtained from the full scheme is also in $G_1$.

3 Numerical algorithm in two space dimensions

In this section, we extend the bound-preserving discontinuous Galerkin method to relativistic hydrodynamics in two space dimensions. For simplicity, we use Euler forward time discretization and construct high-order bound-preserving DG schemes to solve (1.1). In this section, we construct the numerical solutions to be in $G$, which is given in (1.8).

For simplicity, we use uniform rectangular meshes. The algorithm including the BP limiter can be easily generalized to unstructured meshes, along the lines in [60]. The cell is defined as $I_{ij} = \left[ x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}} \right] \times \left[ y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}} \right]$, and the mesh sizes in $x$ and $y$ directions are denoted as $\Delta x$ and $\Delta y$, respectively. At time level $n$, we approximate the exact solution with a vector of polynomials of degree $k$, $w^n_{ij} = (D^n_{ij}, m^n_{ij}, n^n_{ij}, E^n_{ij})^T$, and define the cell average $\bar{w}^n_{ij} = (\bar{D}^n_{ij}, \bar{m}^n_{ij}, \bar{n}^n_{ij}, \bar{E}^n_{ij})^T$. Moreover, we denote $w^+_{i-\frac{1}{2},j}(y), w^-_{i+\frac{1}{2},j}(y), w^+_{i,j-\frac{1}{2}}(x), w^-_{i,j+\frac{1}{2}}(x)$ as
the traces of \( w \) on the four edges in cell \( I_{ij} \), respectively. More details can be found in [56]. For simplicity, if we consider a generic numerical solution on the whole computational domain at time level \( n \), then the subscript \( ij \) will be omitted.

In this section, we only consider high-order schemes, and the one satisfied by the cell averages can be written as

\[
\begin{align*}
\overline{w}_{ij}^{n+1} &= \overline{w}_{ij}^n + \frac{\Delta t}{\Delta x \Delta y} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \hat{f} \left( w_{i-\frac{1}{2}j}^-(y), w_{i-\frac{1}{2}j}^+(y) \right) - \hat{f} \left( w_{i+\frac{1}{2}j}^-(y), w_{i+\frac{1}{2}j}^+(y) \right) dy \\
&\quad + \frac{\Delta t}{\Delta x \Delta y} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \hat{g} \left( w_{i-\frac{1}{2}j}^-(x), w_{i-\frac{1}{2}j}^+(x) \right) - \hat{g} \left( w_{i+\frac{1}{2}j}^-(x), w_{i+\frac{1}{2}j}^+(x) \right) dx,
\end{align*}
\]

(3.1)

where \( \hat{f}(\cdot, \cdot) \) and \( \hat{g}(\cdot, \cdot) \) are one-dimensional numerical fluxes. For this problem, we still use the one-dimensional local Lax-Friedrichs flux. Suppose \((x, y) = (x_{i-\frac{1}{2}}, y_0)\) is a point on the vertical cell interface, at which we have two numerical approximations \( w_\ell = (D_\ell, m_\ell, n_\ell, E_\ell)^T \) and \( w_r = (D_r, m_r, n_r, E_r)^T \) from left and right, respectively. Then the local Lax-Friedrichs flux can be written as

\[
\hat{f}(w_\ell, w_r) = \frac{1}{2} \left( f(w_\ell) + f(w_r) - \alpha_f (w_r - w_\ell) \right),
\]

where \( \alpha_f \geq \max\{F_1(w_\ell), F_1(w_r)\} \) with \( F_1 \) is defined by

\[
F_1(w) = \frac{|u|(h + 1 - 2h \tau) \gamma^2 + \sqrt{\tau^4(h - 1)^2 + \tau^2(h - 1)(h + 1 - 2h \tau)}}{\gamma^2(h + 1 - 2h \tau) + \tau^2(h - 1)},
\]

(3.2)

and the constant \( \tau = \frac{\Gamma - 1}{\Gamma} \). The numerical flux \( \hat{g} \) can be defined in a similar way with the parameter \( \alpha_g \) on the horizontal cell interfaces and the corresponding wave speed defined by

\[
F_2(w) = \frac{|v|(h + 1 - 2h \tau) \gamma^2 + \sqrt{\tau^4(h - 1)^2 + \tau^2(h - 1)(h + 1 - 2h \tau)}}{\gamma^2(h + 1 - 2h \tau) + \tau^2(h - 1)},
\]

(3.3)

We extend the definitions of \( \mathbf{H} \) in (2.5) to two-dimensional problems and define

\[
\begin{align*}
\mathbf{H}_1(w_1, w_2, w_3, \lambda_1) &= w_2 + \lambda_1 \left( \hat{f}(w_1, w_2) - \hat{f}(w_2, w_3) \right), \\
\mathbf{H}_2(w_1, w_2, w_3, \lambda_2) &= w_2 + \lambda_2 \left( \hat{g}(w_1, w_2) - \hat{g}(w_2, w_3) \right),
\end{align*}
\]

where \( \lambda_1 = \frac{\Delta \lambda_x}{\Delta x} \) and \( \lambda_2 = \frac{\Delta \lambda_y}{\Delta y} \). Following the same proof of Theorem 2.1 with some minor changes, we have the following result.
Lemma 3.1. Suppose \( w_1, w_2, w_3 \in G \), then under a CFL condition \( \max\{\alpha_1^f,\alpha_2^f\} \lambda_1 \leq 1 \), where \( \alpha_1^f \) is the parameter in the numerical flux \( \hat{f}(w_1, w_2) \) and \( \alpha_2^f \) is the one for \( \hat{f}(w_2, w_3) \), then we have

\[
H_1(w_1, w_2, w_3, \lambda_1) \in G.
\]

Similarly, under the CFL condition \( \max\{\alpha_1^g,\alpha_2^g\} \lambda_2 \leq 1 \) with \( \alpha_1^g \) and \( \alpha_2^g \) parameters for \( \hat{g}(w_1, w_2) \) and \( \hat{g}(w_2, w_3) \), respectively, then we have

\[
H_2(w_1, w_2, w_3, \lambda_2) \in G.
\]

To continue, we use \( L \)-point Gauss quadratures with \( L \geq k + 1 \) for accuracy to approximate the integrals in (3.1). More details of this requirement can be found in [4]. The Gauss quadrature points on \([x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}]\) and \([y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}}]\) are denoted by

\[
p_x^i = \{ x_\beta^i : \beta = 1, \ldots, L \} \quad \text{and} \quad p_y^j = \{ y_\beta^j : \beta = 1, \ldots, L \},
\]

respectively. Also, we denote \( w_\beta \) as the corresponding weights on the interval \([-\frac{1}{2}, \frac{1}{2}]\).

Different from the notations in previous sections, we use

\[
\hat{p}_x^i = \{ \hat{x}_\alpha^i : \alpha = 0, \ldots, M \} \quad \text{and} \quad \hat{p}_y^j = \{ \hat{y}_\alpha^j : \alpha = 0, \ldots, M \}
\]

as the Gauss-Lobatto points on \([x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}]\) and \([y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}}]\), respectively. Also, we denote \( \hat{w}_\alpha \) as the corresponding weights on the interval \([-\frac{1}{2}, \frac{1}{2}]\).

Then the numerical scheme (3.1) becomes

\[
\mathbf{w}_{ij}^{n+1} = \mathbf{w}_{ij}^n + \lambda_1 \sum_{\beta=1}^{L} w_\beta \left[ \hat{f} \left( \mathbf{w}_{i-\frac{1}{2}, \beta}, \mathbf{w}_{i+\frac{1}{2}, \beta} \right) - \hat{f} \left( \mathbf{w}_{i+\frac{1}{2}, \beta}, \mathbf{w}_{i+\frac{1}{2}, \beta} \right) \right] \\
+ \lambda_2 \sum_{\beta=1}^{L} w_\beta \left[ \hat{g} \left( \mathbf{w}_{\beta,j-\frac{1}{2}}, \mathbf{w}_{\beta,j+\frac{1}{2}} \right) - \hat{g} \left( \mathbf{w}_{\beta,j+\frac{1}{2}}, \mathbf{w}_{\beta,j+\frac{1}{2}} \right) \right],
\]

(3.4)

where \( \mathbf{w}_{i-\frac{1}{2}, \beta} = \mathbf{w}_{i-\frac{1}{2}, \beta} \left( y_j^\beta \right) \) is a point value in the Gauss quadrature. Likewise for the other point values. As the general treatment, we rewrite the cell average on the right hand side as

\[
\mathbf{w}_{ij}^n = \sum_{\alpha=0}^{M} \sum_{\beta=1}^{L} \hat{w}_\alpha w_\beta \mathbf{w}_{\alpha \beta}^1 = \sum_{\alpha=0}^{M} \sum_{\beta=1}^{L} \hat{w}_\alpha w_\beta \mathbf{w}_{\alpha \beta}^2,
\]
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where $w_{\alpha \beta}^1$ and $w_{\beta \alpha}^2$ denote $w_{ij}^1(\tilde{x}_i^\alpha, y_j^\beta)$ and $w_{ij}^n(x_i^\beta, \tilde{y}_j^\alpha)$, respectively.

For each vertical edge, use $\alpha_f^{i-j/2}$ to denote the parameter of the numerical flux $\tilde{f}(w_{i-\frac{1}{2},\beta}^-, w_{i+\frac{1}{2},\beta}^+)$ and for the horizontal edge use $\alpha_g^{\beta-j/2}$ for the parameter of $\tilde{g}(w_{\beta j-\frac{1}{2}}, w_{\beta j+\frac{1}{2}}^+)$. Then define
\[
\alpha_f^{i-j/2} = \max_{\beta=1, \ldots, L} \alpha_f^{i-j/2}, \quad \alpha_g^{\beta-j/2} = \max_{\beta=1, \ldots, L} \alpha_g^{\beta-j/2}.
\]

Let $\mu = \max_{i,j} \alpha_f^{i-j/2} \lambda_1 + \max_{i,j} \alpha_g^{i-j/2} \lambda_2$, then scheme (3.4) can be written as
\[
\begin{align*}
\overline{w}_{ij}^{n+1} &= C_1 \sum_{\beta=1}^L w_\beta \left( \sum_{\alpha=1}^{M-1} \hat{w}_\alpha w_{\alpha \beta}^1 + \hat{w}_0 H_1 \left( w_{i-\frac{1}{2},\beta}^-, w_{i+\frac{1}{2},\beta}^+, w_{i+\frac{1}{2},\beta}^+, \frac{\lambda_1}{\hat{w}_0 C_1} \right) \right) \\
&\quad + \hat{w}_M H_1 \left( w_{i-\frac{1}{2},\beta}^+, w_{i+\frac{1}{2},\beta}^-, w_{i+\frac{1}{2},\beta}^-, \frac{\lambda_1}{\hat{w}_M C_1} \right) \\
&\quad + C_2 \sum_{\beta=1}^L w_\beta \left( \sum_{\alpha=1}^{M-1} \hat{w}_\alpha w_{\alpha \beta}^2 + \hat{w}_0 H_2 \left( w_{\beta j-\frac{1}{2}}, w_{\beta j+\frac{1}{2}}, w_{\beta j+\frac{1}{2}}, \frac{\lambda_2}{\hat{w}_0 C_2} \right) \right) \\
&\quad + \hat{w}_M H_2 \left( w_{\beta j-\frac{1}{2}}, w_{\beta j+\frac{1}{2}}, w_{\beta j+\frac{1}{2}}, \frac{\lambda_2}{\hat{w}_M C_2} \right),
\end{align*}
\]
where
\[
C_1 = \frac{\max_{i,j} \alpha_f^{i-j/2} \lambda_1}{\mu}, \quad C_2 = \frac{\max_{i,j} \alpha_g^{i-j/2} \lambda_2}{\mu}.
\]

In (3.5), $\overline{w}_{ij}^{n+1}$ is the convex combination of $w$, $H_1$ and $H_2$. Therefore, we have the following theorem.

**Theorem 3.1.** Suppose $w^n \in G$ in scheme (3.4), then $\overline{w}_{ij}^{n+1} \in G$, under the CFL condition
\[
\frac{\Delta t}{\Delta x} \max_{i,j} \alpha_f^{i-j/2} + \frac{\Delta t}{\Delta y} \max_{i,j} \alpha_g^{i-j/2} \leq \hat{w}_0.
\]

**Remark 3.1.** It is straightforward to obtain the bound that
\[
F_1(w) \leq 1, \quad F_2(w) \leq 1, \quad \forall w \in G.
\]

In practice, we can replace $\max_{i,j} \alpha_f^{i-j/2}$ and $\max_{i,j} \alpha_g^{i-j/2}$ by 1 to obtain the CFL condition.

Based on the above theorem, the numerical cell average we obtain is in $G$. Of course, the numerical solution $w_{ij}^{n+1}$ might still be placed outside. Hence, we have to modify the
numerical solution while keeping the cell average untouched. Due to the rounding error, we define

\[
G_\varepsilon = \begin{cases} 
\mathbf{w} = \begin{pmatrix} D \\ m \\ n \\ E \end{pmatrix} : D \geq \varepsilon, E \geq \sqrt{m^2 + n^2 + D^2 + \varepsilon} 
\end{cases},
\]

\[
\partial G_\varepsilon = \begin{cases} 
\mathbf{w} = \begin{pmatrix} D \\ m \\ n \\ E \end{pmatrix} : D \geq \varepsilon, E = \sqrt{D^2 + m^2 + n^2 + \varepsilon} 
\end{cases}.
\]

Then the modification of \( w^n_{ij} \) is given in the following steps.

- Set up a small number \( \varepsilon = 10^{-13} \).
- If \( D^n_{ij} > \varepsilon \), then proceed to the following steps. Otherwise, \( D^n_{ij} \) is identified as the approximation to vacuum. We take \( \tilde{w}^n_{ij} = w^n_{ij} \) as the numerical solution and skip the following steps.
- Modify the density: Compute \( b_{ij} = \min_{\alpha\beta} \{ D^n_{ij}(\tilde{x}^\alpha_i, \tilde{y}^\beta_j), D^n_{ij}(x^\beta_i, \tilde{y}^\alpha_j) \} \). If \( b_{ij} < \varepsilon \), then take \( \tilde{D}^n_{ij} \) as

\[
\tilde{D}^n_{ij} = D^n_{ij} + \theta_{ij}^D (D^n_{ij} - \bar{D}_{ij}^n),
\]

with

\[
\theta_{ij}^D = \frac{D^n_{ij} - \varepsilon}{D^n_{ij} - b_{ij}},
\]

and use \( \tilde{D}^n_{ij} \) as the new numerical density \( D^n_{ij} \).
- Enforce \( E^n_{ij} \geq \sqrt{(m^n_{ij})^2 + (n^n_{ij})^2 + (D^n_{ij})^2 + \varepsilon} \) in each cell \( I_{ij} \): Consider \( w^1_{\alpha\beta} \) and \( w^2_{\beta\alpha} \) in the cell \( I_{ij} \), respectively. If \( w^1_{\alpha\beta} \in G_\varepsilon \), then take \( \theta^1_{\alpha\beta} = 1 \). Otherwise, take \( \theta^1_{\alpha\beta} \) to be the root of the equation

\[
\delta_2 \left( (1 - t)\bar{w}^n_{ij} + tw^1_{\alpha\beta} \right) = 0, \quad t \in (0, 1).
\]  
(3.7)

where \( \delta_2(w) = E - \sqrt{m^2 + n^2 + D^2 + \varepsilon} \). Alternatively, the \( t \) can be obtained in the same way as in Remark 2.3. Similarly, we can define \( \theta^2_{\beta\alpha} \) in the same way for \( w^2_{\beta\alpha} \).
Finally, we use
\[ \tilde{w}_{ij}^n = \bar{w}_{ij}^n + \theta (w_{ij}^n - \bar{w}_{ij}^n), \quad \theta = \min_{\alpha, \beta} \{ \theta_{\alpha\beta}^1, \theta_{\beta\alpha}^2 \}, \]
as the DG approximation in cell \( I_{ij} \).

Now we demonstrate the \( L^1 \)-stability of the bound-preserving DG scheme. Following the same analysis as in section 2, we have
\[ \| D^n \|_{L^1} = \| D^0 \|_{L^1} \quad \text{and} \quad \| E^n \|_{L^1} = \| E^0 \|_{L^1}. \]

It is easy to check that
\[ m = \frac{u \Gamma}{\Gamma - \sigma} E \quad \text{and} \quad n = \frac{v \Gamma}{\Gamma - \sigma} E, \]
where \( \sigma = \frac{(\gamma - 1)(h - 1)}{h \gamma^2} \leq \Gamma - 1 \). Therefore,
\[ \| m \|_{L^1} + \| n \|_{L^1} \leq \frac{(|u| + |v|) \Gamma}{\Gamma - \sigma} \| E \|_{L^1} \leq \sqrt{2} \Gamma \| E \|_{L^1}. \]

In the last inequality, we use the fact that \( u^2 + v^2 \leq 1 \).

The above analysis yields the \( L^1 \)-stability of the scheme:
\[ \| w^n \|_{L^1} \leq \| D^n \|_{L^1} + (\sqrt{2} \Gamma + 1) \| E^n \|_{L^1} = \| D^0 \|_{L^1} + (\sqrt{2} \Gamma + 1) \| E^0 \|_{L^1} \leq (\sqrt{2} \Gamma + 1) \| w^0 \|_{L^1}, \]
where \( \| w \|_{L^1} = \| D \|_{L^1} + \| m \|_{L^1} + \| n \|_{L^1} + \| E \|_{L^1} \).

4 Application to relativistic jets

In this section, we study the relativistic axisymmetric jets which is described in the two-dimensional cylindrical coordinates \((r, z)\). We adopt the governing system in [23] and multiply both sides of the system by \( r \). Then it reads
\[ w_t + f(w)_r + g(w)_z = s(r, w), \quad (4.1) \]
with
\[ w = \begin{pmatrix} rD \\ rm \\ rn \\ rE \end{pmatrix}, \quad f(w) = \begin{pmatrix} rDu \\ rmu + rp \\ rnu \\ rm \end{pmatrix}, \quad g(w) = \begin{pmatrix} rDv \\ rmv + rp \\ rnv \\ rn \end{pmatrix}, \quad s = \begin{pmatrix} 0 \\ p \\ 0 \\ 0 \end{pmatrix}. \quad (4.2) \]
We would like to mention that this formulation is not unique. We could also combine the 
p term in the source and the \( rp \) term in the momentum flux to form a non-conservative \( \text{term} \), which is closer to the underlying physics. However, since our method is based on the 
conservative form of the equation we will stay with (4.1).

Different from what we have discussed in section 3, the source term \( s(r, w) \) is not zero. 
Therefore, we will demonstrate how to discretize the source terms. The techniques for the 
discretization of the flux terms and the modification of the numerical approximations follow 
from the same lines as discussed in section 3, and we will omit them.

In this section, the cell is defined as \( I_{ij} = \left[ r_{i-\frac{1}{2}}, r_{i+\frac{1}{2}} \right] \times \left[ z_{j-\frac{1}{2}}, z_{j+\frac{1}{2}} \right] \), with \( 1 \leq i \leq N_r \), 
\( 1 \leq j \leq N_z \) and the mesh sizes in \( r \) and \( z \) directions are denoted as \( \Delta r \) and \( \Delta z \), respectively.

If not otherwise stated in this section, the notations follow those in section 3. We consider 
high order schemes only, the one satisfied by the cell averages can be written as

\[
\bar{w}_{ij}^{n+1} = \frac{1}{2} \bar{w}_{ij}^n + \frac{\Delta t}{\Delta r \Delta z} \int_{z_{j-\frac{1}{2}}}^{z_{j+\frac{1}{2}}} \tilde{F} \left( \begin{array}{c}
\bar{w}_{i,j}^- (z), \\
\bar{w}_{i,j}^+ (z)
\end{array} \right) - \tilde{F} \left( \begin{array}{c}
\bar{w}_{i+\frac{1}{2},j}^- (z), \\
\bar{w}_{i+\frac{1}{2},j}^+ (z)
\end{array} \right) dz \\
+ \frac{\Delta t}{\Delta r \Delta z} \int_{r_{i-\frac{1}{2}}}^{r_{i+\frac{1}{2}}} \tilde{G} \left( \begin{array}{c}
\bar{w}_{i,j-\frac{1}{2}}^- (r), \\
\bar{w}_{i,j-\frac{1}{2}}^+ (r)
\end{array} \right) - \tilde{G} \left( \begin{array}{c}
\bar{w}_{i,j+\frac{1}{2}}^- (r), \\
\bar{w}_{i,j+\frac{1}{2}}^+ (r)
\end{array} \right) dr, \\
+ \frac{1}{2} \bar{w}_{ij}^n + \Delta t \bar{s}
\]

(4.3)

where \( \bar{s} \) is the cell average of \( s \). We use \( L \)-point Gauss quadratures with \( L \geq \frac{k+1}{2} \) to 
approximate \( \bar{s} \). The Gauss quadrature points on \( \left[ r_{i-\frac{1}{2}}, r_{i+\frac{1}{2}} \right] \) and \( \left[ z_{j-\frac{1}{2}}, z_{j+\frac{1}{2}} \right] \) are denoted by

\[
p_i^r = \left\{ r_i^\beta : \beta = 1, \ldots, L \right\} \quad \text{and} \quad p_i^z = \left\{ z_i^\beta : \beta = 1, \ldots, L \right\},
\]

respectively. Also, we denote \( w_\beta \) as the corresponding weights on the interval \( [-\frac{1}{2}, \frac{1}{2}] \). Then

\[
\frac{1}{2} \bar{w} + \Delta t \bar{s} = \sum_{\alpha=1}^{L} \sum_{\beta=1}^{L} w_\alpha w_\beta H_s(w_\alpha^{\alpha \beta}, s_\alpha^{\alpha \beta}, \Delta t),
\]

where \( w_\alpha^{\alpha \beta} = w_{ij}(r_i^\alpha, z_j^\beta) \), \( s_\alpha^{\alpha \beta} = s_{ij}(r_i^\alpha, w_{ij}^{\alpha \beta}) \) and \( H_s(w, s, \Delta t) = \frac{1}{2} \bar{w} + \Delta t s \). Since \( s \) is a 
function of \( w \) and \( r \), \( H_s \) can be written as a function of \( w, r \) and \( \Delta t \), i.e. \( \tilde{H}_s(w, r, \Delta t) = H_s(w, s, \Delta t) \in G \), and the result is given in the following lemma, whose proof is given in Appendix B.
Lemma 4.1. Suppose \( w \in G \), if the time mesh size \( \Delta t \) satisfies

\[
\Delta t \leq \frac{r}{2} \tilde{\alpha}(w, r),
\]

where

\[
\tilde{\alpha}(w, r) = \frac{\sqrt{(u \Gamma h \gamma)^2 - (\Gamma - 1)^2(h - 1)^2 - \Gamma^2 \gamma^2(h - 1)^2 + 2 \Gamma h \gamma^2(h - 1) - uh \Gamma \gamma^2}}{(\Gamma - 1)(h - 1)}.
\]

then \( \tilde{H}_s(w, r, \Delta t) \in G \).

With the above lemma, we can state the following theorem

Theorem 4.1. Suppose \( w^n \in G \), then \( w^{n+1} \in G \) under the conditions

\[
\Delta t \leq \max_{1 \leq \alpha, \beta \leq L} \frac{r_{ij}^\alpha}{2} \tilde{\alpha}(w_{ij}^{\alpha \beta}, r_{ij}^\alpha),
\]

\[
\Delta t \geq \Delta r \max_{i,j} \alpha_f^{i-\frac{1}{2} j} + \Delta z \max_{i,j} \alpha_g^{i j-\frac{1}{2}} \leq \frac{\tilde{w}_0}{2},
\]

where \( \alpha_f^{i-\frac{1}{2} j} \) and \( \alpha_g^{i j-\frac{1}{2}} \) have the same definition as those in (3.6).

Now we have finished all the theoretical analysis.

5 Numerical experiments

In this section, we present numerical examples in both one and two dimensions to verify the bound-preserving property of the proposed method. In order to demonstrate the effectiveness of the proposed BP limiter, we have deliberately not applied any other non-oscillatory limiters, such as the TVD/TVB or WENO limiters. As expected from the theory, the numerical solution stays in the physical bounds and computations could proceed stably, even though there are spurious oscillations in some test results due to the lack of non-oscillatory limiters. We should emphasize that this bound-preserving limiter, which is extremely local (implemented completely inside each cell without using information from neighboring cells)
and inexpensive, is not meant to substitute other non-oscillatory limiters or techniques. It can be used together with other non-oscillatory limiters or techniques, such as TVD/TVB or WENO limiters, or even WENO finite volume schemes, to obtain both bound-preserving and non-oscillatory performance, but we will not pursue such approach in this paper in order to be focused on the bound-preserving property. We would also like to emphasize that many of the examples are chosen to contain solutions particularly challenging in terms of the bound-preserving requirement, such that even with the usual TVD/TVB or WENO limiters added, the code would still fail without the proposed bound-preserving technique, due to the breaking of the physical bound which causes ill-posedness of the problem as well as the nonexistence of the solution to (1.9). Unless otherwise indicated, we consider the third-order RKDG method \((k = 2)\) with the local Lax-Friedrichs numerical flux (2.3). The CFL number is set to be 0.15. The specific heat ratio \(\Gamma\) is taken to be 5/3, unless otherwise stated.

5.1 One-dimensional experiments

Example 5.1.1 (Smooth flow). Consider a one-dimensional flow in the domain \(\Omega = [0, 1]\) with the following initial states

\[
\rho_0(x) = 1 + 0.9999999 \sin(2\pi x), \quad u_0(x) = 0.9, \quad p_0(x) = 1.0
\]

The boundary condition is set to be periodic. The exact solution is

\[
\rho(x, t) = 1 + 0.9999999 \sin(2\pi(x - 0.9t)), \quad u(x, t) = 0.9, \quad p(x, t) = 1.0
\]

In Table 5.1, we present the numerical results for the proposed method with and without the bound-preserving limiter. For the case \(k = 3\), we take \(\Delta t = \text{CFL}(\Delta x)^{4/3}\) so that the time error will not dominate. Since this is a high speed smooth flow with its lowest density near zero, the bound-preserving limiter does get turned on. As observed and discussed in [59] and [51], the SSP Runge-Kutta (RK) methods might degenerate the accuracy when the bound-preserving limiter is applied, while for the SSP multi-step (M-S) method, the full order of accuracy is recovered.
Table 5.1: Example 5.1.1: One-dimensional accuracy test at $T = 0.4$ for the second-, third- and fourth-order DG methods with and without the BP limiters. The CFL number for the multistep method is one-third of that for the RK method. $k$ is the degree of polynomial and $h$ is the meshsize.

Moreover, in Figure 5.1, we plot the CPU time against the $L^2$ error for polynomial degrees $k = 1, 2, 3$ with and without the BP limiter. The following two observations could be made: (i) As one of the advantages of high order DG methods, for a given error, the computational time spent is diminishing with increasing order; (ii) The additional cost introduced by the BP limiter is very small.

**Example 5.1.2 (Moderate blast wave).** The relativistic blast wave problems are standard tests (see [22]) for a numerical relativistic hydrodynamical code. The computational domain is $\Omega = [0, 1]$. We first consider a moderate case, which has the initial states

$$(\rho_0, u_0, p_0) = \begin{cases} (10.0, 0.0, 13.33), & x < 0.5 \\ (1.0, 0.0, 0.0), & x > 0.5 \end{cases}$$

(5.1)

The initial discontinuity gives rise to a transonic rarefaction wave propagating left, a shock wave propagating right and a contact discontinuity in between. The numerical approximation in Figure 5.2 shows that our method can resolve these structures quite well. Small oscillations are observed around the contact discontinuity, since we have not applied any non-oscillatory
Figure 5.1: Example 5.1.1: Log-log plot of the CPU time against the $L^2$ error for polynomial degrees $k = 1, 2, 3$ with and without the BP limiter.

limiters such as the TVD/TVB or WENO limiters. For the same reason, in some of the following examples, we also observe spurious oscillations due to the lack of non-oscillatory limiters.

**Example 5.1.3** (Strong relativistic blast wave). Next we examine a much more challenging blast wave example, of which the initial states are

\[
(\rho_0, u_0, p_0) = \begin{cases} 
(1.0, 0.0, 10^3), & x < 0.5 \\
(1.0, 0.0, 0.0), & x > 0.5 
\end{cases}
\]  

(5.2)

This example is more relativistic than the previous one. The high relativity is due to the large enthalpy of the left state, which is $h \simeq 2.5 \times 10^3 \gg 1$. This results in a thermodynamically relativistic configuration. The structure of the solution is the same as the moderate case, except for the formation of a very thin dense shell behind the shock in the density and a highly curved profile for the rarefaction fan in the velocity. The relativistic shock propagating at a Lorentz factor $\gamma \simeq 6$ [54]. In Figure 5.3, despite of small oscillations, we can see that our method resolves the curved part in the profile of the velocity very well and captures the thin shell in the density with little smearing.
Figure 5.2: Example 5.1.2: Blast wave with initial condition (5.1) at $T = 0.5$ on the mesh of 200 cells, approximated by the third-order RKDG method with the BP limiter. The squares represent the approximate cell averages and the solid line is the exact solution.

To further test the bound preserving property of our method, we consider a more extreme example. The initial condition now is

$$(\rho_0, u_0, p_0) = \begin{cases} (1.0, 0.0, 10^4), & x < 0.5 \\ (1.0, 0.0, 0.0), & x > 0.5 \end{cases} \quad (5.3)$$

with the specific heat ratio $\Gamma = 4/3$. In this case the enthalpy of the left state is $h \simeq 4 \times 10^4$. In the profile of the density, the width of the thin shell is approximately $2.5 \times 10^{-3}$ and the
Example 5.1.3: Strong blast wave with initial condition (5.2) at $T = 0.4$ approximated by the third-order RKDG method with the BP limiter on the mesh with 200 cells. The square represents the approximate cell averages and the solid line is the exact solution. The rarefaction part in the velocity becomes even more curved. In Figure 5.4, we can see the good performance of our proposed method.

Example 5.1.4 (Shock-heating problem). The shock-heating problem (see [7, 54, 21, 22]) is a standard benchmark problem to examine the ability of the method to deal with strong shocks. A warm wall is located at $x = 0$ and cold gas flows in at $x = 1.0$. When the gas...
gets reflected on the wall, a reverse strong shock forms and propagates to the right. In our experiment, the inflow velocity is set to be \( v_{in} = 0.999999 \), with the corresponding Lorentz factor \( \gamma = 707.1 \). The initial density is \( \rho_0 = 1.0 \) and the initial pressure \( p_0 = 0.0 \). The specific heat ratio in this example is \( \Gamma = 4/3 \). The analytical solution can be found in [21].

In Figure 5.5, we observe that, due to the BP limiter, near the physical bounds, there is
no oscillation and the bounds are well preserved. The shocks are sharply captured and the oscillations behind the shock may be eliminated with the non-oscillatory techniques such as the TVB or the WENO limiter. There is an undershoot in the left end point of the density, which is the so-called “wall-heating” effect. All these show the effectiveness of the proposed BP limiter in the ultra-relativistic regime with very strong shocks.

Figure 5.5: Example 5.1.4: One-dimensional shock-heating problem on the mesh of 200 cells, at $T = 1.5$ with $v_{in} = 0.999999$, approximated by the third-order RKDG method with the BP limiter. The squares represent the numerical results and the solid line is the exact solution.
Example 5.1.5 (One-dimensional Riemann problem with non-zero transverse velocity). The last one-dimensional test is the Riemann problem with non-zero transverse velocity, see [54] and [25]. The domain is still $\Omega = [0, 1]$ and the initial states are

\[
(r_0, u_0, v_0, p_0) = \begin{cases} 
(1.0, 0.0, 0.9, 10^2), & x < 0.5 \\
(1.0, 0.0, 0.9, 10^{-2}), & x > 0.5
\end{cases}
\] (5.4)

Compared with Example 5.1.3, where there is no transverse velocity, the density has a smaller jump and a wider dense shell, however the distance between the tail of the rarefaction and the contact discontinuity is much smaller, which requires very high resolution to resolve the structure. The purpose of this example is to show the robustness of the BP limiter even when the transverse speed is nonzero and close to the speed of light. Admittedly, to correctly restore the right wave speed, it is unavoidable to refine the mesh (see the comparison between 400 cells and 6400 cells in Figures 5.6 and 5.7 and also results in [54] with the adaptive mesh refinement technique), but this goes beyond the purpose of this paper and we will not pursue it here. Our results on meshes of 400 and 6400 cells are presented in Figure 5.6 and Figure 5.7. These results match those in [54] and [25] well.

We further test this problem with a transverse velocity $v = 0.999$. In this case, the dense shell in the density is much thinner and the transverse velocity increases from $v = 0.999$ to $v = 0.99967$ at the rarefaction part, which corresponds to a Lorentz factor $\gamma \simeq 39$. We see in Figure 5.8, our method is still robust in this severe case.

5.2 Two-dimensional experiments

Example 5.2.1 (Smooth flow). First, the accuracy of the method in 2-D is checked by considering the following smooth flow in the domain $\Omega = [0, \sqrt{2}]^2$.

\[
\rho = 1 + 0.999999 \sin[2\pi(r - vt) \cdot b], \quad v_x = 0.9, \quad v_y = 0.2, \quad p = 1.0
\] (5.5)

where $r = (x, y)$, $v = (v_x, v_y)$ and $b = (\cos \alpha, \sin \alpha)$ is the direction vector, along which the wave propagates. In this example we take $\alpha = \pi/4$. In Table 5.2, the numerical errors in
Figure 5.6: Example 5.1.5: One-dimensional Riemann problem with non-zero transverse velocity at $T = 0.6$, approximated by the third-order RKDG method with the BP limiter. Approximations of the density and the transverse velocity on meshes of 400 and 6400 cells. The squares represent the approximate cell averages and the solid lines are the exact solutions.

$L^2$ and $L^\infty$ norms of the RKDG method with the BP limiter are listed. We can see that, in this case, the limiter preserves the high-order accuracy.

Example 5.2.2 (Oblique shock wave). Next, let us check a two-dimensional oblique 1D shock tube test in the domain $[0, \sqrt{2}/2]^2$. We consider the strong blast wave in Example
5.1.5 propagating along the direction at a 45 degree angle. Initially, the state is divided into two parts by the line $x + y = 1$ and is set to be

$$
(\rho_0, u_0, v_0, p_0) = \begin{cases} 
(1.0, 0.0, 0.0, 10^3), & x + y < 1 \\
(1.0, 0.0, 0.0, 0.0), & x + y > 1 \end{cases} \quad (5.6)
$$

The domain is divided into $120 \times 120$ cells and the terminal time $T = 0.3$. In Figure 5.9, we
Figure 5.8: Example 5.1.5: One-dimensional Riemann problem with non-zero transverse velocity $v = 0.999$ at $T = 0.6$, approximated by the third-order RKDG method with the BP limiter. The approximations of the $u$, $v$, $p$ and $\rho$ on 3200 cells are presented. The blue solid lines are the numerical results and the black ones are the exact solutions.

present the contours as well as the cuts along the $x = y$ line of the numerical approximation for $\rho$, $p$ and $\sqrt{u^2 + v^2}$. We see that as for the 1D counterpart, despite of small oscillations, all the structures: the shock, contact continuity and rarefaction, are well resolved and the physical bounds are preserved.

Example 5.2.3 (Two-dimensional Riemann problem). The two dimensional Riemann prob-
Table 5.2: Example 5.1.1: Two-dimensional accuracy test at $T = 0.2$ for the third-order RKDG method with the BP limiter. $k$ is the degree of polynomial and $h$ is the mesh size.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$h$</th>
<th>$L^2$ error</th>
<th>order</th>
<th>$L^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/10</td>
<td></td>
<td>4.53 e-2</td>
<td>–</td>
<td>1.98 e-1</td>
<td>–</td>
</tr>
<tr>
<td>1/20</td>
<td></td>
<td>2.61 e-3</td>
<td>4.11</td>
<td>1.64 e-2</td>
<td>3.60</td>
</tr>
<tr>
<td>1/10</td>
<td></td>
<td>2.97 e-4</td>
<td>3.14</td>
<td>1.65 e-3</td>
<td>3.31</td>
</tr>
<tr>
<td>1/80</td>
<td>2</td>
<td>3.84 e-5</td>
<td>2.95</td>
<td>2.16 e-4</td>
<td>2.93</td>
</tr>
<tr>
<td>1/160</td>
<td>2</td>
<td>5.13 e-6</td>
<td>2.91</td>
<td>2.75 e-5</td>
<td>2.97</td>
</tr>
</tbody>
</table>

Table involves the interactions of elementary waves, which initially separate four constant states. In [7], the authors extended the 2-D Riemann problem from the classical Newtonian hydrodynamics [35] to the relativistic flows. We take the same initial condition as in [7].

$$(\rho_0, u_0, v_0, p_0) = \begin{cases} 
(0.1, 0.0, 0.0, 10^{-2}), & x, y > 0 \\
(0.1, 0.99, 0.0, 1.0), & x < 0 < y \\
(0.5, 0.0, 0.0, 1.0), & x, y < 0 \\
(0.1, 0.0, 0.99, 1.0), & y < 0 < x 
\end{cases}$$

and outflow boundary condition is set everywhere.

Figure 5.10 shows the numerical approximation at $T = 0.7$ on the 400 $\times$ 400 mesh. Since we only apply the BP limiter without any non-oscillatory technique, there are oscillations around the stationary contact discontinuity and the up-right moving shocks. Despite of this, the structure of the solution matches the results in [54, 7, 24].

**Example 5.2.4 (Axisymmetric relativistic jet).** The last example is to apply our bound-preserving DG method to the simulation of the relativistic axisymmetric jet. We consider the equations in the cylindrical coordinates, (4.1) and (4.2). The numerical simulation, morphology and the dynamics of axisymmetric relativistic jets have been well studied in the literature [10, 23]. We first consider the C2 model in [23]. In order to compare the results, we use the same parameters as those in [23]. The initial states are assigned to be

$$(\rho, v_z, v_r, p) = (1.0, 0.0, 0.0, 1.70305 \times 10^{-4}), \quad (r, z) \in [0, 10] \times [0, 20]$$

Gas with density $\rho^{in} = 0.01$, pressure $p^{in} = 1.70305 \times 10^{-4}$ and velocity $v_r^{in} = 0.99$ is injected through the inlet part $r < 1$. The classical Mach number of this model is $M_b = 6$ and the
corresponding relativistic Mach number is \( M_b = 42 \). In Figure 5.11, we show the numerical results at \( T = 21 \) and \( T = 35 \) respectively.

Next, we consider the C3 model in [23]. The initial states are

\[
(\rho, v_z, v_r, p) = (1.0, 0.0, 0.0, 1.7355 \times 10^{-4}), \quad (r, z) \in [0, 15] \times [0, 25]
\]

(5.8)

The jet material has states \((\rho^m, v_z^m, v_r^m, p^m) = (0.01, 0.999, 0.0, 1.7355 \times 10^{-4})\). The relativistic Mach number of this model is around 132. The simulation result at \( T = 30 \) is presented in Figure 5.12.

The proposed method behaves robustly for both of these highly relativistic jets, especially for the second one. The average speed of the jet head is 0.43 for the C2 model and 0.71 for the C3 model. These match the theoretical estimates in [23], which are 0.42 and 0.70 respectively. Very steady cocoon can be observed in the early stage of the evolution (Figure 5.11, \( T = 20 \)) and it eventually evolves into large vortices moving backwards. Due to the larger Lorentz factor, the cocoon of the C3 model is less prominent and thinner than that of the C2 one. We believe that, due to the high resolution property of the DG method, the Kelvin-Helmholtz instabilities in the cocoon, which is caused by the discontinuity between the shocked jet material and shocked medium material, are well resolved in both tests. Moreover, there is no “carbuncle” artifact generated. This pathological phenomena was first discussed in [30] for gas dynamics and was discussed and addressed for the RHD problem in [9].

6 Concluding remarks

In this paper, we have addressed the robustness issues of the discontinuous Galerkin (DG) methods to solve relativistic hydrodynamics (RHD). A special bound-preserving limiter is constructed to obtain physically relevant numerical approximations without compromising the high order accuracy. Moreover, we can prove the \( L^1 \)-stability of the DG scheme with this limiter. Numerical experiments are given to demonstrate the good performance of the DG
scheme. The bound-preserving limiter is very simple and inexpensive, and can be applied to any high order finite volume or DG base schemes. In the future, we plan to study other possible bound-preserving first order building blocks for RHD, and to generalize the bound-preserving technique to relativistic magnetohydrodynamics.

A A proof for Lemma 2.1

In this section, we will prove Lemma 2.1. For simplicity, we only study the proof for $H^−$, as the proof for $H^+$ can be obtained along the same line. Recall that $w = (D, m, E)^T \in G_1$ and $f(w) = (Du, mu + p, m)^T$. Therefore,

$$
\alpha_f H^-(w, \alpha_f) = \alpha_f w - f(w) = ((\alpha_f - u)D, (\alpha_f - u)m - p, \alpha_f E - m)^T.
$$

It is easy to see that to obtain $H^- \in G_1$, we need $\alpha_f H^- \in G_1$, i.e.

$$
\alpha_f \geq \alpha_1 = u,
$$

(A.1)

$$
\alpha_f \geq \alpha_2 = \frac{m}{E},
$$

(A.2)

$$
(\alpha_f E - m)^2 \geq ((\alpha_f - u)m - p)^2 + ((\alpha_f - u)D)^2.
$$

(A.3)

Define $q(\alpha_f) = (\alpha_f E - m)^2 - ((\alpha_f - u)m - p)^2 - ((\alpha_f - u)D)^2$. By using (1.3)-(1.6), and define $\beta_f = \alpha_f - u$, and $\tau = (\Gamma - 1)/\Gamma$, we have

$$
q(\alpha_f) = \rho^2 \left[ (\beta_f h\gamma^2 - \alpha_f \tau(h - 1))^2 - \beta_f^2 \gamma^2 - (\beta_f h\gamma^2 u - \tau(h - 1))^2 \right]
$$

$$
= \rho^2(h - 1) \left[ \beta_f^2 \gamma^2(h + 1) + (\alpha_f^2 - 1)\tau^2(h - 1) - 2\alpha_f \beta_f h\tau\gamma^2 + 2\beta_f h\tau\gamma^2 u \right]
$$

$$
= \rho^2(h - 1) \left[ \beta_f^2 \gamma^2(h + 1) + (\alpha_f^2 - 1)\tau^2(h - 1) - 2\beta_f^2 h\tau\gamma^2 \right]
$$

$$
= \rho^2(h - 1) \left[ A_2 \alpha_f^2 - 2A_1 \alpha_f + A_0 \right],
$$

where

$$
A_2 = \gamma^2(h + 1 - 2h\tau) + \tau^2(h - 1),
$$

(A.4)

$$
A_1 = u \gamma^2(h + 1 - 2h\tau),
$$

(A.5)
\[ A_0 = u^2 \gamma^2 (h + 1 - 2h\tau) - \tau^2 (h - 1). \] (A.6)

Since \( 1 \leq \Gamma \leq 2 \), then \( 0 \leq \tau \leq 1/2 \). It is easy to check that

\[ A_2 \geq 0, \quad q(1) \geq 0, \quad q(u) \leq 0, \quad q(-1) \geq 0. \]

To obtain (A.3), we can take

\[ \alpha_f \geq \alpha_3 = \frac{A_1 + \sqrt{(A_1)^2 - A_2 A_0}}{A_2}. \] (A.7)

If \( u < 0 \), then \( \alpha_3 \geq 0 \geq \alpha_1 \geq \alpha_2 \). If \( u \geq 0 \), then \( \alpha_3 \geq \alpha_2 \geq \alpha_1 \geq 0 \). Therefore, we have \( H^- \in G_1 \) under (A.7). Similarly, we can define

\[ A'_2 = \gamma^2 (h + 1 - 2h\tau) + \tau^2 (h - 1) = A_2, \]
\[ A'_1 = -u\gamma^2 (h + 1 - 2h\tau) = -A_1, \]
\[ A'_0 = u^2 \gamma^2 (h + 1 - 2h\tau) - \tau^2 (h - 1) = A_0. \]

to obtain the lower bound of \( \alpha_f \):

\[ \alpha_f \geq \frac{A'_1 + \sqrt{(A'_1)^2 - A'_2 A'_0}}{A'_2}. \] (A.8)

(A.7) and (A.8) imply

\[ \alpha_f \geq \frac{|A_1| + \sqrt{(A_1)^2 - A_2 A_0}}{A_2}, \]

where \( A_0, A_1 \) and \( A_2 \) are given in (A.4)-(A.6).

**B A proof for Lemma 4.1**

In this section, we will prove Lemma 4.1. It is easy to see that

\[ \tilde{H}_s(w, r, \Delta t) = (rD, rm + \Delta tp, rn, rE)^T. \]

Define

\[ q(w, r, \Delta t) = (rE)^2 - (rD)^2 - (rm + \Delta tp)^2 - (rn)^2. \]
Since \( r > 0 \), we only need to find \( \Delta t \) such that \( q(w, r, \Delta t) \geq 0 \). It is not difficult to check that

\[
E = \left( \frac{\Gamma}{\sigma} - 1 \right) p \quad (B.1)
\]

\[
m = \frac{u\Gamma}{\sigma} p \quad (B.2)
\]

\[
n = \frac{v\Gamma}{\sigma} p \quad (B.3)
\]

\[
D = \frac{\gamma \Gamma}{(\Gamma - 1)(h - 1)} p, \quad (B.4)
\]

where \( \sigma = \frac{(\Gamma - 1)(h - 1)}{h \gamma^2} \). Therefore, we have

\[
q(w, r, \Delta t) = (rE)^2 - (rD)^2 - (rm + \Delta tp)^2 - (rn)^2
\]

\[
= p^2 \left[ \left( \frac{r\Gamma}{\sigma} - r \right)^2 - \left( \frac{r\gamma \Gamma}{(\Gamma - 1)(h - 1)} \right)^2 - \left( \frac{u\Gamma r + \Delta t}{\sigma} \right)^2 - \left( \frac{r\Gamma v}{\sigma} \right)^2 \right]
\]

\[
= r^2 p^2 \left[ \frac{\Gamma^2}{\sigma^2 \gamma^2} + 1 - \frac{2\Gamma}{\sigma} - \frac{2\Delta t^2}{r^2} - \frac{2u\Gamma \Delta t}{r} - \left( \frac{\Gamma \gamma}{(\Gamma - 1)(h - 1)} \right)^2 \right]
\]

\[
= -r^2 p^2 \left( \frac{\Delta t^2}{r^2} + 2A \frac{\Delta t}{r} + B \right),
\]

where

\[
A = \frac{u\Gamma h \gamma^2}{(\Gamma - 1)(h - 1)}
\]

and

\[
B = \frac{\Gamma h \gamma^2 (\Gamma - 2) - \Gamma^2 \gamma^2}{(\Gamma - 1)^2 (h - 1)} - 1 < -1
\]

Let \( q(w, r, \Delta t) \geq 0 \), we need

\[
\Delta t \leq (\sqrt{A^2 - B} - A)r. \quad (B.5)
\]
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Figure 5.9: Example 5.2.2: Blast wave with initial condition (5.6) propagating in \([0, \sqrt{\frac{2}{3}}]^2\). At time \(T = 0.3\) on a 120 \(\times\) 120 mesh. In the right column, solid lines are exact solution and the blue squares are the approximate ones.
Figure 5.10: Example 5.2.3: 400 × 400 cells at $T = 0.7$ approximated by the third-order RKDG method with the BP limiter. Thirty equally spaced contours of the logarithm of the proper density are plotted.

Figure 5.11: Example 5.7: Relativistic jets of model C2 with initial condition (5.7). The left panel is at $T = 20$ and the right is at $T = 35$. The resolution is 10 points per jet radius.
Figure 5.12: Example 5.2.4: Relativistic jet of the model C3 with initial condition (5.8) at $T = 30$, approximated by RKDG with the BP limiter. The resolution is 10 points per jet radius.