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Abstract

The main purpose of this paper is to analyze the stability and error estimates of
the local discontinuous Galerkin (LDG) methods coupled with implicit-explicit (IMEX)
time discretization schemes, for solving multi-dimensional convection-diffusion equa-
tions with nonlinear convection. By establishing the important relationship between
the gradient and the interface jump of the numerical solution with the independent
numerical solution of the gradient in the LDG method, on both rectangular and tri-
angular elements, we can obtain the same stability results as in the one-dimensional
case [14, 15], i.e, the IMEX LDG schemes are unconditionally stable for the multi-
dimensional convection-diffusion problems, in the sense that the time-step 7 is only
required to be upper-bounded by a positive constant independent of the spatial mesh
size h. Furthermore, by the aid of the so-called elliptic projection and the adjoint
argument, we can also obtain optimal error estimates in both space and time, for the
corresponding fully discrete IMEX LDG schemes, under the same condition, i.e, if piece-
wise polynomial of degree k is adopted on either rectangular or triangular meshes, we
can show the convergence accuracy is of order O(h¥*T! + 79) for the s-th order IMEX
LDG scheme (s = 1,2, 3) under consideration. Numerical experiments are also given to
verify our main results.

keywords. local discontinuous Galerkin method, implicit-explicit scheme, convection-
diffusion, stability, error estimate.
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1 Introduction

In this paper we carry out the stability analysis and error estimates of a fully discrete
local discontinuous Galerkin (LDG) scheme coupled with implicit-explicit Runge-Kutta time
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discretization, for solving nonlinear multi-dimensional scalar convection-diffusion problems
Ut—l-V’F(U):AU, (w,t)GQT:QX(O,T], (1.1)

with periodic boundary condition and the initial solution U(xz,0) = Uy(x). Here Q is a
bounded rectangular domain in R? (d = 2,3), and F(U) = (f1(U),--- , f4(U)) is the given
flux function whose components are assumed to be smooth enough.

The LDG method was introduced by Cockburn and Shu for convection-diffusion prob-
lems in [7], motivated by the work of Bassi and Rebay [2] for compressible Navier-Stokes
equations. As an extension of discontinuous Galerkin (DG) schemes for hyperbolic conser-
vation laws [8], this scheme shares the advantages of the DG methods, such as good stability,
high order accuracy, and flexibility on h-p adaptivity and on complex geometry. Besides,
a key advantage of this scheme is the local solvability, that is, the auxiliary variables ap-
proximating the gradient of the solution can be locally eliminated. The LDG schemes have
also been successfully designed for other diffusion problems, for example, the bi-harmonic
equations [23, 9], the Kuramoto-Sivashinsky type equations [20], the Cahn-Hilliard equation
[19], etc. Moreover, the LDG schemes have been studied for solving dispersive equations as
well, such as KdV-type equations [22], the fifth order convection dispersion equation [23],
etc. For more applications of the LDG schemes, we refer the readers to the review article
[21] and the reference therein.

The LDG scheme has shown its good stability for many types of problems [21] in the
semi-discrete framework. However, efficient time discretization is an important issue to be
studied, especially for high order spatial derivative problems. As for convection-diffusion
problems, explicit Runge-Kutta time discretization methods analyzed in [16] is stable, ef-
ficient and accurate for solving convection-dominated convection-diffusion problems. How-
ever, for convection-diffusion equations which are not convection-dominated, explicit time
discretization will suffer from a stringent time step restriction for stability [18]. When it
comes to such problems, a natural consideration to overcome the small time step restriction
is to use implicit time marching. Furthermore, in many applications the convection terms
are often nonlinear, hence it would be desirable to treat them explicitly while using implicit
time discretization only for the linear diffusion terms. Such time discretizations are called
implicit-explicit (IMEX) time discretizations [1]. Even for nonlinear diffusion terms, IMEX
time discretizations would show their advantages in obtaining an elliptic algebraic system,
which is easy to solve by many iterative methods. If both convection and diffusion are
treated implicitly, the resulting algebraic system will be far from elliptic and convergence
of many iterative solvers will suffer.

In [14, 15], we showed that the three specific Runge-Kutta type IMEX schemes given
in [1] and [3], coupled with LDG spatial discretization for solving one-dimensional linear
and nonlinear convection-diffusion problems, are unconditional stable in the sense that the
time step 7 is only required to be upper bounded by a constant which is independent
of the mesh size h. In this paper, we will show that the same stability holds for the
IMEX LDG schemes considered in [14] for solving multi-dimensional nonlinear convection-
diffusion problems, on both rectangular meshes and triangular meshes. We would like to
point out that, for rectangular meshes, we consider the finite element space as piecewise
polynomials of degree k, denoted as Py, just as for the triangular case. This is different
from the traditional treatment in the literatures, such as [6, 9], where finite element spaces
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with tensor product polynomials were considered. Furthermore, it is worth mentioning
that, our stability analysis on multi-dimensional space also relies heavily on the important
relationship between the auxiliary variable and the primal variable, which is formally the
same as the one-dimension case, however, the proof is not straightforward for Pj elements,
especially for the triangular meshes.

In this paper, we also perform the error estimates for the IMEX LDG methods. Unlike
the one-dimensional case, in multi-dimensional case, we cannot find a proper projection
to eliminate the element boundary errors to obtain the optimal error estimate. To get an
optimal error estimate, we would like to utilize the so called elliptic projection which is a
standard tool in the numerical analysis for elliptic and parabolic problems [17, 13]. This
method was also used in [9] to derive the optimal error estimate for the LDG method solving
linear time-dependent fourth order problems on triangular elements. In this paper, we will
follow [9] and adopt this methodology to derive the optimal error estimate for the IMEX
LDG methods on both rectangular and triangular meshes. We will obtain (k + 1)-th order
of accuracy if the finite element space is made up of piecewise polynomials of degree k.

The paper is organized as follows. In Section 2 we present the semi-discrete as well as the
fully-discrete LDG schemes for the model problem. In Section 3 we give some preliminaries,
including some basic inequalities, the key lemma and the useful elliptic projection. Sections
4, 5 are devoted to the stability and error analysis for the IMEX LDG methods. In Section
6 we will present some numerical results to verify our results. The concluding remarks and
some technical proofs are given in Section 7 and the Appendix, respectively.

2 The LDG method with IMEX time-marching

In this section we will present the definition of the LDG scheme with IMEX time-marching,
for problem (1.1). For simplicity, we only consider the two dimensional case (d = 2) in this
paper, in which = (z,y) and F(U) = (f(U),g(U)). The results can be easily extended
to the three dimensional case (d = 3).

2.1 Discontinuous finite element space

Let 5, = {K} be a quasi-uniform partition of the domain  with triangular (or rectangular)
element K, where h = maxy hg, with hx being the diameter of element K. We denote 'y,
as the set of all element interfaces. Associated with this mesh, we define the discontinuous
finite element space

Vi, ={veL*) vk € Pu(K), VK € Qp }, (2.1)

where Py (K) denotes the space of polynomials of degree less than or equal to k in K.

Following [22, 21], we choose a fixed vector 8 which is not parallel with any normals of
element boundaries. This is possible because there are only finitely many element boundary
normals for any given mesh. For each side e, we use this fixed vector 3 to uniquely define
the left and right elements K and Kpr which share the same side e. Namely, 8- ng, >0
and B-ng, <0, respectively, where nx is the outward normal of K. Along the side e, there
are two traces for any function p, denoted by p™ = (p|x,)|e and p~ = (p|k, )|e, respectively,
and we denote the jump as [p] =p™ —p~.
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2.2 The semi-discrete LDG scheme

The semi-discrete LDG scheme [7, 21] starts from the following equivalent first-order dif-
ferential system

U+V-(FU)—-Q)=0, Q—-VU=0, (x,t) € Qp, (2.2)
with the same initial condition and boundary condition, where

Q= (Q1,Q2) = (U, Uy) = VU. (2.3)

We would like to find the numerical solution of the LDG scheme, denoted by (u, q), in the
finite element space V, x V},, where V), = V}fl.

Take the initial condition u(x,0) € V}, as any approximation of the given initial solution
Uo(x). For any t > 0, the numerical solution (u(x,t),q(x,t)) € V; x V}, satisfies the
variation forms (in what follows we omit & and ¢ if there is no confusion)

(’LLt,’U)K :HK(U7U) + £K(Q7v)v (24&)
(a,7)K = Qr (u,T) (2.4b)
in each element K, for any test functions (v,r) € Vj, x V;,. Here
Hic(u,v) = (F(u), Vo) — (Frg (0™ u5) ) g, (2.5a)
EK(qu U) = - (q7 VU)K + <q~ e U>8Ka (25b)
Ok (u,r) = = (u, V1) + (U7 nK)ok, (2.5¢)

where nx is the outward normal vector of each edge of element K, u"™% and u®*'%X denote
the values of u evaluated from inside and outside from the element K, respectively. Also

(u,v)g = / wodzdy, (q,7)k = / q-rdzdy, and (u,v)sr = / uvds  (2.6)
K K K
are the standard inner products in L?(K) and L?(9K), respectively.

In (2.5), the “tilde” terms represent the numerical flux. Fp, x(u™5, uK) is any
one-dimensional locally Lipschitz flux which is conservative and consistent with F(u) - ng.
Namely, Fr,. x(u,u) = F(u)-ng, and Fn, g(a,b) + FnK,K/(b, a) = 0 for arbitrary a,b,
where K and K’ share the same edge; see [22] for more details. There are several well-known
numerical fluxes which can be used, such as the Godunov flux, the Lax-Friedrichs flux, the
Engquist-Osher flux, and so on. In addition, we adopt the alternating numerical flux [7] for
g and @ in (2.5b) and (2.5¢), for example,

Gg=q", G=u". (2.7)

We have now defined the semi-discrete LDG scheme.

For the convenience of analysis, we would like to write the above semi-discrete LDG
scheme into the global form. By summing up the variational formulations (2.4) over all
elements, we arrive at the compact form:

(ug,v)q, =H(u,v) + L(q,v), (2.8a)
(q,7)a, =Q(u,T), (2.8b
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where (-, )q, = >k (-,-)k is the standard inner product in L?(€2;,). Here
H()) = ZHK('7')7 (29)
K
and similarly for £ and Q.

2.3 The fully discrete LDG schemes

In this subsection we would like to present the fully-discrete LDG schemes coupled with
three specific IMEX Runge-Kutta time-marching methods up to the third order, which have
been considered in [14, 15] for one-dimensional convection-diffusion equations.

Let {t" = n7}M , be the uniform partition of the time interval [0, 7], with time step
7 such that M7 = T. The time step could actually change from step to step, but in this
paper we take the time step as a constant for simplicity. Given u", hence (u",q"), we
would like to find the numerical solution at the next time level "1, maybe through several
intermediate stages t™¢, by the following IMEX RK methods.

The LDG scheme with the first order IMEX time-marching method, where the convec-
tion part is treated by the forward Fuler method and the diffusion part is treated by the
backward Euler method, is given in the following form:

(" v)q, = (", v)g, + TH(W",v) + TL(g" !, v), (2.10a)
(@ r)a, = Q" r), (2.10b)

for any function (v,7) € Vj x V},.
The LDG scheme with the second order IMEX time marching scheme given in [1] is:

(™ 0)a, = (W, v)a, +ATH(",v) +yrLig™,v), (2.11a)
(W™ v)q, = (", v)q, + 6TH(U", v) + (1 — §)TH (U™, v)

+ (1 =NTL(g™" v) +7L(g" ), (2.11b)
(qn’ga"“)ﬂh = Q(un’z,’l“), {=1,2, (2.11c)

for any function (v,r) € Vj, x V},, where y =1 — @ and 6 =1 — % Here u™? = vt and
qn,2 — qn—l—l'

The LDG scheme with the third order IMEX time marching scheme proposed in [3]
reads: for any function (v,r) € Vj, x Vp,

3
(u"’é,v)gh = (u",v)q, + TZ(agRH(u"’“,v) + ag L(@™",v)), €=1,2,3, (2.12a)

k=0

3
(W v)a, =", v)a, + 7 _(beH(U™,v) + beL(q™",v)), (2.12Db)

k=0

(@ 7)q, = Q™ r), £=1,2,3, (2.12¢)
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where the coefficients are given in the following tabular

~ 0 0 0]0 ~ 0 0

ap | Bl —a1 a1 0 00 55X 4 0] ag (2.13)
0 l—as ag 00 6 6y ~ '

by 0 bh 0 7[00 6 b2 7] by

The left half of the tabular lists ay. and b,, with the columns from left to right corresponding
to k = 0,1,2,3, and the first three rows from top to bottom corresponding to ¢ = 1,2,3.
Similarly, the right half lists s, and b,. Here v a2 0.435866521508459, 61 = —3~% + 4y — 1,

3292202017

0y = %72 — 5y + %, a1 = —0.35 as in [3] and g = 2 ST

3 Preliminaries

3.1 The trace inverse inequalities

Now we present the following trace inverse property with respect to the finite element space
Vi. For any function v € Vj,, and r € V},, there exists a positive inverse constant u > 0
independent of v, r, h and K such that

lvllox < Vph=Hvlx, r-nklox < Vph=Hrlk. (3.1)

In this paper, we use || - |p to denote the standard L? norm on domain D, if D = Q, we
omit the subscript €2 for simplicity.

In the following analysis, we will also use the global form of the above trace inverse
inequalities by summing up the above local forms over every element K. The conclusions
are the same since the mesh is assumed to be quasi-uniform, and we omit them.

3.2 The main lemma

In this subsection, we give the main lemma to illustrate an important relationship between
the gradient and the element interface jump of the numerical solution with the numerical
solution of the gradient, which plays a key role in the two-dimensional analysis.

Lemma 3.1. Suppose (u,q) € Vi, x Vy, is the solution of scheme (2.8b), namely
(q7T)Qh = Q(“’? T)a Vr € Vp, (32)

then there exists a positive constant C), independent of h but maybe depending on the inverse
constant u, such that

IVl + v/ ph = [u]lln, < Cyllqll (3.3)
Here || - |lv, = (Zeer, - 1D"2.

To prove this lemma, we just need to consider it in an element K. By (2.4b), (2.5¢) and
integrating by parts we obtain

(Vu, )i — (u, 7 -ng)ox + (0,7 ng)ox
(Vu,r)g — ([u],r - nK>a;<. (3.4)

(q7 T)K
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Here we use 0 = {e C 0K, - nkl. < 0} to denote the inflow side(s) of element K, if
B ngle > 0, we call e an outflow side of element K, where nk|. denotes the outward
unit normal to the element K at e. For the rectangular elements, we would like to take
B = (17 1)'

Next, we would like to base on the above important relationship to prove Lemma 3.1
on both rectangular and triangular elements, respectively. In the following proof, we will
focus on the P} finite element space for both cases, and the “hat” terms are related to the
information of the reference element K.

3.2.1 The proof for rectangular elements

Assume a rectangle K = I; x J;, where I; = (x, 1, Ty 1) and Jj = (y;1,y;1). Let g =
2 2

(q1,92), then, to prove (3.3), it is sufficient to show that

1/2
sl + Vi ([ 12y, a0)" < Gl (3.50)
J
) 1/2
ol + Vi ([ 12y de) < Culaale (3.5b)

The proofs for (3.5a) and (3.5b) are similar. In what follows, we only give the proof for
(3.5a). .
To this end, it is convenient to introduce the reference unit rectangle K = [0, 1] x [0, 1],

T—T,_ R —y.
with variables & = > 2 and gy = h] %, where h; = Tyl — T 1 and h; = Yl — Yl
Taking 7 = (r1,0) in (3.4), we have

(g1,71) K = (2,71 + / [, 1, r1(5F 1) dy. (3.6)
Jj 2 2
For any v(z,y) defined on K, let o(&,9) = v(zx,y), then by the change of variable and the

chain rule we can get
1
hihj(Gu,71) g = hj(tg, 1) i + hy /0 [4]o.5 71 (0%, 9) dg. (3.7)

21Uz (%,9), then it is clear that 71 (07,9) = 0. Thus if we define the
= (f) &0) z, which is equivalent to the standard L? norm [|9]|x, then

Choosing 71(Z,9)
weighted norm ||9]|
it follows from (3.7)

2
w,K
tha
iz |2, 5 = hiGy, 2s) -

A simple use of the Cauchy-Schwarz inequality leads to

laz]lx < Cllasll, g < Chillqll, g < Chilldlig, (3.8)

here and below, C is a generic bounding constant independent of h.
Next we take 71(Z,9) = 4(Z,9) — @(07,9), then (0%, §) = [d]oy. Hence, by (3.7) we
have

1
/0 [a]5 5 49 = (hiGy — tia, 1) -
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By the Cauchy-Schwarz inequality, (3.8) and the Young’s inequality we have
Lo 1 2 2 2
/0 [a]5.5dg < C[hiHme{ + HMHK} 171l g < 71711z + Chillanl- (3.9)
Noticing that for & € [0, 1], 71(Z,9) = fOA Uz (s,9)ds + [@]o, g, then we have
2 2 Lo
Il <2lsl +2 | il (3.10)
Consequently, owing to (3.8) and (3.9) we get

1
[ 1l a9 < onlan (3.11)

Finally, by the standard scaling argument we derive (3.5a) from (3.8) and (3.11).

3.2.2 The proof for the general triangular elements

For general triangular elements, according to the given direction 3, we can divide the
triangles into two types: type-I (the left of Figure 1, two inflow sides e1, eo and one outflow
side e3) and type-II (the right of Figure 1, one inflow side e; and two outflow sides eg, e3).

Figure 1: Type-I (left) and Type-II (right) triangles.

In what follows, we will take type-I triangle as an example to prove Lemma 3.1, the
proof for type-II triangle is similar and actually much simpler. In order to derive the results,
it will be convenient to introduce a reference triangle K with vertices a; = (1,0), az = (0,1)
and a3 = (0,0). The reference triangle can be mapped into the triangle K by the affine

transformation [10]
x = Ré + as, (3.12)

where & = (Z,9) and

R = ||ylm2, —Imlm|, (3.13)

with |v;| being the length of edge ; for i = 1,2; see Figure 2. In Figure 2, 7; and n; are the
unit tangential and outward normal vectors of edge +;, respectively. Obviously, there hold

ni = —|pln - R TR, ne=—|yng - w(RTY s, (3.14)

where nn; = (—1,0) and ng = (0,—1). We also have the following properties of the trans-
formation matrix R:
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1 t
(i) R—l — <n1/|’72|> )

ny -T2 "5/\71\

(i) |det R| = —nq - T2|1||y2| = 2| K|, where |K]| is the area of K.

(iii) [|Rl2 < /|71]? + [12]2, where ||R||2 is the I2-norm of matrix R.

Figure 2: The reference element K and the mapping between K with the element K.

Let a(#,9) = u(z,y), q(#,9) = q(z,y) and #(Z,§) = r(z,y), then we have

Vu=(RY)Vi, where V= (g;gg) (3.15)

From (3.4), we have the following relationship for the type-I triangle,
(@,7)k =(Vu,r)x = ([ul,r-n1)y, — ([u], 7 n2)s,, (3.16)
then by the change of variables and the chain rule we have
(¢,7|det R|) . = (R™") "V, #|det R|)
- malel ([ 7 - (B T, + ([l 7 - (R T#a)s, )
By property (ii) we get
(@7)5 = (R TVa,) g — ([l # - (R Taa)s, — (a7 - (R g)s,.  (347)
First we take # = R’ in (3.17), where
7 = (213,0)". (3.18)

It is obvious that ¥/ = 0 on 41, and, since ny = (0, —1), we have #' - ny = 0 on 2. Hence
from (3.17) we get

(@.7)5 = (R "V, #) g = (Vi) g = |[ag]? - (3.19)
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From (3.13), we get # = |y2|Z1;T2, then by the Cauchy-Schwarz inequality we get

(@,7) g < [ellldll, glaemll, & < helldll, gllasl, & (3.20)
here ||qll, x = (4, 24q), equivalent to [|q| ;. Hence
ltz]l ;o < Cllaall, x < Chl4ll, x < Chlq] k- (3.21)

Similarly, by taking # = R# in (3.17), with #' = (0,d;) ", and proceeding in the same
way as above we get
gl < CRllq] -

Thus )
IVl < Chllqll - (3.22)
Next we take # = R#” in (3.17), where
N (e @_(O,Q)
= 3.23
" (ﬂ-ﬁ_(.f,()))’ ( )

with 47(0,9) = lim;_o- 4(2,9) and 4~ (#,0) = limy_,o- 4(Z,9). Noticing that
A//( g) (f(]h ai‘(s7g)d8 + [[’a]H:Yl)7
foy @g(i‘, S)ds + [[@]H:Yz
Thus from (3.17), (3.24) we have

|| [[U]] ||’le'yg - ( ) (Vﬂ A//)K- (325)
Then a simple use of the Cauchy-Schwarz inequality yields

1081112, 0s, < lldll 715 + Vel g 17|z < RN & 17711z + IV all g 1] -
Similar as (3.10), we can get
1#11% < 2(llas % + I[a1l3,) + 2(lag)% + Ilall3,)

<2(IValg + a3, us.)-

and 7" Ryl = —[a]|5,, fori=1,2.  (3.24)

Therefore
17 < COValz + alllsose)- (3.26)
Hence by (3.22), the property (iii) and (3.26) we get
ITa13, 05, < Chldl &l 1%
< Chllqll z (gl z + ITadllsus.)
< Ch?||all% + ellladll3

for arbitrary € > 0, where we have used the Young’s inequality in the last line. Hence by
choosing € small enough we get

UA2>

1@l s, < Chligll g - (3.27)
Finally by the scaling argument we obtain
IVullx + 272 [ lyyume < Cllalx- (3.28)

Hence there exists C), = C(1 + /i) such that
IVl + Vb= [u] 0, < Cullgllse (3.29)
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3.3 Elliptic projection in two dimension

In this paper, we would like to use the elliptic projection, to obtain the error estimate of
the LDG method, since we are not able to follow the similar line of error analysis in one-
dimensional space to obtain the optimal error estimates in multi-dimensional space, because
we cannot find a proper projection to eliminate the error at element interface or to make
it higher order. This is especially the case for general non-tensor product polynomials of
degree k that we have used, and for the case of triangular rather than rectangular meshes.

For any U and Q = VU, the elliptic projection (Up, Qp) is the unique element in Vj, x Vy,
such that

L(Q,v) =L(Qn,v), (3.30a)
(Qn,7)e, = Q(Un, 1), (3.30b)

hold for any functions (v,r) € Vj x V. Since in elliptic problems with periodic bound-
ary conditions, Uy is determined up to an additive constant, we follow [9] to make the
assumption

(U —Up,1)q, =0, (3.31)

to ensure (3.30) is well-defined.
We have the following approximation property.

Lemma 3.2. There exists the bounding constant C depending on the reqularity of U and
the elliptic reqularity constant Cy to be defined in (3.34), such that

U — Ul + hV2|U = Uy, < CRFFL. 3.32
h

Proof. We will finish the proof of this lemma by the aid of two special projections in
triangular elements and rectangular elements, which will be studied in the Appendix, and
the following adjoint elliptic problem

= Vo,
w=Ve (3.33)
¢(=V-19,
which is assumed to have the following elliptic regularity:
191 ) + el < Gl @) (3.34)

Although the proof is lengthy and technical, it is very similar to [9]. We skip the details at
present, but for the completeness of this paper, we put the details in the Appendix. O

4 Stability analysis

In this section, we present the stability analysis for the fully discrete IMEX LDG schemes
given in Subsection 2.3, on both rectangular elements and triangular elements.



IMEX LDG METHODS ON MULTI-DIMENSIONAL PROBLEMS 12

4.1 The properties of the LDG spatial discretization

In this subsection, we will give several lemmas to illustrate some properties of the LDG
spatial discretization. All the properties are trivial generalizations of the one-dimensional
case [15].

First we consider the linear part. Lemma 4.1 demonstrates the skew symmetric property
of the operators £ and Q.

Lemma 4.1. For any w € V}, and v € V},, there hold the equality
L(w,v) = —Q(v,w). (4.1)

Next we consider the nonlinear operator H. Lemma 4.2 states the non-positivity of this
operator; we refer to [12] for the proof.

Lemma 4.2. For any v € V},, there hold the inequality
H(v,v) <0. (4.2)

The next lemma states the boundedness propertiespf the nonlinear operator H. To this
end, we would like to assume that the numerical flux F, g is locally Lipschitz continuous
with respect to each component, and we denote the Lipschitz constant as Cy. Then we
have

|Fppe i (a,b) — Fnp i (c,d)| < C¢(la —c|+ |b—d|), (4.3a)
for arbitrary a,b, ¢,d and arbitrary K, which implies
')l <Cr, 1g' (P < Cp, Vp, (4.3b)
if both f and g are differentiable.

Lemma 4.3. For any u,w,v € Vy, there hold the following inequalities

[, v)| < Cy (IVull + Vbl ) ol (4.4)
D, wi0)] < Crllu—w| (1Yol + Vb1, ) (4.5)

if (4.8) holds. Here
D(u,w;v) = H(u,v) — H(w,v). (4.6)

Proof. The proof is the simple generalization of the proof of Lemma 3.3 in [15] for the
one-dimensional case. We omit the detailed proof here; see [15] for more details. O
4.2 The main conclusion

Owing to the properties we studied in Subsections 3.2 and 4.1, we can easily generalize the
stability result in [15] for the one-dimensional convection-diffusion problems to the multi-
dimensional cases.
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Theorem 4.1. There exists a positive constant 1y independent of h, such that if T < 79,
then the solutions of schemes (2.10), (2.11) and (2.12) satisfy

[ut(} <l Vn, (4.7)
if (4.3) holds.

Proof. Since the stability property on multi-dimension spaces is very similar to the one-
dimensional case, we only take the second order scheme (2.11) as an example to prove it,
and refer to [14] and [15] for more details about the proof for the first and third order
schemes.

From (2.11a) and (2.11b), we get

(un’l - un) U)Qh = ’YTH(U”, U) + ’YTﬁ(an? U)7 (48&)
(™ —u™t w)g, = (6 —y)TH (", v) + (1 — §)TH (U™, v)
+ (1 —2y)7L(qg"  v) +yTL(g" T, ). (4.8b)
By taking v = u™!,u"*! in (4.8a) and (4.8b), respectively, and adding them together,
we obtain
sl T2 = )P+ g et — w2 Gt = ut (P = Ry + R,
LHS
where

Ry =ymHW™ u™Y) + (6 — ) TH(u™, u™ ) + (1 — 6)7H (u™!, u™ ),
Ry =7L(q™" u™) + (1= 29)7L(g™ u™™) +97L(g" T u™Hh).
Owing to (4.1) and (2.11c), we have
Ry = — 7@ g") — (1 - 29)r Q™1 g") — Q' ")
= —7llg™ | = (1= 29)7(g™" " e, —y7lla" . (4.9)

In order to use the stability terms provided by LHS and Rs to estimate R, we rewrite
Ry in the following equivalent form:

Ry ZWTH(un’l,u"’l) +(1—y)TH (u"Jrl u"“) ’VTD( ,uu 1)
— (1 =)D u™ ) — (6 — ) TD (W™ u ;u”“).
Noting that 6 — v = —1, and by the property (4.2) we have
Ry € —9r D ™) — (1= )rD( w1 4 D ),

Exploiting (4.5), Lemma 3.1 and the Young’s inequality successively, we can derive

2
Ry <Cp([lu™ —u™|| + [ =) Y (V™| + b= [u™ T ,)
(=1

<ch (et =+ a1 = ) (g™ + lla™ )
Tr(la™ 12 + g™ IP) + CrCar (™! = w2 4 a1 = w2)
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here and below we use C; to denote a generic bounding constant which is independent of
h and 7. As a consequence, we obtain

LHS + 8 < CpChr (|l — u™|* + [Ju™T — u™'[?),

where
3 3
§=27la™|* + (1= 29)7(g™" a" ey, + pr7lld"
3 1
>[77 = (5 = DIrUla™|* + llg™ %) > o, (4.10)

owing to the setting of v and the Young’s inequality. Then
LHS < CfCﬁT (Hu"l — u"H2 + Hu"“ — u"’lH2) .

Consequently, if C’fCﬁT < %, ie, 7<T19= then we obtain (4.7). O

1
QCfCE ’
Remark 4.1. In Theorem 4.1, 79 may have different values for the three schemes. In this
paper we use Tg as a generic bound of the time step, which may have different values in
each occurrence.

5 FError estimates

To obtain the optimal error estimates for the IMEX LDG schemes introduced in Subsection
2.3, we would like to assume that the exact solution U(x,t) is sufficiently smooth, for
example, for s-th order fully discrete IMEX LDG schemes (2.10), (2.11) or (2.12), we
assume

Ulzx,t) € L®(0,T; H**?), DU(x,t) € L>=(0,T; H**1), (5.1a)

and

Dt U (x,t) € L™°(0,T; L), (5.1b)
for s = 1,2,3, where D{U means the ¢-th order time derivative of U, and the notation
L*>(0,T; H*(D)) represents the set of functions v such that maxo<;<7 [[v(-, )| grs(p) < 0.

We give the main results in the following theorem.

Theorem 5.1. Let U(x,t) be the exact solution of (1.1), satisfying the smoothness assump-
tion (5.1), let u™ € Vj, be the solution of the s-th order fully discrete IMEX LDG schemes
(2.10), (2.11) or (2.12). Then there exists a positive constant 1y independent of the spatial
size h, such that if 7 < 1y then

max [[U (@, ") — u"|| < C(hFH 4 79), (5.2)

for s = 1,2,3, where T is the final computing time and the bounding constant C > 0 is
independent of h and T.
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Remark 5.1. To derive the optimal error estimate, we would like to follow [9] to make use
of the so-called elliptic projections [13, 17]. To make the idea clear enough, we would like to
take the second order scheme (2.11) as an example to finish the proof. The same idea can
be used for the first order scheme (2.10) and the third order scheme (2.12). In addition, for
the third order scheme, we also need to adopt the technique used in [24, 25], i.e, we need to
make the a priori error assumption, since there is one more explicit stage than the implicit
stage in our third order scheme (2.12), there will appear a trouble term which makes the
analysis much more technical. For more details, please refer to [15].

In the following subsections, we will pay our attention to the proof for Theorem 5.1 on
both rectangular and triangular elements, for the second order IMEX LDG method (2.11).

5.1 Reference functions and error splitting

Following [24, 25, 14], we define two reference functions of (2.2) as follow: let U(®) = U be
the exact solution of the problem (1.1), then define

UL =g© — y7v . FUO) + 47V - QW, (5.3a)

where

QW =vuW. (5.3b)

For any indexes n and ¢ under consideration, the reference function at each stage time level
is defined as (U™¢, Q™") = (UY (z,t"), QY (z,t")). If £ = 0, we drop the superscript £.
In what follows, we would like to denote the stage error by

(63,67 eZ,Z) — (Un,Z _ unJ’ Qn,ﬂ _ qn,€)7 for ¢=0,1, (54)
and divide it in two parts, namely,
(enseg) = (&' =it € =), (5.5)
where
4 y4 4 y4
(€6 = U =™ Qpt = a™h),  (fng") = (U - UMLQpt - Q™),  (5.6)
with (U}?’Z, QZ’Z) being the elliptic projection of (U™ Q™*), namely

LQ™ v) =L(Q}" v), (5.72)
(@ m)a, = QUL ), (5.7b)

hold for any functions (v,r) € V} x V},; see Subsection 3.3.
Owing to the linear structure of elliptic projection and Lemma 3.2, we have the following

approximation properties
Il + Y2l < CRMH, (5.8)

and
lmi* = mall < ChFr, (5.9)

where C only depends on the regularity of U and the elliptic regularity constant C, which
is defined in (3.34).
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5.2 The error equations and the energy equation

To estimate {Z’g, we need to set up the corresponding error equations. For the second order
time-marching, it is easy to verify that

Ut = U™ —67V-F(U") - (1=0)7V-F(U" )+ (1—7)7V- Q™ +47V-Q" ! +¢", (5.10)
where Q"1 = VU™ and ¢" is the local truncation error satisfying
s < €72, (5.11)

with the bounding constant C only depending on the regularity of the exact solution U.
Thanks to the smoothness assumption (5.1), we know that F(U™*) and Q™" are con-
tinuous functions. Then it follows from (5.3), (5.7) and (5.10) that

(U™ — U™, v)q, =yTH(U™,v) +y7L(Q}" ,v), (5.12a)
(U™ = U, v)q, =6TH(U",v) + (1 = §)TH(U™",v)
+ (1= NTL@Qp" ) +7L@QF ) + (", v)q,, (5.12b)
and
Q™. r)q, = QU™ r), for (=12 (5.12¢)

Here and below, Q™? = Q"*! and U™? = U""!. Hence, subtracting (2.11) from (5.12)
gives rise to the error equations: for all v € V},,

(€t = &n v, =t =i, v)e, + DU U™ 0) +y7LEG ! ), (5.13a)
(entt — w0, = ("t — nZ,v)Qh + 6rD(U™,u™;v) + (1 — 8)rD(U™, u™t;v)
+ (1= y)TLEP ) +7LET v) + (S, v)q, - (5.13Db)
From (2.11c) and (5.7b) we get: for all r € V},,
( Z’Z,T)Qh = Qe r), for £=1,2. (5.13c)

Next we would like to obtain the energy equation for éﬁ’z. To this end, we subtract
(5.13a) from (5.13b), and get

(€ — & v)g, = (! — nz:vl,v)Q + (6= )TDU, u" ) + (1 — H)r DU u ' 0)
(1= 20)7LE )+ rL(E v) + (" v)a,. (5.14)

Taking v = &0, €7 in (5.13a) and (5.14) respectively, and adding them together, we can
derive the energy equation

sIet i = slenl? + shentt — ' i? + slént — &P = T + Ta + To, (5.15)
where

T = (' =}, Zl)n,ﬂr(nﬁ“ met & a, + (%0 a,,
Ta=ymLEP &Y + (1 =20 TL(eg €0 +yrLEg ™ enth),
T ’}/TD(Un n, nl) (5 ’y)TD(Un n, n+1)+( 5)7_D(Un1 n,l, n—l—l).

In the next subsection we will estimate them separately.
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5.3 Energy estimate

The estimate for the first two terms is easy. A simple use of the Cauchy-Schwarz inequality,
the Young’s inequality and (5.9), (5.11) leads to

Tp < er(€0H P + s %) + Co (R 27 + 1),
for arbitrary € > 0. Then choosing ¢ small enough and using the triangle inequality we get
Tp < (€17 + 160! = &l + llEn™ — €01 + C(h*F 27 + 7°). (5.16)
By (4.1) and (5.13c) we have
To=—y7QE &) — (1 -29)7Q(E 6gh) — (€™ 66T
= —7llEgt P = (1 = 29)7(€g " € ey — 7 lIEgHHIP. (5.17)

The estimate for 7 is a bit more complex. Due to (2.5a), we have

D™ ) = 32 (FWU™) ~ F(u), Vo)
KeQy,

_ Z (FnK,K((Un7£)intK7 (Un,f)emtx) _ FnK,K((Un’Z)tha (un,é)egctK)7 [[U]Da;{,
KeQy

then we can get the upper bound of this term along the similar line as the proof for Lemma
4.3. By the Lipschitz continuity and the assumption (4.3) we have

DU™, w5 0) < Cf|U™ = u™ (||| Vol| + Cp U™ — ™1, || V]I, (5.18)
By the triangle inequality we have

¢ ¢ ¢ ¢ ¢ k1
U™ =™ <l + Il < 6l + ChE T,

¢ ¢ ¢ ¢ - ¢ k
U™ = ™I, < €8I, + Nl I, < /uh= L€ + ChMY,

where we have used the approximation property (5.8) and the inverse property (3.1). Thus
we get the desired result

D™, w5 0)| < Cr(IEil + R UVl + v uh =t [o]lIr,)- (5.19)

Furthermore, owing to (5.13c) and proceeding in the similar line as in the proof of Lemma
3.1, we can get

Vel + v uh =Y Ie T, < Cullég Il (5.20)
As a consequence, by applying (5.19) and (5.20) we obtain

2
Te <Cor(Igpll + e T+ P> " UIverl + Vb 16 Tn,)

(=1
< CrOur (€l + lIEw I+ RN g+ leg ).
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Then a simple application of the triangle inequality and the Young’s inequality yields
T. <CrCur2ligall + lleit = Xl + R (leg I+ ligg 1D
<Tr(llegt 1> + 1€+ 1P + CrCprlient — &xl1® + Orli€n|® + Ch?*+2r. (5.21)
Thus by (5.16), (5.17), and (5.21) we can derive
Ty +Ta+ 1. < S = S+ O7|[EH|1° + C(h* 2 4 77), (5.22)

where

St = $rrllep 2 + (1 - 2)r(ept €5, + DrrliegtR,
8> = (CrO2 + V(e — €1 + lEx™ — €21,

Then, similar as (4.10), we have S; > 0, hence, if (C’fCﬁ +1)r < %, e, 7 <79 < 2(Cfé“ P
I
it follows from (5.15) that

les ™I = gall* < CTliEs® + C (W27 4 7°). (5.23)
Consequently, by the discrete Gronwall inequality we arrive at
sl < O+ 7). (5.24)

Finally, by (5.8), (5.24) and the triangle inequality we obtain (5.2) with s = 2. Thus we
have completed the proof of Theorem 5.1 with s = 2. ([l

6 Numerical experiments

In this section, we will first numerically validate the orders of accuracy for the second order
IMEX LDG scheme (2.11) and the third order IMEX LDG scheme (2.12), then we will
verify the stability of the two schemes. For the third order IMEX LDG scheme (2.12), we
take the parameter ay = —0.35 as done in [3].

In what follows, we will test the following two examples to verify the orders of accuracy
for the two schemes on both rectangular elements and triangular elements. We will test
each example for ¥ = 1,0.1,0.01 and 107°. In all the experiments, the final time is 7' = 1
and we take the time step 7 = Ah, where h is the mesh size and we take A = 0.5 for v = 1,
A=0.3for v =0.1 and A = 0.1 for both v = 0.01 and v = 107°.

Ezample 1.
U+ Uz + Uy = v(Uszy + Uyy), (6.1)
U(z,y,0) =sin(z +y), ’
on (z,y) € [-m,w| x [=m,7]. The exact solution is
Uz, y,t) = e ?sin(z +y — 2t). (6.2)
Ezample 2.
U, z u =v(Uze + U, Y, 1),
t+(2)x+<2>y V(Upa + Uyy) + f(2,9,1) (6.3)
U(z,y,0) = sin(z + ),



IMEX LDG METHODS ON MULTI-DIMENSIONAL PROBLEMS 19

on (z,y) € [-m, 7] x [-m, 7], where f(z,y,t) = e *!sin(2(z + y)). The exact solution is

Ulx,y,t) = e *sin(z + y). (6.4)

In Table 1, we list the L? errors and orders of accuracy for the IMEX LDG schemes
(2.11) and (2.12) for solving the above two examples on nonuniform rectangular meshes.
The nonuniform rectangular meshes are obtained by randomly perturbing each node in the
uniform mesh by up to 20%. In all the tests, we take h = min{27/nx, 27 /ny}, where nx
and ny are the numbers of partition in the  and y directions, respectively.

Table 1: Errors and orders of accuracy on nonuniform rectangular elements.

Example 1 v=1 vr=20.1 v =10.01 v=10"°

scheme (nz,ny) | L? error order | L? error  order | L? error  order | L? error  order

(10,10) 8.25E-01 - 1.31E4-00 - 1.30E4-00 - 1.31E4-00 -
P1 (20,20) 1.88E-01  2.13 | 3.37E-01 1.96 | 3.23E-01 2.00 | 3.30E-01 1.99
IMEX RK2 (40,40) 4.56E-02  2.04 | 8.58E-02 1.97 | 8.13E-02 1.99 | 8.34E-02 1.99
(80,80) 1.12E-02  2.02 | 2.15E-02 1.99 | 2.05E-02 1.99 | 2.11E-02 1.98
(160,160) | 2.79E-03  2.01 5.41E-03 1.99 | 5.15E-03 1.99 | 5.25E-03 1.99

(10,10) 1.47E-01 - 1.99E-01 - 1.61E-01 - 1.66E-01 -
Po (20,20) 2.15E-02  2.77 1.84E-02 3.44 | 2.02E-02 2.99 | 2.05E-02 3.01
IMEX RK3 (40,40) 2.99E-03 2.85 | 2.27E-03  3.02 | 2.53E-03 3.00 | 2.60E-03 2.98
(80,80) 3.98E-04 291 2.84E-04  3.00 | 3.16E-04  3.00 | 3.25E-04  3.00
(160,160) | 5.16E-05  2.95 | 3.56E-05 3.00 | 3.96E-05 3.00 | 4.07E-05 3.00

Example 2 r=1 vr=0.1 v =10.01 v=10"°

scheme (nx,ny) | L? error order | L?error order | L? error order | L? error  order

(10,10) 1.96E-01 - 1.02E4-00 - 1.28E+00 - 1.33E4-00 -
P1 (20,20) 4.87TE-02  2.01 2.55E-01 2.00 | 3.09E-01 2.05 | 3.27E-01 2.02
IMEX RK2 (40,40) 1.21E-02  2.01 6.51E-02 1.97 | 7.57E-02 2.03 | 8.07E-02 2.02
(80,80) 3.00E-03 2.01 1.67E-02 1.97 | 1.88E-02 2.01 2.04E-02 1.98
(160,160) | 7.51E-04  2.00 | 4.23E-03 1.98 | 4.76E-03 1.98 | 4.98E-03 1.99

(10,10) 3.50E-02 - 1.12E-01 - 1.32E-01 - 1.39E-01 -
Po (20,20) 4.90E-03 2.84 1.48E-02 2.93 1.60E-02 3.05 1.82E-02 2.93
IMEX RK3 (40,40) 6.65E-04  2.88 1.94E-03  2.93 1.97E-03 3.02 | 2.34E-03 2.96
(80,80) 8.70E-05 294 | 2.52E-04 295 | 2.51E-04 297 | 3.10E-04 2091
(160,160) | 1.12E-05 2.96 | 3.23E-05 2.96 | 3.32E-05 2.92 | 4.03E-05 2.94

In Table 2, we list the L? errors and orders of accuracy for the IMEX LDG schemes

(2.11) and (2.12) for solving the above two examples on general triangular meshes. In all
the tests, we take h = ming{\/|K|}, where |K| is the area of the triangle element K. In
our experiments, the initial mesh is in Figure 3, and in each refinement, every triangle is
subdivided to four children triangles by joining the mid-points of the edges of it.
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From these tables, we can clearly observe optimal orders of accuracy for our schemes on

both nonuniform rectangular meshes and the general triangular meshes.

Table 2: Errors and orders accuracy on general triangular elements.

Example 1 v=1 vr=20.1 v =0.01 v=10"°

scheme refine | L? error order | L? error order | L? error order | L? error  order

1 2.32E-01 - 4.68E-01 - 4.74E-01 - 4.82E-01 -
P1 2 5.55E-02 2.06 | 1.17E-01  2.01 | 1.23E-01 1.94 | 1.26E-01  1.93
IMEX RK2 3 1.40E-02 1.99 | 2.86E-02 2.03 | 3.10E-02 2.00 | 3.20E-02 1.98
4 3.39E-03 2.04 | 7.10E-03 2.01 | 7.66E-03 2.02 | 8.00E-03  2.00
5 8.33E-04 2.02 | 1.77E-03 2.01 | 1.88E-03 2.03 | 2.00E-03  2.00

1 4.00E-02 - 6.43E-02 - 6.79E-02 - 6.99E-02 -
P2 2 6.23E-03 2.68 | 7.15E-03  3.17 | 8.30E-03 3.03 | 8.46E-03  3.05
IMEX RK3 3 9.22E-04 2.76 | 8.94E-04 3.00 | 1.04E-03 3.00 | 1.04E-03 3.03
4 1.21E-04 293 | 1.11E-04 3.01 | 1.31E-04 2.99 | 1.29E-04 3.01
5 1.56E-05 2.96 | 1.39E-05 3.01 | 1.65E-05 299 | 1.61E-05 3.00

Example 2 v=1 vr=20.1 v =0.01 v=10"°

scheme refine | L? error order | L? error  order | L? error order | L? error  order

1 1.01E-01 - 4.73E-01 - 7.21E-01 - 7.74E-01 -
P1 2 2.22E-02 218 | 9.32E-02 234 | 1.28E-01 2.49 | 141E-01 2.46
IMEX RK2 3 5.34E-03 2.06 | 2.31E-02 2.01 | 2.96E-02 2.11 | 3.38E-02  2.06
4 1.30E-03  2.03 | 5.95E-03 1.96 | 6.94E-03 2.09 | 8.28E-03 2.03
5 3.22E-04  2.02 | 1.54E-03 1.96 | 1.67E-03 2.05 | 2.05E-03  2.01

1 1.35E-02 - 5.14E-02 - 7.26E-02 - 7.89E-02 -
P2 2 1.61E-03  3.07 | 5.76E-03 3.16 | 9.20E-03 298 | 1.07E-02  2.88
IMEX RK3 3 2.18E-04 2.89 | 7.21E-04 3.00 | 1.04E-03 3.15 | 147E-03  2.87
4 2.81E-05 296 | 9.21E-05 297 | 1.17TE-04 3.15 | 2.10E-04 2.81
5 3.58E-06 298 | 1.1TE-05 2.97 | 1.38E-05 3.08 | 3.04E-05 2.79

To verify the stability of the IMEX LDG schemes, we consider Example 1 with different
v. Table 3 lists the maximum time step 79 which can be chosen to ensure the stability (in
the sense that the L2-norm of the numerical solution decreases with time) of the second and
the third order IMEX LDG schemes, on both uniform rectangular and triangular meshes.
In all the tests, the final computing time is 7' = 100, the number of elements is 6400
for rectangular mesh and 2048 for triangular mesh. From this table, we can see that the
maximum time step 7y is approximately proportional to the diffusion coefficient v.

7 Concluding remarks

We have considered several specific implicit-explicit time marching methods coupled with
the LDG schemes for solving multi-dimensional nonlinear convection-diffusion problems
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Figure 3: The initial triangular mesh.

Table 3: The maximum time step 7 to ensure that the L?-norm decreases with time for
the schemes.

rectangular mesh triangular mesh
scheme v=01|v=05|v=1|v=01|v=05|v=1

IMEX RK2 (P1) 0.076 0.349 0.705 0.055 0.367 0.717

IMEX RK3 (P2) 0.256 1.365 2.932 0.199 1.027 1.669

with periodic boundary conditions. In multi-dimensions, the IMEX LDG schemes are un-
conditionally stable for the convection-diffusion problems, in the sense that the time-step 7
is only required to be upper-bounded by a positive constant independent of the spatial mesh
size h. Furthermore, by the aid of the so-called elliptic projection and the adjoint argument,
we obtain optimal error estimates for the corresponding fully discrete IMEX LDG schemes
under the same condition as the stability analysis. Numerical examples are also given to
verify our main results. Although the study in this paper is restricted to periodic boundary
conditions, we expect the stability result to hold for other types of boundary conditions
with a slight modification of the numerical flux at the boundary. Optimal error estimates
can also be achieved for homogeneous boundary conditions, see for example [11] for such
a discussion in the one-dimensional drift-diffusion models. For time dependent boundary
conditions, accurate numerical boundary conditions for high order (greater than second or-
der) IMEX-RK methods would require further investigation, which will be studied in our
future work.

8 Appendix

In this Appendix, we would like to give the proof for Lemma 3.2. We will finish it in the
following steps:

Step 0: two projections. First we would like to give the following two identities
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which will be used several times:

N =U—-U,=U—-PU+PU—-U, =U —PU + Pn,, (8.1a)
77q:Q_Qh:Q_HQ+HQ_Qh:Q_HQ+H77q- (8.1b)

where P and II are the two projections defined as follows.
For both rectangular and triangular meshes in the multi-dimensional space, we use the
L? projection denoted by P for scalar-valued functions, i.e, for any w € H'(y,),

(w—Pw,v)g =0, YvePr(K). (8.2)
In this paper H'(€,) is the broken Sobolev space
H' () = {¢ € L*(Q) : ¢|x € H(K), VK € Q, }, (8.3)

also we denote H'(Q,) = (H'(Q,))? as the broken Sobolev space in the multi-dimensional
space.

For vector-valued functions on triangular elements, we will adopt the projection pro-
posed in [5, 9], which is defined as follows: for p € H'(Qy), and an arbitrary K € €2, given
the fixed vector 3, and an arbitrary edge é € 0K satisfying 3 - nkl|s > 0, the restriction of
IIp on K is defined as the element of Py (K) that satisfies

(IIp — p,v)k =0, Yv e Pi_1(K), (8.4a)
(Ilp — p) - nile,v)e =0, Vv € Py(e), Ve C K, e # é. (8.4b)

Remark 8.1. The projection (8.4) is well-defined on triangles, i.e, the projection exists and
is unique; see [5] for more details. Furthermore, from the definition we can conclude that,
for both type-I and type-II triangles, the projection IT (8.4) has the following property:

(IIp — p,v)k =0, Vv e Pr_1(K), (8.5a)
(Ilp = p) - nK,v)or- =0, Vv € Py(K). (8.5b)

For vector-valued functions on rectangular meshes, we propose a similar projection as
(8.4), which is defined as follows: for p € H'(€2},), and an arbitrary K € , the restriction
of IIp on K is defined as the element of Py (K) that satisfies (8.5).

The projection (8.5) on rectangular element exists uniquely. Since the dimension of
the freedom matches with the unknown variables, we only need to show Ilp = 0 if p = 0.
Same as the proof of Lemma 3.2 in [5], we can obtain this conclusion easily. Owing to the
orthogonality of {n;}%_;, we can express IIp as

d
Ip = Z zin;, where z; € Pr(K).
i=1

It is obvious that IIp-n; = z;, for i = 1,...,d. Then taking the test function as v = z;l¢, in
(8.5b), we can get z; = 0 on e;. Hence z; = (x — x;)p;, for some p; € Pr_1(K). Next taking
v = p;n; in (8.5a), we get

(Tp,pini)k = (zi,pi)k = ((x — 24)pi, Pi) K-
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Since  — z; > 0 on K except on a zero measure set e;, we get p; = 0 on K. Hence z; =0
on K, and hence IIp =0 on K.

Along the similar analysis as in [5], we have the following approximation properties. For
arbitrary w € H"(Q2) and p € H"(f2), by the standard scaling argument [4], we have the
following approximation properties

[w = Pwl|gmq,y + 27" Jw = Pwllr, < CRMMHFHI | g, (8.6a)

|p = Tplpm(a,) + 127 "I(p = TIp) - mp, < CR™MPRHI= pf| (8.6b)

for 0 < m < min{r, k + 1}, where the bounding constant C' > 0 is independent of h, and

‘ ' ’Hm(Qh) = (ZKth ’ : ’%{m(K))l/2-

Step 1: estimate 74. First, since Q = VU is continuous, we have (Q,7)q, = Q(U,r),
for arbitrary r € V4. Hence from (3.30) we have

L(ng,v) =0, (8.7a)
(g )5, = Q(1u, ), (8.7b)
for arbitrary (v,r) € Vi, x V3. That is
—L(Mng,v) =L£(Q — 11Q, v), (8.8a)
(g, T)a, — QPny,7) = — (Q —11Q,7)q, + QU — PU, 7). (8.8b)

Taking v = Pn,, and r = Iz, in (8.8), and adding them together we get
ITIng|* = —(Q — Q. TIng)q, + QU — PU.Ing) + £(Q — 11Q, Pny),
owing to Lemma 4.1. Recalling the definitions of Q(-,-) and the projection P, we have
Q(U — PU,IIng) = (U — PU, I1q - n)an,. (8.9)
Here and below

(z,w-n)sq, = Z (z,w - -nK)oK, Y (z,w) € HY(Q,) x HY(Qy,).
KeQy

Similarly, we can derive

LQ-1Q.Pyp) =~ Y (Q-1Q) ng,[Pn])y =0, (8.10)

KeQy

by the property of II (8.5) and the choice of the numerical flux ﬁ\é = (IIQ)™. Hence, by
the Cauchy-Schwarz inequality, the inverse inequality (3.1), and the approximation property
(8.6) we get

ITngl* < |1Q — 11Q|| + n~/?||U — PUHrh] Tng|| < Ch*|[TIng],

which yields the result
Ingll + h*/2||ng - nr, < CAE, (8.11)
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by using the triangle inequality, the inverse inequality (3.1) and the approximation property
(8.6).

Step 2: estimate 7,. To this end, we need the following lemma, whose proof will be
postponed to Step 3.

Lemma 8.1. For arbitrary { we have

(Pita, Qg = (U — PU, (Ilp — ) - n)ag,, + (g, % — Iap)g,
—(Pp —¢,V-(Q-T11Q))q, + ((ng —7iq) - 1, Pp — ©)aq, (8.12)

where ¢ is the term on the right-hand side of the adjoint elliptic problem (3.33).

Now we continue our proof of the second step. By taking ( = Pn, in (8.12), and by the
Cauchy-Schwarz inequality we get

IPnu|? < IPU = Ullr, [|(xp — TI%p) - m ||, + lImgllll3p — TIap||
+1Q — Q1 || — Pl + [Ing - n|l1, IPe — ¢l -

Hence, it follows from (8.11) and (8.6) that

||P"7u||2 SChk+min{1’k+1}‘|'¢||H1 +Chk+min{2’k+1}”<,0”1{2 +Chk—1+min{2,k+1}”(pHH2
<CRM* ([l + llelliz) < CCRE [P, (8.13)

if k > 1, where C only depends on the regularity of U, and the last inequality holds by the
elliptic regularity assumption (3.34). Hence we obtain

IPnall < CRFH, (8.14)
which implies the result of Lemma 3.2.
Step 3: proof of Lemma 8.1. By (3.33) we have
(P11, Q)ay, = (P, V - ), = (V- 9, Pu)a, = L(¢, Pu),

since 9 is continuous. Hence by the similar argument as (8.10) and by Lemma 4.1 we get

(an C)Qh :£(¢ - H¢7 PTIu) + E(H’l/), Pnu) - _Q(in H’(ﬁ)
=Q(U — PU,IIyp) — Q(nu, ITep).

As a result, similar as (8.9) and by (8.7b) we have

(P, Oy, = (U — PU,TItp - m)aq, — (11q, 1T2p)
= (U — PU, (I — 4) - n)oq, — (g, T14p), (8.15)

where we have used the fact (U — ISTJ,w “M)pq, = 0, since both U and 1 are continuous
across the element interface.
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Denote A; = —(ngq,II%))q, . From (3.33) we have

Al = (ng, ¥ — ), — (Ng, ¥)a, = (g, ¥ —Hap)a, — (Ng. Ve)a,- (8.16)

Denote Ay = —(nq, V)q, , we can derive that

A = (ng, V(P — ©))a, — (ng, VPv)q,
= —(Pp—¢,V-ng)a, + (ng - n,Po — v)aq, — (7q - 1, P)aq,

where the second identity is obtained through integrating by parts and (8.7a).
Since both @ and ¢ are continuous across the element interface, we can verify that

<77q : n7 (10>6Qh — 0

Then by the property of the projection P we have

Az = — (Po — ¢,V - (ng —1IIng))a, + ((ng — 1q) - 7, P — v)aq,
= — (P —¢,V-(Q—-T11Q))q, + ((ng — 1q) - 1, P — v)aq, - (8.17)

Consequently, combining (8.15), (8.16) and (8.17) we can obtain (8.12). O
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