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Abstract

In this paper, we apply discontinuous Galerkin (DG) methods to solve two model equa-

tions: Krause’s consensus models and pressureless Euler equations. These two models are

used to describe the collisions of particles, and the distributions can be identified as density

functions. If the particles are placed at a single point, then the density function turns out

to be a δ-function and is difficult to be well approximated numerically. In this paper, we use

DG method to approximate such a singularity and demonstrate the good performance of the

scheme. Since the density functions are always positive, we apply a positivity-preserving lim-

iter to them. Moreover, for pressureless Euler equations, the velocity satisfies the maximum

principle. We also construct special limiters to fulfill this requirement.
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1 Introduction

In this paper, we apply discontinuous Galerkin (DG) methods to solve the hyperbolic con-

servation law

ut + ∇ · f(u) = 0, (x, t) ∈ R
d × (0, T ],

u(x, 0) = u0(x), x ∈ R
d,

(1.1)

where d is the spatial dimension and the exact solution u(x, t) contains δ-singularities. Such

problems appear often in applications and are difficult to be well approximated numerically.

Most of the previous techniques are designed to modify the singularities with smooth kernels

in some narrow region, and hence may smear such singularities severely, leading to large

errors in the approximation. On the other hand, the DG methods rely on weak formulations

and can solve such problems directly, leading to very accurate results. The first work on

approximating δ-singularities with DG methods is [24], in which the authors proved the su-

perconvergence results for linear hyperbolic equations with singular initial data and singular

source terms. Moreover, several numerical examples were also given in [24] to demonstrate

the advantages of the DG scheme in approximating δ-singularities for both linear and nonlin-

ear hyperbolic equations. In this paper, we extend the work in [24] and consider applications

to two model equations: Krause’s consensus models and pressureless Euler equations.

The DG method, first introduced by Reed and Hill in 1973 [19], was extended to solve

scalar linear hyperbolic equations by Johnson and Pitkäranta [18]. Later, Cockburn et

al. studied Runge-Kutta discontinuous Galerkin (RKDG) methods for hyperbolic conser-

vation laws [14, 12, 13, 15]. Recently, in [25], genuinely maximum-principle-satisfying high

order DG schemes for scalar equations and two-dimensional incompressible flows in vorticity-

streamfunction formulation have been constructed. Subsequently, positivity-preserving high

order DG schemes for compressible Euler equations were given in [26]. In this paper, we

extend the ideas in [25, 26] to construct bound-preserving high order DG schemes for the

Krause’s consensus models and pressureless Euler equations.
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For the first example, we discuss the following Krause’s consensus model equation

ρt + Fx = 0, x ∈ [0, 1], t > 0,
ρ(x, 0) = ρ0(x), t > 0,

(1.2)

where ρ is the density function, which is always positive. The flux F is given by

F (x, t) = v(x, t)ρ(x, t),

and the velocity v is defined by

v(x, t) =

∫ 1

0

(y − x)ξ(y − x)ρ(y, t)dy,

where 0 ≤ ξ(x) ≤ 1 is supported on a ball centered at zero with radius R. In [7], Canuto et

al. investigated the discretized version of the PDE and proved that when the time t tends to

infinity, the density function ρ will converge to some isolated δ-singularities, and the distance

between any two of these δ-singularities cannot be less than R. Some computational results

are shown in [7] based on a first order finite volume method. For two dimensions, if the

initial density is rotationally invariant, the limit density should also be rotationally invariant,

and hence can only be a single delta located at the center. However, direct computations

on rectangle meshes yield more than one delta singularity for sufficiently small R. This

is because the meshes are not invariant under rotation. In this paper, following the idea

in [9, 10], we construct a special mesh to obtain symmetry and convergence to physically

relevant solutions. Computational results are given to demonstrate the advantages of high

order DG schemes.

For the second example, we discuss the pressureless Euler equation

ρt + ∇ · (ρu) = 0,
(ρu)t + ∇ · (ρu⊗ u) = 0,

(1.3)

where ρ is the density function and u is the velocity. Pressureless Euler equations in one

space dimension have been analyzed at the theoretical level intensively, e.g. [2, 3, 6, 8, 16].

Some numerical methods have also been studied by several authors [4, 1, 11, 5]. In [4], only

first and second order numerical schemes were considered. Except for those in [4], no other
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methods seem to have been designed to solve the equation (1.3) directly. In [5], the authors

added an artificial viscosity and built a diffusive scheme. In [11], the authors applied the

sticky particle methods to the equation and showed the approximation satisfies the original

system within a certain residual. In [1], the authors introduced a new variable and added one

more equation to the system, leading to more computational cost. In this paper, we consider

high order DG scheme and approximate the equation without modification. Physically, the

density ρ is positive and the velocity u satisfies a maximum principle. We extend the idea in

[26] and construct suitable limiters to fulfill these two requirements while maintaining high

order accuracy. Moreover, numerical evidences also demonstrate that the scheme is good for

approximations in the presence of vacuum. Finally, our scheme works well in two dimensions.

To the authors’ knowledge, few works in the literature focus on the computational aspects

of two dimensional equations, although some theoretical results can be found in [20, 21].

It appears that complete existence and uniqueness results are not available. Therefore, our

scheme should be a good tool to study two-dimensional pressureless Euler equations and

other similar equations.

The organization of this paper is as follows. In section 2, we present some preliminaries,

including the implementation of the DG scheme, the foundation of the limiters, and high

order time discretizations. In sections 3 and 4, we discuss the two models in detail, and

numerical evidences are given to demonstrate the advantages of the DG methods. Finally,

we will end in section 5 with some concluding remarks and remarks for future work.

2 Preliminaries

In this section, we consider one space dimension only.

2.1 The DG scheme in one space dimension

First, we divide the computational domain Ω = [0, 1] into N cells

0 = x 1

2

< x 3

2

< · · · < xN+ 1

2

= 1,
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and denote

Ij =
(
xj− 1

2

, xj+ 1

2

)

as the cells. For simplicity, we consider uniform mesh in this paper, and denote by ∆x the

size of each cell.

Next, we define

Vh =
{
v : each of its components vi|Ij

∈ Pk(Ij), j = 1, · · · , N
}

as the finite element space, where Pk(Ij) denotes the space of polynomials in Ij of degree at

most k. The DG scheme for (1.1) is the following: find uh ∈ Vh, such that for any vh ∈ Vh

((uh)t,vh)j = (f(uh), (vh)x)j + f̂j− 1

2

v+
h |j− 1

2

− f̂j+ 1

2

v−

h |j+ 1

2

, (2.1)

where (w,v)j =
∫

Ij
wvdx, and v−

h |j+ 1

2

= vh(x
−

j+ 1

2

) denotes the left limit of the vector vh at

xj+ 1

2

. Likewise for v+
h . Moreover, the numerical flux f̂ is a single valued vector defined at

the cell interfaces and in general depends on the values of the numerical solution uh from

both sides of the interfaces

f̂i+ 1

2

= f̂(uh(x
−

i+ 1

2

),uh(x
+
i+ 1

2

)).

In general, for scalar equations, we use monotone fluxes.

2.2 Limiters

In this subsection, we use Euler-forward for time discretization and briefly discuss the con-

struction of bound-preserving limiters [27]. For the two model problems (1.2) and (1.3),

direct usage of high order DG methods results in the appearance of negative densities. Since

the problems are ill-posed for negative densities, the code may blow up once negative densi-

ties appear. Therefore, we would need to use bound-preserving limiter to keep the positivity

of the density. We denote un
j and un

j to be the numerical solution and its cell average at

time level n in cell Ij . For simplicity, throughout the paper, if we consider generic numer-

ical solution on the whole computational domain Ω, then the subscript j will be omitted.
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Suppose the exact solution of equation (1.1) is in some convex set G, we are interested in

constructing numerical solutions which are also in G. The whole precess can be divided into

three steps.

2.2.1 First order scheme

In the first step, we consider a first order scheme

un+1
j = un

j + λ
(
f̂
(
un

j−1,u
n
j

)
− f̂

(
un

j ,u
n
j+1

))

=
1

2

(
un

j + 2λf̂
(
un

j−1,u
n
j

))
+

1

2

(
un

j − 2λf̂
(
un

j ,un
j+1

))

=
1

2
H1

(
un

j−1,u
n
j , 2λ

)
+

1

2
H2

(
un

j ,u
n
j+1, 2λ

)
, (2.2)

where

H1 (u,v, c) = v + c f̂(u,v), H2 (u,v, c) = u− c f̂(u,v). (2.3)

Here un
j = un

j is a constant in each cell Ij , and λ = ∆t
∆x

is the ratio of time and space mesh

sizes. For many two-point first order numerical fluxes, we can prove the following property.

Property 2.1 Suppose G is a convex set and u,v ∈ G, then there exists a positive constant

C⋆, such that, for any 0 < c < C⋆, we have H1 (u,v, c) ,H2 (u,v, c) ∈ G.

Based on the above property, we can easily obtain that, under the CFL condition λ < C⋆

2
,

un ∈ G implies un+1 ∈ G.

2.2.2 High order schemes

Next, we consider high order schemes and assume un ∈ G. By taking the test function

vh = 1 in equation (2.1), we have

ūn+1
j = ūn

j + λ
(
f̂(u−

j− 1

2

,u+
j− 1

2

) − f̂(u−

j+ 1

2

,u+
j+ 1

2

)
)

. (2.4)

Let αi be the Legendre Gauss-Lobatto quadrature weights for the interval [−1
2
, 1

2
] such that

∑M
i=0 αi = 1, with 2M − 3 ≥ k, and denote the corresponding Gauss-Lobatto points in cell
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Ij as {xj
i}, then the Gauss-Lobatto quadrature yields

ūn
j =

M∑

i=0

αiu
n
j (xj

i ).

Clearly, un
j (xj

0) = u+
j− 1

2

and un
j (xj

M ) = u−

j+ 1

2

. Therefore,

ūn+1
j =

M∑

i=0

αiu
n
j (xj

i ) + λ
(
f̂(u−

j− 1

2

,u+
j− 1

2

) − f̂(u−

j+ 1

2

,u+
j+ 1

2

)
)

=
M−1∑

i=1

αiu
n
j (xj

i ) + α0H1

(
u−

j− 1

2

,u+
j− 1

2

,
λ

α0

)
+ αMH2

(
u−

j+ 1

2

,u+
j+ 1

2

,
λ

αM

)
.

If the numerical flux satisfies Property 2.1, we have

H1

(
u−

j− 1

2

,u+
j− 1

2

,
λ

α0

)
∈ G, H2

(
u−

j+ 1

2

,u+
j+ 1

2

,
λ

αM

)
∈ G,

provided the suitable CFL condition λ < α0C⋆ is satisfied. Here, we have used the fact that

α0 = αM . Since un
j (xj

i ) ∈ G and G is a convex set, we have ūn+1
j ∈ G.

Finally, we can modify the numerical solution through the simple scaling limiter ũn+1
j =

ūn+1
j + θ

(
un+1

j − ūn+1
j

)
. By taking suitable θ ∈ [0, 1], we have ũn+1

j ∈ G, and ũn+1
j is used

as the numerical solution at time level n + 1. For scalar equations, we can prove that

this modification does not affect the high order accuracy of the original solution un+1
j [27].

For systems, this modification might lead to slight degeneration of accuracy under certain

circumstances, see [28] for a discussion, and also Example 1 in Sections 4.3.1 and 4.3.2 for

the numerical experiment results.

2.3 High order time discretizations

We will use strong stability preserving (SSP) high order time discretizations to solve the

ODE system ut = Lu. More details of these time discretizations can be found in [23, 22, 17].

In this paper, we use the third order SSP Runge-Kutta method [23]

u(1) = un + ∆tL(un),

u(2) =
3

4
un +

1

4

(
u(1) + ∆tL(u(1))

)
, (2.5)
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un+1 =
1

3
un +

2

3

(
u(2) + ∆tL(u(2))

)
,

and the third order SSP multi-step method [22]

un+1 =
16

27
(un + 3∆tL(un)) +

11

27

(
un−3 +

12

11
∆tL(un−3)

)
. (2.6)

Since a SSP time discretization is a convex combination of Euler forward, by using the limiter

mentioned in section 2.2, the numerical solution obtained from the full scheme is also in G.

3 Krause’s consensus models

In this section we apply DG methods to Krause’s consensus models, extending the results

in [7].

3.1 Positivity-preserving high order schemes

We consider equation (1.2) in more detail. For this model, we define G = {ρ : ρ > 0}.

Clearly, G is a convex set.

3.1.1 First order scheme

We start with the following first order scheme

ρn+1
j = ρn

j + λ
(
vj− 1

2

h(ρn
j−1, ρ

n
j ) − vj+ 1

2

h(ρn
j , ρn

j+1)
)

, (3.1)

where h(·, ·) is a numerical flux, and ρn
j = ρn

j is the numerical approximation to the exact

solution in cell Ij at time level n, with ρn
j being its cell average. Moreover, vj− 1

2

is the

numerical velocity at the interface xj− 1

2

, given by

vj− 1

2

=

N∑

i=1

∫

Ii

(y − xj− 1

2

)ξ(y − xj− 1

2

)ρn
i (y)dy.

For this model, we use an upwind flux, i.e.

vh(u, w) =

{
vu v ≥ 0,
vw v < 0,
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and define H1 and H2 as

H1(u, w, c) = w + cvh(u, w), H2(u, w, c) = u − cvh(u, w).

Then the scheme (3.1) can be written as

ρn+1
j =

1

2
H1(ρ

n
j−1, ρ

n
j , 2λ) +

1

2
H2(ρ

n
j , ρ

n
j+1, 2λ),

which further yields the following lemma.

Lemma 3.1 Suppose ρn > 0 in (3.1), then under the CFL condition

max
j

|vj− 1

2

|λ <
1

2
,

we have ρn+1 > 0.

Proof: We consider H1(ρ
n
j−1, ρ

n
j , 2λ) first. If vj− 1

2

< 0, then

H1(ρ
n
j−1, ρ

n
j , 2λ) = ρn

j + 2λvj− 1

2

h(ρn
j−1, ρ

n
j ) = (1 + 2λvj− 1

2

)ρn
j > 0.

On the other hand, if vj− 1

2

≥ 0, then

H1(ρ
n
j−1, ρ

n
j , 2λ) = ρn

j + 2λvj− 1

2

h(ρn
j−1, ρ

n
j ) = ρn

j + 2λvj− 1

2

ρn
j−1 > 0.

Similarly, we have

H2(ρ
n
j , ρn

j+1, 2λ) = ρn
j − 2λvj+ 1

2

h(ρn
j , ρ

n
j+1) > 0.

Therefore,

ρn+1
j =

1

2
H1(ρ

n
j−1, ρ

n
j , 2λ) +

1

2
H2(ρ

n
j , ρn

j+1, 2λ) > 0. �

3.1.2 High order schemes

Now, we proceed to the high order schemes and the scheme satisfied by the numerical cell

averages can be written as

ρn+1
j = ρn

j + λ
(
vj− 1

2

h(ρ−

j− 1

2

, ρ+
j− 1

2

) − vj+ 1

2

h(ρ−

j+ 1

2

, ρ+
j+ 1

2

)
)

, (3.2)

The analysis in section 2.2 implies the following theorem.
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Theorem 3.1 Suppose the DG solution ρn > 0 in scheme (3.2), then under the CFL con-

dition

max
j

|vj− 1

2

|λ < α0,

we have ρ̄n+1 > 0.

The above theorem guarantees the positivity of the numerical cell averages. However,

the numerical solutions (which are piecewise polynomials) might be negative at some points

and we can modify the density ρn
j in the following steps.

• Set up a small number ε = min
{
10−13, ρ̄n

j

}
.

• Compute mj = mini ρ
n
j (xj

i ), where {xj
i} are the Gauss-Lobatto points in cell Ij .

• If mj < ε, then we take

θ =
ρn

j − ε

ρn
j − mj

,

and use

ρ̃n
j = ρn

j + θ(ρn
j − ρn

j ) (3.3)

as the DG approximation in cell Ij at time level n.

Following the above steps, the numerical density is always positive. Therefore

‖ρn‖L1(Ω) =

∫

Ω

ρn(x)dx =

∫

Ω

ρ0(x)dx = ‖ρ0‖L1(Ω), (3.4)

where ‖u‖L1(Ω) is the standard L1 norm of u on Ω. Clearly, (3.4) implies the L1 stability for

the DG scheme. Moreover, we can also derive a sufficient CFL condition which does not

depend on the numerical velocity in Theorem 3.1. Actually, Notice the fact that

vj− 1

2

=
N∑

i=1

∫

Ii

(y − xj− 1

2

)ξ(y − xj− 1

2

)ρn
i (y)dy ≤ R‖ρ0‖L1(Ω),

the sufficient CFL condition is

λ ≤ α0

R‖ρ0‖L1(Ω)

. (3.5)

To sum up, we have the following theorem.
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Theorem 3.2 Under the CFL condition (3.5), the DG scheme (2.1) with the positivity-

preserving limiter for equation (1.2) is L1 stable and the density function is always positive.

3.2 Numerical experiments

In this subsection, some numerical examples will be given to demonstrate the good perfor-

mance of the DG scheme.

Example 1. We consider the following problem

ρt + (vρ)x = 0, x ∈ [0, 1], t > 0,
ρ(x, 0) = ρ0(x), t > 0,

(3.6)

where the velocity v is defined by

v(x, t) =

∫ x+R

x−R

(y − x)ρ(y, t)dy.

We apply the positivity-preserving limiter and use P0 and P1 polynomials. Moreover, we

use the third order SSP Runge-Kutta discretization in time [23] with ∆t = 0.1∆x. Figure

X
0.2 0.4 0.6 0.80

5

10

15

20

25

30

X
0.2 0.4 0.6 0.80

5

10

15

20

25

30

Figure 3.1: Numerical density for (3.6) at t = 1000 with positivity-preserving limiter when
using P0 (left) and P1 (right) polynomials. Other parameters are taken to be CFL=0.1,
N=400 and R=0.02.

3.1 shows the numerical approximations of ρ(x) at t = 1000, with N = 400, ρ0 = 1, and

R = 0.02. We can observe 22 δ-singularities in each panel, and the distance between any two

adjacent singularities is greater than R. Even though we perform a long time simulation,
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the numerical solution does not blow up and the density is still positive. Therefore, the

algorithm is quite stable in this simulation. Moreover, the P1 solution in the right panel is

more accurate than the P0 one in the left panel, since the heights of the δ-singularities are

almost doubled.

Example 2. We consider the model problem in two dimensions.

ρt + div(vρ) = 0, x ∈ [−1, 1]2, t > 0,
ρ(x, 0) = ρ0(x), t > 0,

(3.7)

where the velocity v is defined by

v(x, t) =

∫

BR(x)

(y − x)ρ(y, t)dy.

In this example, we take R = 0.1 and

ρ0(x) =

{
1 r < 0.5,
0 r > 0.5,

where r = ‖x‖ is the Euclidean norm of x. In [7], the authors demonstrated that the exact

solution should be a single delta placed at the origin. However, by using rectangle meshes,

we observe more than one delta singularity for R sufficiently small. This is because the

meshes are not invariant under rotation. To tackle this problem, we follow the same ideas in

[9, 10], and construct a special mesh, namely equal-angle-zoned mesh. The structure of the

mesh is given in figure 3.2. By using such a special mesh, the limit density given in figure

3.3 is a single delta placed at the origin.

4 Pressureless Euler equations

In this section, we apply DG methods to pressureless Euler equations.

4.1 Numerical schemes in one dimension

We study equation (1.3) in one space dimension and consider the following system

wt + f(w)x = 0, t > 0, x ∈ R, (4.1)

12



Figure 3.2: Equal-angle-zoned mesh.

Figure 3.3: Numerical density ρ for (3.7) at t = 2000 with N = 200 when using P0 polyno-
mials. Other parameters are taken to be CFL=0.2 and R=0.1.

13



w =

(
ρ
m

)
, f(w) =

(
m
ρu2

)
,

with m = ρu, where ρ is the density function and u is the velocity. Physically, the density

is positive and the velocity satisfies the maximum principle. Therefore, we define

G =

{
w =

(
ρ
m

)
: ρ > 0, aρ ≤ m ≤ bρ

}
,

where

a = min u0(x), b = maxu0(x), (4.2)

with u0 being the initial velocity. Clearly, G is a convex set.

4.1.1 First order scheme

Following the same analysis in section 2.2, we start with the first order scheme,

wn+1
j = wn

j + λ
(
h(wn

j−1,w
n
j ) − h(wn

j ,wn
j+1)

)
, (4.3)

where h(·, ·) is a numerical flux and wn
j =

(
ρn

j , mn
j

)T
is the numerical approximation to the

exact solution in cell Ij at time level n. Moreover, we define wn
j =

(
ρn

j , m
n
j

)T
as its cell

average. Clearly, for a first order scheme, wn
j = wn

j in (4.3). For simplicity, we use un
j for

mn
j

ρn
j

as the numerical velocity throughout this section. In this problem, we consider the Godunov

flux [4]. Suppose at the cell interface x = xj− 1

2

we have two numerical approximations

wℓ = (ρℓ, mℓ)
T and wr = (ρr, mr)

T from left and right respectively. Then the Godunov flux

is given as

(h (wℓ,wr))
T = (ρ̂uj− 1

2

, ρ̂u2
j− 1

2

) =





(mℓ, ρℓu
2
ℓ) uℓ > 0, ur > 0,

(0, 0) uℓ ≤ 0, ur > 0,
(mr, ρru

2
r) uℓ ≤ 0, ur ≤ 0,

(mℓ, ρℓu
2
ℓ) uℓ > 0, ur ≤ 0, v > 0,

(mr, ρru
2
r) uℓ > 0, ur ≤ 0, v < 0,

(mℓ+mr

2
, ρℓu

2
ℓ = ρru

2
r) uℓ > 0, ur ≤ 0, v = 0,

(4.4)

where

uℓ =
mℓ

ρℓ
, ur =

mr

ρr
, and v =

√
ρℓuℓ +

√
ρrur√

ρℓ +
√

ρr
.
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For this problem, H1 and H2 are taken to be

H1 (u,v, c) = v + ch (u,v) , H2 (u,v, c) = u − ch (u,v) . (4.5)

Clearly, the scheme (4.3) can be written as

wn+1
j =

1

2
H1

(
wn

j−1,w
n
j , 2λ

)
+

1

2
H2

(
wn

j ,wn
j+1, 2λ

)
.

Before proceeding to the theoretical results for the scheme above, we would like to introduce

the following lemma, whose proof is trivial and is omitted.

Lemma 4.1 Suppose {xi} are positive real numbers, and a ≤ yi ≤ b, ∀i, then

a ≤
∑n

i=1 xiyi∑n
i=1 xi

≤ b.

We will use Lemma 4.1 to prove the following lemma.

Lemma 4.2 Assume wn ∈ G in scheme (4.3), then under the CFL condition

λ <
1

2 max(|a|, |b|),

where a and b are defined in (4.2), we have wn+1 ∈ G.

Proof: We will only prove H1

(
wn

j−1,w
n
j , 2λ

)
∈ G and the proof for H2

(
wn

j ,wn
j+1, 2λ

)
∈ G

follows the same lines. Define H1

(
wn

j−1,w
n
j , 2λ

)
= (ρ̌, m̌)T , then the velocity derived from

H1 is given as

ǔ =
m̌

ρ̌
=

mn
j + 2λρ̂u2

j− 1

2

ρn
j + 2λρ̂uj− 1

2

. (4.6)

We will prove ρ̌ > 0 and a ≤ ǔ ≤ b. To do so, we have to determine what {xi} and {yi}

should be in Lemma 4.1, by testing the different choices for the numerical flux in (4.4). For

simplicity, we define ûj− 1

2

=
dρu2

j− 1
2

cρu
j− 1

2

, if ρ̂uj− 1

2

6= 0.

• If ρ̂uj− 1

2

= mn
j−1, then ûj− 1

2

= un
j−1 > 0. We take x1 = ρn

j , y1 = un
j and x2 = 2λmn

j−1,

y2 = un
j−1.

• If ρ̂uj− 1

2

= mn
j , then ûj− 1

2

= un
j ≤ 0. We take x1 = ρn

j + 2λmn
j , y1 = un

j .
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• If ρ̂uj− 1

2

= (mn
j−1 + mn

j )/2, then ρ̂u2
j− 1

2

= (mn
j−1u

n
j−1 + mn

j u
n
j )/2. We combine the two

situations above, and take x1 = ρn
j + λmn

j , y1 = un
j and x2 = λmn

j−1, y2 = un
j−1.

• If ρ̂uj− 1

2

= 0, then ρ̂u2
j− 1

2

= 0. We take x1 = ρn
j , y1 = un

j .

Clearly, in each case, xi > 0, therefore ρ̌ > 0. Moreover, we observe a ≤ yi ≤ b, then by

Lemma 4.1, we have a ≤ ǔ ≤ b. �

4.1.2 High order scheme

Now, we move on to high order schemes and consider the numerical cell averages which

satisfy the following equation

wn+1
j = wn

j + λ
(
h(w−

j− 1

2

,w+
j− 1

2

) − h(w−

j+ 1

2

,w+
j+ 1

2

)
)

, (4.7)

By the same analysis as in section 2.2, we have the following theorem.

Theorem 4.1 Under the CFL condition

λ <
α0

max(|a|, |b|) ,

wn ∈ G in scheme (4.7)implies wn+1 ∈ G.

From the above theorem, we can obtain desired numerical cell average which is in G.

Many cases, the numerical solution wn
j may not be in the target set. Then we modify the

numerical solution while keeping the cell average untouched. Due to the rounding error, we

define

Gε =

{
w =

(
ρ
m

)
: ρ ≥ ε, a − ε ≤ m

ρ
≤ b + ε

}
,

∂Gε =

{
w =

(
ρ
m

)
: ρ ≥ ε,

m

ρ
= a − ε or b + ε

}
.

Then the modification of wn
j is given in the following steps.

• Set up a small number ε = 10−13.
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• If ρ̄n
j > ε, then proceed to the following steps. Otherwise, ρn

j is identified as the

approximation to vacuum, and the velocity is undefined. Therefore, we take w̃n
j = wn

j

as the numerical solution and skip the following steps.

• Modify the density first: Compute mj = mini ρ
n
j (xj

i ), where {xj
i} are the Gauss-Lobatto

points in cell Ij , and get ρ̃n
j by (3.3). Then use ρ̃n

j as the new numerical density ρn
j .

• Modify the velocity: Define q
j
i = wn

j (xj
i ) in cell Ij. If q

j
i ∈ Gε, then take θj

i = 1.

Otherwise, take

θj
i =

∥∥wn
j − s

j
i

∥∥
∥∥wn

j − q
j
i

∥∥ ,

where ‖ · ‖ is the Euclidean norm, and s
j
i is the intersection point of the straight line

s(t) = (1 − t)wn
j + tqj

i , 0 ≤ t ≤ 1,

and the surface ∂Gε. Define θj = mini=0,··· ,m θj
i , and use

w̃n
j = wn

j + θj(w
n
j −wn

j ),

as the DG approximation in cell Ij.

4.2 Numerical schemes in two dimensions

We extend our work to two dimensions and study the following equation

wt + f(w)x + g(w)y = 0, t > 0, (x, y) ∈ R
2, (4.8)

w =




ρ
m
n


 , f(w) =




m
ρu2

ρuv


 , g(w) =




n
ρuv
ρv2


 ,

with

m = ρu, n = ρv,

where ρ is the density function and (u, v) is the velocity field. We define

G =



w =




ρ
m
n


 : ρ > 0, m2 + n2 ≤ S2ρ2



 ,
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where

S > 0, and S2 = max
x,y

(
u2(x, y, 0) + v2(x, y, 0)

)

with (u, v)(x, y, 0) being the initial velocity field. Clearly, G is a convex set.

For simplicity, we use uniform rectangular meshes. The cell is defined as Iij =
[
xi− 1

2

, xi+ 1

2

]
×

[
yj− 1

2

, yj+ 1

2

]
, and the mesh sizes in x and y directions are denoted as ∆x and ∆y respectively.

At time level n, we approximate the exact solution with a vector of polynomials of degree k,

wn
ij = (ρn

ij , m
n
ij , n

n
ij)

T , and define the cell average wn
ij = (ρn

ij, m
n
ij , n

n
ij)

T . Moreover, we denote

w+
i− 1

2
,j
(y),w−

i+ 1

2
,j
(y),w+

i,j− 1

2

(x),w−

i,j+ 1

2

(x) as the traces of w on the four edges in cell Iij re-

spectively. More details can be found in [26]. In this subsection, we always use (un
ij, v

n
ij) for

(
mn

ij

ρn
ij

,
nn

ij

ρn
ij

) as the numerical velocity field in cell Iij at time level n, and define a1 = maxij |un
ij|

and a2 = maxij |vn
ij|. For simplicity, if we consider a generic numerical solution on the whole

computational domain at time level n, then the subscript ij will be omitted.

In this section, we only consider high order schemes, and the one satisfied by the cell

averages can be written as

wn+1
ij = wn

ij +
∆t

∆x∆y

∫ y
j+ 1

2

y
j− 1

2

h1

(
w−

i− 1

2
,j
(y),w+

i− 1

2
,j
(y)
)
− h1

(
w−

i+ 1

2
,j
(y),w+

i+ 1

2
,j
(y)
)

dy

+
∆t

∆x∆y

∫ x
i+1

2

x
i− 1

2

h2

(
w−

i,j− 1

2

(x),w+
i,j− 1

2

(x)
)
− h2

(
w−

i,j+ 1

2

(x),w+
i,j+ 1

2

(x)
)

dx, (4.9)

where h1(·, ·) and h2(·, ·) are one-dimensional numerical fluxes. For this problem, we also

use the Godunov flux. Suppose (x, y) = (xi− 1

2

, y0) is a point on the vertical cell interface,

at which we have two numerical approximations wℓ = (ρℓ, mℓ, nℓ)
T and wr = (ρr, mr, nr)

T

from left and right respectively. Then the Godunov flux (h1(wℓ,wr))
T can be written as

(
ρ̂u, ρ̂u2, ρ̂uv

)
=





(mℓ, ρℓu
2
ℓ , ρℓuℓvℓ) uℓ > 0, ur > 0,

(0, 0, 0) uℓ ≤ 0, ur > 0,
(mr, ρru

2
r, ρrurvr) uℓ ≤ 0, ur ≤ 0,

(mℓ, ρℓu
2
ℓ , ρℓuℓvℓ) uℓ > 0, ur ≤ 0, v > 0,

(mr, ρru
2
r, ρrurvr) uℓ > 0, ur ≤ 0, v < 0,

1
2
(mℓ + mr, ρℓu

2
ℓ + ρru

2
r, mℓvℓ + mrvr) uℓ > 0, ur ≤ 0, v = 0,

where

(uℓ, vℓ) =

(
mℓ

ρℓ
,
nℓ

ρℓ

)
, (ur, vr) =

(
mr

ρr
,
nℓ

ρℓ

)
, and v =

√
ρℓuℓ +

√
ρrur√

ρℓ +
√

ρr
.
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The numerical flux h2 =
(
ρ̂v, ρ̂uv, ρ̂v2

)T

can be defined in a similar way on the horizontal

cell interfaces.

For accuracy, we use L-point Gauss quadratures with L ≥ k +1 to approximate the inte-

grals in (4.9). More details of this requirement can be found in [12]. The Gauss quadrature

points on
[
xi− 1

2

, xi+ 1

2

]
and

[
yj− 1

2

, yj+ 1

2

]
are denoted by

px
i =

{
xβ

i : β = 1, · · · , L
}

and py
j =

{
yβ

j : β = 1, · · · , L
}

,

respectively. Also, we denote wβ as the corresponding weights on the interval
[
−1

2
, 1

2

]
.

Different from the notations in previous sections, we use

p̂x
i = {x̂α

i : α = 0, · · · , M} and p̂y
j =

{
ŷα

j : α = 0, · · · , M
}

as the Gauss-Lobatto points on
[
xi− 1

2

, xi+ 1

2

]
and

[
yj− 1

2

, yj+ 1

2

]
respectively. Also, we denote

ŵα as the corresponding weights on the interval
[
−1

2
, 1

2

]
.

Let λ1 = ∆t
∆x

and λ2 = ∆t
∆y

, then the numerical scheme (4.9) becomes

wn+1
ij = wn

ij + λ1

L∑

β=1

wβ

[
h1

(
w−

i− 1

2
,β

,w+
i− 1

2
,β

)
− h1

(
w−

i+ 1

2
,β
,w+

i+ 1

2
,β

)]

+ λ2

L∑

β=1

wβ

[
h2

(
w−

β,j− 1

2

,w+
β,j− 1

2

)
− h2

(
w−

β,j+ 1

2

,w+
β,j+ 1

2

)]
, (4.10)

where w−

i− 1

2
,β

= w−

i− 1

2
,j
(yβ

j ) is a point value in the Gauss quadrature. Likewise for the other

point values. As the general treatment, we rewrite the cell average on the right hand side as

wn
ij =

M∑

α=0

L∑

β=1

ŵαwβw
1
αβ =

M∑

α=0

L∑

β=1

ŵαwβw
2
βα,

where w1
αβ and w2

βα denote wn
ij(x̂

α
i , yβ

j ) and wn
ij(x

β
i , ŷα

j ) respectively. We extend the defini-

tions of H1 and H2 in (4.5) to two-dimensional problems and define

H1
1 (u,v, c) = v + ch1 (u,v) , H1

2 (u,v, c) = u − ch1 (u,v) ,

H2
1 (u,v, c) = v + ch2 (u,v) , H2

2 (u,v, c) = u− ch2 (u,v) .
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Let µ = a1λ1 + a2λ2, then scheme (4.10) can be written as

wn+1
ij = C1

L∑

β=1

wβ

(
M−1∑

α=1

ŵαw
1
αβ + ŵ0H

1
1

(
w−

i− 1

2
,β
,w+

i− 1

2
,β

, µ1

)
+ ŵMH1

2

(
w−

i+ 1

2
,β
,w+

i+ 1

2
,β

, µ1

))

+ C2

L∑

β=1

wβ

(
M−1∑

α=1

ŵαw
2
βα + ŵ0H

2
1

(
w−

β,j− 1

2

,w+
β,j− 1

2

, µ2

)
+ ŵMH2

2

(
w−

β,i+ 1

2

,w+
β,j+ 1

2

, µ2

))
,

where

C1 =
a1λ1

µ
, C2 =

a2λ2

µ
, µ1 =

µ

a1ŵ0

, µ2 =
µ

a2ŵ0

.

Now, we can state the main theorem.

Theorem 4.2 Suppose wn ∈ G in scheme (4.10), then under the CFL condition

∆t

∆x
a1 +

∆t

∆y
a2 ≤ ŵ0,

we have wn+1 ∈ G.

Proof: For simplicity, we only prove H1
1

(
w−

i− 1

2
,β

,w+
i− 1

2
,β
, µ1

)
∈ G, ∀β, and define

H1
1

(
w−

i− 1

2
,β

,w+
i− 1

2
,β
, µ1

)
= (ρ̌, m̌, ň)T , ǔ =

m̌

ρ̌
, v̌ =

ň

ρ̌
.

Following the same analysis as in Lemma 4.2, we have ρ̌ > 0. Therefore, we need only prove

ǔ2 + v̌2 ≤ S2. By the assumption, we have

w−

i− 1

2
,β

=
(
ρ−

i− 1

2
,β

, m−

i− 1

2
,β

, n−

i− 1

2
,β

)T

∈ G and w+
i− 1

2
,β

=
(
ρ+

i− 1

2
,β

, m+
i− 1

2
,β

, n+
i− 1

2
,β

)T

∈ G.

Denote h1

(
w−

i− 1

2
,β

,w+
i− 1

2
,β

)
=
(
ρ̂ui− 1

2
,β, ρ̂u2

i− 1

2
,β, ρ̂uvi− 1

2
,β

)T

as the corresponding numerical

flux, and for any unit vector n = (n1, n2)
T , define w̌ = ǔn1 + v̌n2. Then

w̌ =
m+

i− 1

2
,β

n1 + n+
i− 1

2
,β

n2 + µ1

(
ρ̂u2

i− 1

2
,βn1 + ρ̂uvi− 1

2
,βn2

)

ρ+
i− 1

2
,β

+ µ1ρ̂ui− 1

2
,β

=
ρ+

i− 1

2
,β

w+
i− 1

2
,β

+ µ1ρ̂ui− 1

2
,βŵi− 1

2
,β

ρ+
i− 1

2
,β

+ µ1ρ̂ui− 1

2
,β

,

where

w+
i− 1

2
,β

=
m+

i− 1

2
,β

n1 + n+
i− 1

2
,β

n2

ρ+
i− 1

2
,β

, ŵi− 1

2
,β =

ρ̂u2
i− 1

2
,βn1 + ρ̂uvi− 1

2
,βn2

ρ̂ui− 1

2
,β

.
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We can easily show that |w+
i− 1

2
,β
| ≤ S and |ŵi− 1

2
,β| ≤ S. Following the same lines as the proof

of Lemma 4.2, we have |w̌| ≤ S. Especially, choosing n to be parallel with (ǔ, v̌), we have

ǔ2 + v̌2 ≤ S2, completing the proof. �

Remark 4.1 Since a1 ≤ S and a2 ≤ S, another sufficient CFL condition in Theorem 4.2 is

∆t
∆x

+ ∆t
∆y

≤ ŵ0

S
.

Based on the above theorem, the numerical cell average we obtained is in G. Unfortu-

nately, the numerical solution wn
ij might be placed outside. Hence, we have to modify the

numerical solution while keeping the cell average untouched. Due to the rounding error, we

define

Gε =



w =




ρ
m
n


 : ρ ≥ ε, m2 + n2 ≤ (S + ε)2ρ2



 ,

∂Gε =



w =




ρ
m
n


 : ρ ≥ ε, m2 + n2 = (S + ε)2ρ2



 .

Then the modification of wn
ij is given in the following steps.

• Set up a small number ε = 10−13.

• If ρn
ij > ε, then proceed to the following steps. Otherwise, ρn

ij is identified as the

approximation to vacuum, and the velocity is undefined. Therefore, we take w̃n
ij = wn

ij

as the numerical solution and skip the following steps.

• Modify the density first: Compute mij = minαβ

{
ρn

ij(x̂
α
i , yβ

j ), ρn
ij(x

β
i , ŷα

j )
}

. If mij < ε,

then take ρ̃n
ij as

ρ̃n
ij = ρn

ij + θij

(
ρn

ij − ρn
ij

)
,

with

θij =
ρn

ij − ε

ρn
ij − mij

,

and use ρ̃n
ij as the new numerical density ρn

ij .
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• Modify the velocity: Consider w1
αβ and w2

βα in cell Iij respectively. If w1
αβ ∈ Gε, then

take θ1
αβ = 1. Otherwise, take

θ1
αβ =

∥∥wn
ij − s1

αβ

∥∥
∥∥wn

ij − w1
αβ

∥∥ ,

where ‖ · ‖ is the Euclidean norm, and s1
αβ is the intersection point of the straight line

s1(t) = (1 − t)wn
ij + tw1

αβ, 0 ≤ t ≤ 1,

and the surface ∂Gε. Similarly, we can define θ2
βα in the same way for w2

βα. Finally, we

use

w̃n
ij = wn

ij + θ(wn
ij −wn

ij), θ = min
α,β

{
θ1

αβ , θ2
βα

}
,

as the DG approximation in cell Iij.

4.3 Numerical experiments

In this subsection, we provide numerical experiments to demonstrate the good performance

of the DG scheme for solving pressureless Euler equations. In all the numerical simulations,

if not otherwise stated, we use third order schemes and take N = 100.

4.3.1 One space dimension

We consider the problem in one space dimension and solve equation (4.1) with different

initial conditions.

Example 1. We consider the following initial data

ρ0(x) = sin(x) + 2, u0(x) = sin(x) + 2, (4.11)

with periodic boundary condition. Clearly, the exact solution is

u(x, t) = u0(x0), ρ(x, t) =
ρ0(x0)

1 + u′

0(x0)
,

where x0 is given implicitly by

x0 + tu0(x0) = x.
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We use the third order SSP multi-step method in time [22] with ∆t = 0.01∆x2, and test the

example by using Pk polynomials with k = 1, 2, 3 on uniform meshes. Table 4.1, shows the

L2-norm of the error at t = 0.1. We observe (k + 0.5)-th order convergence.

Table 4.1: L2-norm of the error between the numerical density and the exact density for
(4.1) with initial condition (4.11).

k=1 k=2 k=3
N error order error order error order
20 1.41E-02 - 6.84E-04 - 3.40e-5 -
40 4.18E-03 1.76 1.04E-04 2.72 2.82e-6 3.59
80 1.30E-03 1.68 1.55E-05 2.74 2.26e-7 3.64
160 4.24E-04 1.62 2.41E-06 2.69 1.83e-8 3.62
320 1.51E-04 1.49 3.80E-07 2.67 1.49e-9 3.63

Example 2. We consider the following initial condition

ρ0(x) =

{
1 x < 0,
0.25 x > 0,

u0(x) =

{
1 x < 0,
0 x > 0.

(4.12)

Clearly, the exact solution is

(ρ(x, t), u(x, t)) =

{
(1, 1) x < 2t/3,
(0.25, 0) x > 2t/3,

and at x = 2t
3
, the density should be a δ-function. Figure 4.1 shows the numerical density

and velocity at t = 0.5 with P1 polynomials and bound-preserving limiter. Without such

limiter, the density and velocity blows up immediately. From the figure, we observe the

numerical solution capture the profile of the exact solution quite well and the velocity keeps

bounded. Therefore, the limiter is good in approximating δ-functions and controlling the

velocity .

Example 3. We consider the following initial condition

ρ0(x) = 0.5, u0(x) =





−0.5 x < −0.5,
0.4 −0.5 < x < 0,
0.4 − x 0 < x < 0.8,
−0.4 x > 0.8,

(4.13)
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Figure 4.1: Numerical density (left) and velocity (right) at t = 0.5 with P1 polynomials and
bound-preserving limiter for (4.1) with initial condition (4.12). Other parameters are taken
to be N = 100, CFL=0.01 and ε = 10−13.

and the exact solution for t < 1 is

(ρ(x, t), u(x, t)) =





(0.5,−0.5) x < −0.5 − 0.5t,
(0, undefined) −0.5 − 0.5t < x < −0.5 + 0.4t,
(0.5, 0.4) −0.5 + 0.4t < x < 0.4t,
( 0.5

1−t
, 0.4−x

1−t
) 0.4t < x < 0.8 − 0.4t,

(0.5,−0.4) x > 0.8 − 0.4t.

Figure 4.2 shows the numerical density and velocity at t = 0.5. From the figure, we can

observe some local oscillations near the singularities. This is not surprising as we have not

used any limiters other than the bound-preserving ones for the DG scheme.

Example 4. We consider the following initial condition

ρ0(x) = 0.5, u0(x) =

{
−0.5 x < 0,
0.4 x > 0,

(4.14)

and the exact solution is

(ρ(x, t), u(x, t)) =





(0.5,−0.5) x < −0.5t,
(0, undefined) −0.5t < x < 0.4t,
(0.5, 0.4) x > 0.4t.

Figure 4.3 shows the numerical density and velocity at t = 0.5. We use P2 polynomials

and bound-preserving limiter only, therefore, we can observe some local oscillations near

the singularities. This example demonstrates that the bound-preserving DG method is also
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Figure 4.2: Numerical density (left) and velocity (right) at t = 0.5 with P2 polynomials
and bound-preserving limiter for (4.1) with initial condition (4.13). The solid line shows the
exact solution while the symbols show the numerical solution. Other parameters are taken
to be N = 100, CFL=0.01 and ε = 10−13.
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Figure 4.3: Numerical density (left) and velocity (right) at t = 0.5 with P2 polynomials and
bound-preserving limiter for (4.1) with initial condition (4.14). Other parameters are taken
to be N = 100, CFL=0.01 and ε = 10−13.
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good for approximations in the presence of vacuum, and the limiter keeps the density to be

positive.

4.3.2 Two dimensions

We consider the problem in two dimensions and solve equation (4.8) with different initial

conditions.

Example 1. We consider the following initial condition

ρ(x, y, 0) = ρ0(x + y) = exp(sin(x + y)),

u(x, y, 0) = u0(x + y) = 1
3
(cos(x + y) + 2), (4.15)

v(x, y, 0) = v0(x + y) = 1
3
(sin(x + y) + 2).

The exact solution is

u(x, y, t) = u0(z0), v(x, y, t) = v0(z0), ρ(x, y, t) =
ρ0(z0)

1 + u′

0(z0) + v′

0(z0)
,

where z0 is given implicitly by

z0 + t(u0(z0) + v0(z0)) = x + y.

We use the third order SSP multi-step method in time [22] with ∆t = 0.01∆x3/2, and test

the example by using Pk polynomials with k = 1, 2, 3. Table 4.2 shows the L2-norm of the

error at t = 0.1. From the table, we again observe about (k + 0.5)-th order convergence.

Table 4.2: L2-norm of the error between the numerical density and the exact density for
(4.8) with initial condition (4.15).

k=1 k=2 k=3
N error order error order error order
10 0.512 - 0.107 - 3.42E-02 -
20 0.176 1.54 3.12E-02 1.78 3.57E-03 3.26
40 6.48E-02 1.44 8.52E-03 1.87 4.86E-04 2.88
80 2.32E-02 1.48 1.39E-03 2.62 3.97E-05 3.61
160 9.08E-03 1.35 1.92E-04 2.86 3.65E-06 3.45
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Example 2. We consider the following initial condition

ρ(x, y, 0) =
1

100
, (u, v)(x, y, 0) = (− 1

10
cos θ,− 1

10
sin θ), (4.16)

where θ is the polar angle. Since all the particles are moving towards the origin, the density

x
y
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Figure 4.4: Numerical density (left) and velocity field (right) at t = 0.5 with P2 polynomials
and bound-preserving limiter for (4.8) with initial condition (4.16). Other parameters are
taken to be N = 100, CFL=0.01 and ε = 10−13.

function at t > 0 should be a single delta at the origin. Different from example 2 in section

3.2, we can observe only one delta located at the origin by using rectangle mesh and the

result is given in figure 4.4.

Example 3. We consider the following initial condition

ρ(x, y, 0) =
1

10
, (u, v)(x, y, 0) =





(−0.25,−0.25) x > 0, y > 0,
(0.25,−0.25) x < 0, y > 0,
(0.25, 0.25) x < 0, y < 0,
(−0.25, 0.25) x > 0, y < 0.

(4.17)

Figure 4.5 shows the numerical density and velocity field at t = 0.5. The velocity, pointing to-

wards the center, keeps a constant in each quadrant, therefore, we can observe δ-singularities

located at the origin and two axes.

Example 4. We consider the following initial condition

ρ(x, y, 0) =
1

100
, (u, v)(x, y, 0) =

{
(cos θ, sin θ) r < 0.3,
(−1

2
cos θ,−1

2
sin θ) r > 0.3,

(4.18)
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Figure 4.5: Numerical density (left) and velocity field (right) at t = 0.5 with P2 polynomials
and bound-preserving limiter for (4.8) with initial condition (4.17). Other parameters are
taken to be N = 100, CFL=0.01 and ε = 10−13.

where r =
√

x2 + y2 and θ is the polar angle. Figure 4.6 shows the numerical density
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Figure 4.6: Numerical density (left) and velocity field (right) at t = 0.5 with P2 polynomials
and bound-preserving limiter for (4.8) with initial condition (4.18). Other parameters are
taken to be N = 100, CFL=0.01 and ε = 10−13.

(contour plot) and velocity field at t = 0.5. From the figure, we can observe δ-shocks located

on a circle and vacuum inside. In this example, we also use third order DG method with

bound-preserving limiter, therefore, some local oscillations are placed near the δ-shocks.

Since the problem contains vacuum, we have to use bound-preserving limiter to keep the
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positivity of the density.

Example 5. We consider the following initial condition

ρ(x, y, 0) = 0.5, (u, v)(x, y, 0) =





(0.3, 0.4) x > 0, y > 0,
(−0.4, 0.3) x < 0, y > 0,
(−0.3,−0.4) x < 0, y < 0,
(0.4,−0.3) x > 0, y < 0.

(4.19)

Figure 4.7 shows the numerical density (contour plot) and velocity field with N = 50 at
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Figure 4.7: Numerical density (left) and velocity field (right) at t = 0.1 with P2 polynomials
and bound-preserving limiter for (4.8) with initial condition (4.19). Other parameters are
taken to be N = 50, CFL=0.01 and ε = 10−13.

t = 0.1. From the figure, we can observe that the numerical solution approximates the

vacuum quite well. Because of the presence of vacuum, the boundary-preserving limiter is

used to avoid negative density.

5 Concluding remarks

In this paper, we apply discontinuous Galerkin (DG) method to solve hyperbolic conserva-

tion laws involving δ-singularities. We study Krause’s consensus models and pressureless

Euler equations to demonstrate the stability and high resolution of the DG approximations.

Moreover, numerical experiments show that the scheme is also good for approximations in
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the presence of vacuum. In future work we will extend DG methods to other equations

involving δ-singularities in wider areas of applications.
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