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#### Abstract

We develop an alternative formulation of conservative finite difference weighted essentially non-oscillatory (WENO) schemes to solve conservation laws. In this formulation, the WENO interpolation of the solution and its derivatives are used to directly construct the numerical flux, instead of the usual practice of reconstructing the flux functions. Even though this formulation is more expensive than the standard formulation, it does have several advantages. The first advantage is that arbitrary monotone fluxes can be used in this framework, while the traditional practice of reconstructing flux functions can be applied only to smooth flux splitting. The second advantage, which is fully explored in this paper, is that a narrower effective stencil is used compared with previous high order finite difference WENO schemes based on the reconstruction of flux functions, with a Lax-Wendroff time discretization. We will describe the scheme formulation and present numerical tests for one- and two-dimensional scalar and system conservation laws demonstrating the designed high order accuracy and non-oscillatory performance of the schemes constructed in this paper.
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## 1 Introduction

In this paper, we are interested in designing an alternative formulation of high order conservative finite difference WENO (weighted essentially non-oscillatory) methods, with the Lax-Wendroff time discretizations, in solving nonlinear hyperbolic conservation laws

$$
\left\{\begin{array}{l}
u_{t}+\nabla \cdot f(u)=0  \tag{1}\\
u(x, 0)=u_{0}(x) .
\end{array}\right.
$$

On a uniform mesh $x_{i}=i \Delta x$, a semi-discrete conservative finite difference scheme for solving (1) has the following form

$$
\begin{equation*}
\frac{d}{d t} u_{i}+\frac{1}{\Delta x}\left(\hat{f}_{i+\frac{1}{2}}-\hat{f}_{i-\frac{1}{2}}\right)=0 \tag{2}
\end{equation*}
$$

where $u_{i}$ is an approximation to the point value $u\left(x_{i}, t\right)$, and the numerical flux

$$
\hat{f}_{i+\frac{1}{2}}=\hat{f}\left(u_{i-r}, \ldots, u_{i+s}\right)
$$

is designed so that

$$
\begin{equation*}
\frac{1}{\Delta x}\left(\hat{f}_{i+\frac{1}{2}}-\hat{f}_{i-\frac{1}{2}}\right)=\left.f(u(x))_{x}\right|_{x_{i}}+O\left(\Delta x^{k}\right) \tag{3}
\end{equation*}
$$

for a $k$-th order scheme. Most of the high order finite difference schemes, for example the high order finite difference WENO schemes in [8, 2, 18], use the following simple Lemma in [20]:

Lemma 1.1 (Shu and Osher [20]): If a function $h(x)$ satisfies the following relationship

$$
\begin{equation*}
f(u(x))=\frac{1}{\Delta x} \int_{x-\frac{\Delta x}{2}}^{x+\frac{\Delta x}{2}} h(\xi) d \xi \tag{4}
\end{equation*}
$$

then

$$
\begin{equation*}
\frac{1}{\Delta x}\left(h\left(x+\frac{\Delta x}{2}\right)-h\left(x-\frac{\Delta x}{2}\right)\right)=f(u(x))_{x} \tag{5}
\end{equation*}
$$

The proof of this lemma is a simple application of the fundamental theorem of calculus.

With this simple lemma, it is clear that we should take the numerical flux as

$$
\begin{equation*}
\hat{f}_{i+\frac{1}{2}}=h\left(x_{i+\frac{1}{2}}\right)+O\left(\Delta x^{k}\right) \tag{6}
\end{equation*}
$$

with a smooth coefficient in the $O\left(\Delta x^{k}\right)$ term, to obtain the high order accuracy (3). Since the definition of the function $h(x)$ in (4) implies

$$
\bar{h}_{i}=\frac{1}{\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} h(\xi) d \xi=f\left(u_{i}\right)
$$

which is known once we have the point values $u_{i}$, we are facing the standard reconstruction problem of knowing the cell averages $\left\{\bar{h}_{i}\right\}$ of the function $h(x)$, and seeking to reconstruct its point values at the cell boundaries $h\left(x_{i+\frac{1}{2}}\right)$ to high order accuracy, to be used as the numerical flux $\hat{f}_{i+\frac{1}{2}}$ in (6). This reconstruction problem is the backbone of the standard finite volume schemes, for example the essentially non-oscillatory (ENO) finite volume schemes [7] and WENO finite volume schemes [11]. Therefore, using the simple Lemma 1.1, we can simply apply the standard reconstruction subroutine in a high order finite volume scheme to obtain the numerical flux $\left\{\hat{f}_{i+\frac{1}{2}}\right\}$ for a high order conservative finite difference scheme from the flux point values $\left\{f\left(u_{i}\right)\right\}$.

Because of the clean concept and easy implementation, this formulation of numerical fluxes in high order conservative finite difference schemes has been used widely, for example in high order finite difference ENO schemes [20] and WENO schemes [8, 2, 18]. However, there are several disadvantages of this formulation:

1. In order to achieve nonlinear stability, an approximate Riemann solver or a twopoint monotone flux is used in finite volume schemes, which incorporates upwinding into the schemes. With this finite difference flux formulation, similar upwinding can be implemented through the following smooth flux splitting

$$
f(u)=f^{+}(u)+f^{-}(u)
$$

where $\frac{d}{d u} f^{+}(u) \geq 0$ (or in system case, this Jacobian matrix has only real and positive eigenvalues) and $\frac{d}{d u} f^{-}(u) \leq 0$ (or in system case, this Jacobian matrix has
only real and negative eigenvalues). In order to guarantee high order accuracy, the two functions $f^{+}(u)$ and $f^{-}(u)$ should be as smooth functions of $u$ as $f(u)$. The most common flux splitting used in finite difference schemes is therefore the LaxFriedrichs flux splitting, which is the most diffusive among two-point monotone fluxes.
2. The Lax-Wendroff time discretization procedure [14] can be implemented only through repeated interpolation or reconstruction, resulting in a rather wide effective stencil. We will elaborate in more details on this point later in the paper. Disadvantages of wide stencil include the complication when dealing with boundary conditions.
3. Since the reconstruction is performed directly on the flux values $\left\{f\left(u_{i}\right)\right\}$ (or $\left\{f^{+}\left(u_{i}\right)\right\}$ and $\left\{f^{-}\left(u_{i}\right)\right\}$ with flux splitting), not on the point values of the solution $\left\{u_{i}\right\}$, it is more difficult to maintain free stream solutions exactly in curvilinear meshes for multi-dimensional flow computation. This is because the fluxes in curvilinear coordinates involve metric derivatives, resulting in non-exact cancellations when nonlinear reconstructions are performed for different fluxes. In [12], multi-dimensional Euler equations are used to show that finite difference WENO schemes could preserve the free stream condition in the Cartesian coordinate system, but not in the generalized coordinate system. In [3], Cai and Ladeinder also mentioned the difficulty of maintaining free stream conditions in generalized curvilinear coordinate systems for high order finite difference WENO schemes.

We would like to explore an alternative formulation for constructing numerical fluxes in high order conservative finite difference schemes, originally designed in [19], which involves interpolations directly on the point values of the solution $\left\{u_{i}\right\}$ rather than on the flux values. This alternative formulation, even though less clean and more computationally expensive, does overcome all three disadvantages listed above. We will explore
the overcoming of the first two disadvantages, especially the second one, in detail in this paper.

We now give a brief survey of WENO schemes and Lax-Wendroff time discretization. WENO schemes are high order schemes for approximating hyperbolic conservation laws and other convection dominated partial differential equations. They can produce sharp, non-oscillatory discontinuity transitions and high order accurate resolutions for the smooth part of the solution. The first WENO scheme was introduced in 1994 by Liu, Osher and Chan in their pioneering paper [11], in which a third order accurate finite volume WENO scheme in one space dimension was constructed. In [8], a general framework is provided to design arbitrary high order accurate finite difference WENO schemes, which are more efficient for multi-dimensional calculations. Very high order finite difference WENO schemes are documented in [2].

The Lax-Wendroff time discretization procedure, which is also called the Taylor type time discretization, is based on the idea of the classical Lax-Wendroff scheme [9], relying on writing the solution at the next time step by Taylor expansion in time, and repeatedly using the partial differential equation (PDE) to rewrite the time derivatives in this Taylor expansion as spatial derivatives. These spatial derivatives can then be discretized by standard approximation procedures, for example the WENO approximation. We denote $u_{i}^{n}$ as the approximation of the point values $u\left(x_{i}, t^{n}\right)$, and $u^{(r)}$ as the $r$-th order time derivative of $u$, namely $u^{(r)}=\frac{\partial^{r} u}{\partial t^{r}}$. We also use $u^{\prime}, u^{\prime \prime}$ and $u^{\prime \prime \prime}$ to denote the first three time derivatives of $u$. By Taylor expansion, we obtain

$$
\begin{equation*}
u(x, t+\Delta t)=u(x, t)+\Delta t u^{\prime}+\frac{\Delta t^{2}}{2!} u^{\prime \prime}+\frac{\Delta t^{3}}{3!} u^{\prime \prime \prime}+\frac{\Delta t^{4}}{4!} u^{(4)}+\frac{\Delta t^{5}}{5!} u^{(5)}+\cdots . \tag{7}
\end{equation*}
$$

If we approximate the first $k$ derivatives, we can get $k$-th order accuracy in time. The main idea of the Lax-Wendroff time discretization procedure is to rewrite the time derivatives $u^{(r)}$ as spatial derivatives utilizing the PDE, then discretize these spatial derivatives to sufficient accuracy. Lax-Wendroff time discretization with different types of spatial discretization methods have been introduced in, e.g., $[22,5,1]$ for finite volume schemes
and $[13,21,6]$ for discontinuous Galerkin methods.
However, for a finite difference scheme using the formulation (6) and Lemma 1.1 to compute its numerical fluxes, it is more difficult to implement the Lax-Wendroff procedure because we do not have approximations to the spatial derivatives of the solution $u$ at our disposal, only approximations to the spatial derivatives of the flux function $f(u)$. In [14], Qiu and Shu designed a finite difference WENO scheme with Lax-Wendroff time discretization using the formulation (6) and Lemma 1.1. To avoid the difficulty mentioned above, they use the approximations to the lower order time derivatives to approximate the higher order ones. As a consequence, the method in [14] involves a rather wide effective stencil. We will provide more details to illustrate this phenomenon. In the procedure to build a fifth order in space and fourth order in time scheme in [14] for solving the one-dimensional scalar equation $u_{t}+f(u)_{x}=0$, the following steps are involved:

Step 1. Using the PDE, we obtain $u^{\prime}=-f(u)_{x}$, and the first order time derivative can be obtained by the conservative finite difference WENO approximation (3). To obtain a fifth order WENO approximation for $\left.u^{\prime}\right|_{j} ^{n}$, we would need the point values $S=\left\{u_{j-3}^{n}, \cdots, u_{j+3}^{n}\right\}$.

Step 2. When constructing the second order time derivative $u^{\prime \prime}=-\left(f^{\prime}(u) u^{\prime}\right)_{x}$, we denote $g_{j}=f^{\prime}\left(u_{j}\right) u_{j}^{\prime}$, where $u_{j}^{\prime}$ are the point values of the first order time derivative computed in the previous Step 1. Then we can use a fourth order central difference formula to approximate $u^{\prime \prime}=-g_{x}$ at the point $\left(x_{j}, t^{n}\right)$ :

$$
u_{j}^{\prime \prime}=-\frac{1}{12 \Delta x}\left(g_{j-2}-8 g_{j-1}+8 g_{j+1}-g_{j+2}\right)
$$

It was observed in [14] that the more costly WENO approximation is not necessary for second and higher order time derivatives, as the standard central difference approximations perform well. Considering $g_{j}=f^{\prime}\left(u_{j}\right) u_{j}^{\prime}$ and using Step 1 to obtain $u_{j}^{\prime}$, we have the effective stencil for obtaining the point value $\left.u^{\prime \prime}\right|_{j} ^{n}$ to be $S=\left\{u_{j-5}^{n}, \cdots, u_{j+5}^{n}\right\}$.

Step 3. When constructing the third order time derivative $u^{\prime \prime \prime}=-\left(f^{\prime}(u) u^{\prime \prime}+f^{\prime \prime}(u)\left(u^{\prime}\right)^{2}\right)_{x}$, we let $g_{j}=\left(f^{\prime}\left(u_{j}\right) u_{j}^{\prime \prime}+f^{\prime \prime}\left(u_{j}\right)\left(u^{\prime}\right)_{j}^{2}\right)$, where the point values $u_{j}^{\prime}$ and $u_{j}^{\prime \prime}$ are obtained in the previous Step 1 and Step 2, respectively. Then we repeat Step 2 to approximate the third order time derivative using a fourth order central difference approximation (third order accuracy is enough here, but central approximations provide only even orders of accuracy). Considering $u_{j}^{\prime}$ and $u_{j}^{\prime \prime}$ are obtained in Step 1 and Step 2, we obtain the effective stencil for approximating $u^{\prime \prime \prime}$ at the point $\left(x_{j}, t^{n}\right)$ to be $S=\left\{u_{j-7}^{n}, \cdots, u_{j+7}^{n}\right\}$.

Step 4. The construction of the fourth order time derivative $u^{(4)}=-\left(f^{\prime}(u) u^{\prime \prime \prime}+\right.$ $\left.3 f^{\prime \prime}(u) u^{\prime} u^{\prime \prime}+f^{\prime \prime \prime}(u)\left(u^{\prime}\right)^{3}\right)_{x}$ is obtained in a similar fashion. Let $g_{j}=f^{\prime}\left(u_{j}\right) u_{j}^{\prime \prime \prime}+3 f^{\prime \prime}\left(u_{j}\right) u_{j}^{\prime} u_{j}^{\prime \prime}+$ $f^{\prime \prime \prime}\left(u_{j}\right)\left(u^{\prime}\right)_{j}^{3}$, where the point values $u_{j}^{\prime}, u_{j}^{\prime \prime}$ and $u_{j}^{\prime \prime \prime}$ are obtained in the previous Steps 1, 2 and 3 respectively. Then we use a second order central difference to approximate $u_{j}^{(4)}=-\frac{1}{2 \Delta x}\left(g_{j+1}-g_{j-1}\right)$. Thus, to get the value $u^{(4)}$ at the point $\left(x_{j}, t^{n}\right)$, we actually need point values in the effective stencil $S=\left\{u_{j-8}^{n}, \cdots, u_{j+8}^{n}\right\}$.

In summary, to obtain a fifth order in space and fourth order in time Lax-Wendroff type WENO scheme in [14], the effective stencil is $S=\left\{I_{j-8}, \cdots, I_{j+8}\right\}$ for the point $x_{j}$, containing 17 grid points. This is a pretty wide stencil. Of course, it is still narrower than Runge-Kutta time discretization. When a four-stage, fourth order Runge-Kutta time discretization is used on a fifth order finite difference WENO scheme, the width of the effective stencil is 25 grid points.

One major motivation to discuss the alternative formulation of high order conservative finite difference schemes in this paper is to make the effective stencil narrower when applying the Lax-Wendroff time discretization. We will review WENO interpolation in Section 2, which is the main approximation tool for the alternative formulation of high order conservative finite difference schemes. Details on the construction and implementation of the alternative formulation will be described in Section 3, for oneand two-dimensional scalar and system equations. In Section 4, extensive numerical examples are provided to demonstrate the accuracy and effectiveness of the methods.

## Concluding remarks are given in Section 5.

## 2 WENO interpolation

A major building block of the alternative formulation of high order conservative finite difference scheme discussed in this paper is the following WENO interpolation procedure. Given the point values $u_{i}=u\left(x_{i}\right)$ of a piecewise smooth function $u(x)$, we would like to find an approximation of $u(x)$ at the half nodes $x_{i+\frac{1}{2}}$. This WENO interpolation procedure has been developed in, e.g. $[16,4,18]$ and will be described briefly below.

The first component of the general WENO produce is a set of lower order approximations to the target value, based on different stencils, which are referred to as the small stencils. We would find a unique polynomial of degree at most $k-1$, denoted by $p_{r}(x)$, which interpolates the function $u(x)$, namely $p_{r}\left(x_{j}\right)=u_{j}$, at the mesh points $x_{j}$ in the small stencil $S_{r}=\left\{x_{i-r}, x_{i-r+1}, \ldots, x_{i+s}\right\}$ for $r=0,1, \ldots, k-1$, with $r+s+1=k$. Then, we would use $u_{i+\frac{1}{2}}^{(r)}=p_{r}\left(x_{i+\frac{1}{2}}\right)$ as an approximation to the value $u\left(x_{i+\frac{1}{2}}\right)$, and we have

$$
\begin{equation*}
u_{i+\frac{1}{2}}^{(r)}-u\left(x_{i+\frac{1}{2}}\right)=O\left(\Delta x^{k}\right) \tag{8}
\end{equation*}
$$

if the function $u(x)$ is smooth in the stencil $S_{r}$. For example, when $k=3$, we have $S_{0}=\left\{x_{i}, x_{i+1}, x_{i+2}\right\}, S_{1}=\left\{x_{i-1}, x_{i}, x_{i+1}\right\}, S_{2}=\left\{x_{i-2}, x_{i-1}, x_{i}\right\}$, and

$$
\begin{aligned}
& u_{i+\frac{1}{2}}^{(0)}=\frac{3}{8} u_{i}+\frac{3}{4} u_{i+1}-\frac{1}{8} u_{i+2}, \\
& u_{i+\frac{1}{2}}^{(1)}=-\frac{1}{8} u_{i-1}+\frac{3}{4} u_{i}+\frac{3}{8} u_{i+1}, \\
& u_{i+\frac{1}{2}}^{(2)}=\frac{3}{8} u_{i-2}-\frac{5}{4} u_{i-1}+\frac{15}{8} u_{i} .
\end{aligned}
$$

The second component of the general WENO procedure is to combine the set of lower order approximations to form a higher order approximation to the same target value, based on the big stencil $S=\left\{x_{i-k+1}, \ldots, x_{i+k-1}\right\}$, which is the union of all the small stencils in the first component. We would find a unique polynomial of degree at most $2 k-2$, denoted by $p(x)$, interpolating the function $u(x)$ at the points in the big stencil.

We use $u_{i+\frac{1}{2}}=p\left(x_{i+\frac{1}{2}}\right)$ as the approximation to the value $u\left(x_{i+\frac{1}{2}}\right)$, and we have

$$
\begin{equation*}
u_{i+\frac{1}{2}}-u\left(x_{i+\frac{1}{2}}\right)=O\left(\Delta x^{2 k-1}\right) \tag{9}
\end{equation*}
$$

provided that the function $u(x)$ is smooth in the big stencil $S$. When $k=3$, we have

$$
u_{i+\frac{1}{2}}=\frac{3}{128} u_{i-2}-\frac{5}{32} u_{i-1}+\frac{45}{64} u_{i}+\frac{15}{32} u_{i+1}-\frac{5}{128} u_{i+2} .
$$

There are constants $d_{r}$ such that

$$
\begin{equation*}
u_{i+\frac{1}{2}}=\sum_{r=0}^{k-1} d_{r} u_{i+\frac{1}{2}}^{(r)} \tag{10}
\end{equation*}
$$

where the constants satisfy $\sum_{r=0}^{k-1} d_{r}=1$. These constants are usually referred as the linear weights in the WENO procedure. For the case $k=3$, the linear weights are given as

$$
d_{0}=\frac{5}{16}, \quad d_{1}=\frac{5}{8}, \quad d_{2}=\frac{1}{16} .
$$

The third component of the general WENO procedure is to change the linear weights into nonlinear weights, to ensure both accuracy in smooth cases and non-oscillatory performance when at least one of the small stencils contain a discontinuity of the function $u(x)$. We can achieve this through changing the linear weights $d_{r}$ into the nonlinear weights $\omega_{r}$, defined by

$$
\begin{equation*}
\omega_{r}=\frac{\alpha_{r}}{\sum_{s=0}^{k-1} \alpha_{s}}, \quad r=0, \ldots, k-1 \tag{11}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha_{r}=\frac{d_{r}}{\left(\epsilon+\beta_{r}\right)^{2}} . \tag{12}
\end{equation*}
$$

Here, we take $\epsilon=10^{-6}$, avoiding the denominator to be zero, and $\beta_{r}$ are the so-called smoothness indicators of the stencil $S_{r}$, which measures the smoothness of $u(x)$ in this stencil. Following the original WENO recipe [8], we define

$$
\begin{equation*}
\beta_{r}=\sum_{l=1}^{k-1} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \Delta x^{2 l-1}\left(\frac{\partial^{l} p_{r}(x)}{\partial^{l} x}\right)^{2} d x \tag{13}
\end{equation*}
$$

When $k=3$, the formula gives

$$
\begin{aligned}
& \beta_{0}=\frac{13}{12}\left(u_{i}-2 u_{i+1}+u_{i+2}\right)^{2}+\frac{1}{4}\left(3 u_{i}-4 u_{i+1}+u_{i+2}\right)^{2} \\
& \beta_{1}=\frac{13}{12}\left(u_{i-1}-2 u_{i}+u_{i+1}\right)^{2}+\frac{1}{4}\left(u_{i-1}-u_{i+1}\right)^{2} \\
& \beta_{2}=\frac{13}{12}\left(u_{i-2}-2 u_{i-1}+u_{i}\right)^{2}+\frac{1}{4}\left(u_{i-2}-4 u_{i-1}+3 u_{i}\right)^{2} .
\end{aligned}
$$

Thus, we get the WENO interpolation of $u(x)$ at the point $x_{i+\frac{1}{2}}$ as

$$
\begin{equation*}
u_{i+\frac{1}{2}}=\sum_{r=0}^{k-1} \omega_{r} u_{i+\frac{1}{2}}^{(r)} \tag{14}
\end{equation*}
$$

We denote it by $u_{i+\frac{1}{2}}^{-}$since the big stencil $S$ used to obtain this approximation is biased to the left (there is one more grid point to the left of $x_{i+\frac{1}{2}}$ than to the right). If $u(x)$ is smooth in this big stencil $S$, we have

$$
u_{i+\frac{1}{2}}^{-}-u\left(x_{i+\frac{1}{2}}\right)=O\left(\Delta x^{2 k-1}\right)
$$

If one of the small stencils contains a discontinuity, the corresponding smoothness indicator will be much larger than that of other small stencils, hence the nonlinear weight corresponding to this small stencil will be very small, thus achieving essentially non-oscillatory performance. If we choose the big stencil as $S=\left\{x_{i-k+2}, \ldots, x_{i+k}\right\}$ which is biased to the right, and the small stencils as $S_{r}=\left\{x_{i-r+1}, \ldots, x_{i-r+k}\right\}$, for $r=0, \ldots, k-1$, we can obtain in a similar fashion a WENO interpolation of $u(x)$ at the point $x_{i+\frac{1}{2}}$, denoted by $u_{i+\frac{1}{2}}^{+}$, which has the same high order accuracy in smooth regions and essentially nonoscillatory performance near discontinuities as $u_{i+\frac{1}{2}}^{-}$. In fact, the process to obtain $u_{i+\frac{1}{2}}^{+}$ is mirror-symmetric to that for $u_{i+\frac{1}{2}}^{-}$, with respect to the target point $x_{i+\frac{1}{2}}$.

## 3 Construction of the scheme

### 3.1 Construction of the numerical flux in one-dimension

Assuming that $f(u)$ is a smooth function of $u$, we would like to find a consistent numerical flux function

$$
\begin{equation*}
\hat{f}_{i+\frac{1}{2}}=\hat{f}\left(u_{i-r}, \ldots, u_{i+s}\right), \tag{15}
\end{equation*}
$$

such that the flux difference approximates the derivative $f(u(x))_{x}$ to $k$-th order accuracy

$$
\begin{equation*}
\frac{1}{\Delta x}\left(\hat{f}_{i+\frac{1}{2}}-\hat{f}_{i-\frac{1}{2}}\right)=\left.f(u(x))_{x}\right|_{x_{i}}+O\left(\Delta x^{k}\right) \tag{16}
\end{equation*}
$$

The numerical flux should satisfy the following conditions:

- $\hat{f}$ is a Lipschitz continuous function in all the arguments;
- $\hat{f}$ is consistent with the physical flux $f$, that is, $\hat{f}(u, \cdots, u)=f(u)$.

It has been shown in [19] that there exist constants $a_{2}, a_{4}, \ldots$ such that

$$
\begin{equation*}
\hat{f}_{i+\frac{1}{2}}=f_{i+\frac{1}{2}}+\sum_{k=1}^{[(r-1) / 2]} a_{2 k} \Delta x^{2 k}\left(\frac{\partial^{2 k}}{\partial x^{2 k}} f\right)_{i+\frac{1}{2}}+O\left(\Delta x^{r+1}\right) \tag{17}
\end{equation*}
$$

which guarantees $k=r$-th order accuracy in (16). The coefficients $a_{2 r}$ in (17) can be obtained through Taylor expansion and the accuracy constraint (16). To get an approximation with fifth order accuracy ( $k=5$ in (16)), we can use the first three terms given as

$$
\begin{equation*}
\hat{f}_{i+\frac{1}{2}}=f_{i+\frac{1}{2}}-\left.\frac{1}{24} \Delta x^{2} f_{x x}\right|_{i+\frac{1}{2}}+\left.\frac{7}{5760} \Delta x^{4} f_{x x x x}\right|_{i+\frac{1}{2}} . \tag{18}
\end{equation*}
$$

The first term of the numerical flux in (18) is approximated by

$$
\begin{equation*}
f_{i+\frac{1}{2}}=h\left(u_{i+\frac{1}{2}}^{-}, u_{i+\frac{1}{2}}^{+}\right) \tag{19}
\end{equation*}
$$

with the values $u_{i+\frac{1}{2}}^{ \pm}$obtained by the WENO interpolation discussed in the previous section. The two-argument function $h$ is a monotone flux. It satisfies:

- $h(a, b)$ is a Lipschitz continuous function in both argument;
- $h(a, b)$ is a nondecreasing function in $a$ and a nonincreasing function in $b$. Symbolically $h(\uparrow, \downarrow)$;
- $h(a, b)$ is consistent with the physical flux $f$, that is, $h(a, a)=f(a)$.

Examples of the monotone fluxes include:

1. The Godunov flux:

$$
h(a, b)= \begin{cases}\min _{a \leq x \leq b} f(u), & \text { if } a \leq b  \tag{20}\\ \max _{b \leq x \leq a} f(u), & \text { if } a>b\end{cases}
$$

2. The Engquist-Osher flux:

$$
\begin{equation*}
h(a, b)=\int_{0}^{a} \max \left(f^{\prime}(u), 0\right) d u+\int_{0}^{b} \min \left(f^{\prime}(u), 0\right) d u+f(0) \tag{21}
\end{equation*}
$$

3. The Lax-Friedrichs flux:

$$
\begin{equation*}
h(a, b)=\frac{1}{2}[f(a)+f(b)-\alpha(b-a)] \tag{22}
\end{equation*}
$$

where $\alpha=\max _{u}\left|f^{\prime}(u)\right|$ is a constant. The maximum is taken over the relevant range of $u$.

More discussions on monotone fluxes can be found in, e.g. [10].
The remaining terms of the numerical flux in (18) have at least $\Delta x^{2}$ in their coefficients, hence they only need lower order approximations and they are expected to contribute much less to spurious oscillations. Therefore, following the practice in [14], we approximate these remaining terms by simple central approximation or one-point upwind-biased approximation with suitable orders of accuracy, without using the more expensive WENO procedure. The difference with [14] is that we use chain rules and approximate the values of $u$ and its spatial derivatives, not the derivatives of $f(u)$ directly. For example, when approximating $f_{x x}=f^{\prime \prime}(u)\left(u_{x}\right)^{2}+f^{\prime}(u) u_{x x}$, the point value $u$ and its spatial derivatives $u_{x}$ and $u_{x x}$ can be obtained by simple central approximation or one-point upwind-biased approximation without the WENO procedure.

### 3.2 One-dimensional scalar case

Consider the one-dimension scalar conservation law

$$
\left\{\begin{array}{l}
u_{t}+f(u)_{x}=0  \tag{23}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

We describe the Lax-Wendroff time discretization to get $k$-th order accuracy in time. In this paper, we will implement the procedure up to fourth order in time.

1. The approximation of the first time derivative $u^{\prime}=-f(u)_{x}$ follows the standard WENO procedure. We construct the numerical flux with $(2 r-1)$-th order accuracy as described in the previous section. In particular, the points $\left\{x_{i-r+1}, \ldots, x_{i+r}\right\}$ are required to obtain the WENO interpolation $u_{i+\frac{1}{2}}^{ \pm}$. For the spatial derivatives $\frac{\partial^{k} f}{\partial x^{k}}$ at $x_{i+\frac{1}{2}}$, we use $(2 r-1-k)$-th order simple finite difference approximations based on the same points $\left\{x_{i-r+1}, \ldots, x_{i+r}\right\}$. In our numerical experiments, we aim for fifth order spatial accuracy and take $r=3$. The numerical flux corresponding to $u^{\prime}$ is then given as

$$
\begin{aligned}
\hat{f}_{i+\frac{1}{2}}^{(1)} & =h\left(u_{i+\frac{1}{2}}^{-}, u_{i+\frac{1}{2}}^{+}\right)-\left.\frac{1}{24} \Delta x^{2}\left(f^{\prime \prime}(u)\left(u_{x}\right)^{2}+f^{\prime}(u) u_{x x}\right)\right|_{x_{i+\frac{1}{2}}}+\frac{7}{5760} \Delta x^{4}\left(f^{\prime \prime \prime \prime}(u)\left(u_{x}\right)^{4}\right. \\
& \left.+6 f^{\prime \prime \prime}(u)\left(u_{x}\right)^{2} u_{x x}+4 f^{\prime \prime}(u) u_{x} u_{x x x}+3 f^{\prime \prime}(u)\left(u_{x x}\right)^{2}+f^{\prime}(u) u_{x x x x}\right)\left.\right|_{x_{i+\frac{1}{2}}}
\end{aligned}
$$

such that

$$
\frac{\hat{f}_{i+\frac{1}{2}}^{(1)}-\hat{f}_{i-\frac{1}{2}}^{(1)}}{\Delta x}=-\left.u^{\prime}\right|_{x_{i}}+O\left(\Delta x^{4}\right)
$$

where $u_{i+\frac{1}{2}}^{ \pm}$in the $h\left(u_{i+\frac{1}{2}}^{-}, u_{i+\frac{1}{2}}^{+}\right)$term are obtained through the fifth order WENO interpolation, and the values of $u, u_{x}, u_{x x}, u_{x x x}$ and $u_{x x x x}$ at $x_{i+\frac{1}{2}}$ in the remaining terms are obtained from the standard polynomial interpolation based on the same points $\left\{x_{i-2}, \ldots, x_{i+3}\right\}$.
2. The next step is to obtain the approximation of the second time derivative $u^{\prime \prime}=$ $-\left(f^{\prime}(u) u^{\prime}\right)_{x}=\left(\left(f^{\prime}(u)\right)^{2} u_{x}\right)_{x}$. We let $g=-\left(f^{\prime}(u)\right)^{2} u_{x}$, and repeat the process in Step 1. The two major differences from Step 1 are: (i) the approximation can be one order lower in accuracy since there is an extra $\Delta t$ in the coefficient; and (ii) there is no need to involve WENO in the approximation, also because of the extra $\Delta t$ in the coefficient. Therefore, we would still only need the interpolation polynomial based on the points $\left\{x_{i-2}, \ldots, x_{i+3}\right\}$ for all the values of $u, u_{x}, u_{x x}$,
$u_{x x x}$ and $u_{x x x x}$ at $x_{i+\frac{1}{2}}$ in the following expression

$$
\begin{aligned}
\hat{f}_{i+\frac{1}{2}}^{(2)}= & \left.g\right|_{x_{i+\frac{1}{2}}}-\left.\frac{\Delta x^{2}}{24} g_{x x}\right|_{x_{i+\frac{1}{2}}} \\
=- & \left.\left(f^{\prime}(u)\right)^{2} u_{x}\right|_{x_{i+\frac{1}{2}}}+\frac{\Delta x^{2}}{24}\left(2\left(f^{\prime \prime}(u)\right)^{2}\left(u_{x}\right)^{3}+2 f^{\prime \prime \prime}(u) f^{\prime}(u)\left(u_{x}\right)^{3}\right. \\
& \left.+6 f^{\prime \prime}(u) f^{\prime}(u) u_{x} u_{x x}+\left(f^{\prime}(u)\right)^{2} u_{x x x}\right)\left.\right|_{x_{i+\frac{1}{2}}}
\end{aligned}
$$

such that

$$
\frac{\hat{f}_{i+\frac{1}{2}}^{(2)}-\hat{f}_{i-\frac{1}{2}}^{(2)}}{\Delta x}=-\left.u^{\prime \prime}\right|_{x_{i}}+O\left(\Delta x^{4}\right)
$$

3. The approximation of the third time derivative $u^{\prime \prime \prime}=-\left(3 f^{\prime \prime}(u)\left(f^{\prime}(u)\right)^{2} u_{x}^{2}\right.$ $\left.+\left(f^{\prime}(u)\right)^{3} u_{x x}\right)_{x}$ is obtained in a similar fashion. Let $g=\left(3 f^{\prime \prime}(u)\left(f^{\prime}(u)\right)^{2}\right.$ $\left.u_{x}^{2}+\left(f^{\prime}(u)\right)^{3} u_{x x}\right)$, we can obtain the numerical flux as

$$
\begin{aligned}
\hat{f}_{i+\frac{1}{2}}^{(3)}= & \left.g\right|_{x_{i+\frac{1}{2}}}-\left.\frac{\Delta x^{2}}{24} g_{x x}\right|_{x_{i+\frac{1}{2}}} \\
= & \left.\left(3 f^{\prime \prime}(u)\left(f^{\prime}(u)\right)^{2}\left(u_{x}\right)^{2}+\left(f^{\prime}(u)\right)^{3} u_{x x}\right)\right|_{x_{i+\frac{1}{2}}}-\frac{\Delta x^{2}}{24}\left(3 f^{\prime \prime \prime \prime}(u)\left(f^{\prime}(u)\right)^{2}\left(u_{x}\right)^{4}\right. \\
& +18 f^{\prime \prime \prime}(u) f^{\prime \prime}(u) f^{\prime}(u)\left(u_{x}\right)^{4}+18 f^{\prime \prime \prime}(u)\left(f^{\prime}(u)\right)^{2}\left(u_{x}\right)^{2} u_{x x}+6\left(f^{\prime \prime}(u)\right)^{3}\left(u_{x}\right)^{4} \\
& +36\left(f^{\prime \prime}(u)\right)^{2} f^{\prime}(u)\left(u_{x}\right)^{2} u_{x x}+12 f^{\prime \prime}(u)\left(f^{\prime}(u)\right)^{2} u_{x} u_{x x x}+9 f^{\prime \prime}(u)\left(f^{\prime}(u)\right)^{2}\left(u_{x x}\right)^{2} \\
& \left.+\left(f^{\prime}(u)\right)^{3} u_{x x x x}\right)\left.\right|_{x_{i+\frac{1}{2}}}
\end{aligned}
$$

where the values of $u, u_{x}, u_{x x}, u_{x x x}$ and $u_{x x x x}$ at $x_{i+\frac{1}{2}}$ can all be obtained from the interpolation polynomial based on the same points $\left\{x_{i-2}, \ldots, x_{i+3}\right\}$. We will then have

$$
\frac{\hat{f}_{i+\frac{1}{2}}^{(3)}-\hat{f}_{i-\frac{1}{2}}^{(3)}}{\Delta x}=-\left.u^{\prime \prime \prime}\right|_{x_{i}}+O\left(\Delta x^{3}\right)
$$

4. The final step is the approximation of the fourth time derivative $u^{(4)}=\left(4 f^{\prime \prime \prime}(u)\left(f^{\prime}(u)\right)^{3}\right.$ $\left.\left(u_{x}\right)^{3}+12\left(f^{\prime \prime}(u)\right)^{2}\left(f^{\prime}(u)\right)^{2}\left(u_{x}\right)^{3}+12 f^{\prime \prime}(u)\left(f^{\prime}(u)\right)^{3} u_{x} u_{x x x}+\left(f^{\prime}(u)\right)^{4} u_{x x x}\right)_{x}$. Let $g=$ $-\left(4 f^{\prime \prime \prime}(u)\left(f^{\prime}(u)\right)^{3}\left(u_{x}\right)^{3}+12\left(f^{\prime \prime}(u)\right)^{2}\left(f^{\prime}(u)\right)^{2}\left(u_{x}\right)^{3}+12 f^{\prime \prime}(u)\left(f^{\prime}(u)\right)^{3} u_{x} u_{x x x}+\left(f^{\prime}(u)\right)^{4} u_{x x x}\right)$,
we can obtain the numerical flux as

$$
\begin{aligned}
\hat{f}_{i+\frac{1}{2}}^{(4)}= & \left.g\right|_{x_{i+\frac{1}{2}}} \\
= & -\left(4 f^{\prime \prime \prime}(u)\left(f^{\prime}(u)\right)^{3}\left(u_{x}\right)^{3}+12\left(f^{\prime \prime}(u)\right)^{2}\left(f^{\prime}(u)\right)^{2}\left(u_{x}\right)^{3}+12 f^{\prime \prime}(u)\left(f^{\prime}(u)\right)^{3} u_{x} u_{x x x}\right. \\
& \left.+\left(f^{\prime}(u)\right)^{4} u_{x x x}\right)\left.\right|_{x_{i+\frac{1}{2}}}
\end{aligned}
$$

where the values of $u, u_{x}, u_{x x}, u_{x x x}$ and $u_{x x x x}$ at $x_{i+\frac{1}{2}}$ can all be obtained from the interpolation polynomial based on the points $\left\{x_{i-2}, \ldots, x_{i+3}\right\}$. We will then have

$$
\frac{\hat{f}_{i+\frac{1}{2}}^{(4)}-\hat{f}_{i-\frac{1}{2}}^{(4)}}{\Delta x}=-\left.u^{(4)}\right|_{x_{i}}+O\left(\Delta x^{2}\right) .
$$

5. We can form the numerical flux as the sum of all the fluxes above

$$
\hat{f}_{i+\frac{1}{2}}=\hat{f}_{i+\frac{1}{2}}^{(1)}+\frac{\Delta t}{2} \hat{f}_{i+\frac{1}{2}}^{(2)}+\frac{\Delta t^{2}}{6} \hat{f}_{i+\frac{1}{2}}^{(3)}+\frac{\Delta t^{3}}{24} \hat{f}_{i+\frac{1}{2}}^{(4)}
$$

and obtain the final scheme

$$
u_{i}^{n+1}=u_{i}^{n}-\frac{\Delta t}{\Delta x}\left(\hat{f}_{i+\frac{1}{2}}-\hat{f}_{i-\frac{1}{2}}\right)
$$

which is fifth order accurate in space and fourth order accurate in time.

Of course, we can also increase the time accuracy to fifth order, however heavier algebra will be involved. In practice, the time accuracy can usually be lower than spatial accuracy to achieve the desired resolution on modest meshes. This is also verified in our numerical results in Section 4.

Clearly, the fifth order in space, fourth order in time Lax-Wendroff finite difference scheme constructed above has an effective stencil of only 7 points, the same as the semidiscrete scheme. This compares quite favorably with the Lax-Wendroff type scheme in [14] which has an effective stencil of 17 points, or a fourth order Runge-Kutta finite difference WENO scheme which has an effective stencil of 25 points.

### 3.3 One-dimensional systems

For a one-dimensional system of conservation laws (23),

$$
\begin{equation*}
u(x, t)=\left(u^{1}(x, t), \cdots, u^{m}(x, t)\right)^{T} \tag{24}
\end{equation*}
$$

is a vector and

$$
\begin{equation*}
f(u)=\left(f^{1}\left(u^{1}, \cdots, u^{m}\right), \cdots, f^{m}\left(u^{1}, \cdots, u^{m}\right)\right)^{T} \tag{25}
\end{equation*}
$$

is a vector function of $u$. Suppose the system is hyperbolic, i.e. the Jacobian $f^{\prime}(u)$ has $m$ real eigenvalues

$$
\begin{equation*}
\lambda_{1}(u) \leq \ldots \leq \lambda_{m}(u) \tag{26}
\end{equation*}
$$

and a complete set of independent eigenvectors

$$
\begin{equation*}
r_{1}(u), \ldots, r_{m}(u) \tag{27}
\end{equation*}
$$

We denote the matrix whose columns are eigenvectors by

$$
\begin{equation*}
R(u)=\left(r_{1}(u), \ldots, r_{m}(u)\right) \tag{28}
\end{equation*}
$$

Then

$$
\begin{equation*}
R^{-1}(u) f^{\prime}(u) R(u)=\Lambda(u) \tag{29}
\end{equation*}
$$

where $\Lambda(u)$ is the diagonal matrix with $\lambda_{1}(u), \ldots, \lambda_{m}(u)$ on the diagonal.
Similar to the scale case, we replace the time derivatives by spatial derivatives using the PDE. We still use the numerical flux for each component

$$
\begin{equation*}
\hat{g}_{i+\frac{1}{2}}=g_{i+\frac{1}{2}}+\left.\sum_{k=1}^{[(r-1) / 2]} a_{2 k} \Delta x^{2 k} \frac{\partial^{2 k} g}{\partial x^{2 k}}\right|_{i+\frac{1}{2}}+O\left(\Delta x^{r+1}\right) \tag{30}
\end{equation*}
$$

when approaching $g_{x}$.
When constructing the first part of numerical flux for $u_{t}$, i.e. $h\left(u_{i+\frac{1}{2}}^{-}, u_{i+\frac{1}{2}}^{+}\right)$in $\hat{f}_{i+\frac{1}{2}}^{(1)}$, we could use the WENO interpolation procedure on each component of $u$ as in the
scalar case. However, for strong shocks this procedure may lead to oscillatory results. Interpolation in the local characteristic fields, even though more costly, may effectively eliminate such spurious oscillations. The procedure of interpolation in the local characteristic fields can be summarized as follows. At each point $x_{i+\frac{1}{2}}$ where the computation of the numerical flux is needed, we perform the following steps.

1. Compute an average state $u_{i+\frac{1}{2}}$, using either the simple arithmetic mean

$$
u_{i+\frac{1}{2}}=\frac{1}{2}\left(u_{i}+u_{i+1}\right)
$$

or a Roe average [15] satisfying

$$
f\left(u_{i+1}\right)-f\left(u_{i}\right)=f^{\prime}\left(u_{i+\frac{1}{2}}\right)\left(u_{i+1}-u_{i}\right)
$$

if it is available.
2. Compute the right eigenvectors and the left eigenvectors of the Jacobian $f^{\prime}\left(u_{i+\frac{1}{2}}\right)$, and denote them by

$$
R=R\left(u_{i+\frac{1}{2}}\right), \quad R^{-1}=R^{-1}\left(u_{i+\frac{1}{2}}\right)
$$

3. Transform all the point values which are in the potential stencil of the WENO interpolation for the obtaining $u_{i+\frac{1}{2}}^{ \pm}$, to the local characteristic fields. For our fifth order scheme, we need to compute

$$
\begin{equation*}
v_{j}=R^{-1} u_{j}, \quad j=i-2, \ldots, i+3 \tag{31}
\end{equation*}
$$

4. Perform the scalar WENO interpolation procedure for each component of the characteristic variable $v$, to obtain the corresponding component of the interpolation $v_{i+\frac{1}{2}}^{ \pm}$.
5. Transform back into physical space

$$
u_{i+\frac{1}{2}}^{ \pm}=R v_{i+\frac{1}{2}}^{ \pm} .
$$

For the two-argument flux $h\left(u^{-}, u^{+}\right)$, instead of the monotone fluxes for the scalar case, we can choose from a variety of numerical fluxes based on exact or approximate Riemann solvers [23]. For example, we can use the Godunov flux, the Lax-Friedrichs flux, the HLLC flux, etc. This is one of the advantages of the alternative formulation discussed in this paper.

For all remaining terms in the Lax-Wendroff process, we can use simple interpolation polynomials based on the same stencil $\left\{x_{i-2}, \ldots, x_{i+3}\right\}$ component-wise to obtain approximations to the values of $u, u_{x}, u_{x x}, u_{x x x}$ and $u_{x x x x}$ at $x_{i+\frac{1}{2}}$. No characteristic decomposition or WENO is needed. We remark that in the algebraic manipulations of the Lax-Wendroff process, the derivatives $f^{\prime}(u), f^{\prime \prime}(u), f^{\prime \prime \prime}(u)$ etc. will become matrices and higher order tensors, increasing the algebraic complexity of the final formulas.

### 3.4 Two-dimensional cases

Consider the two-dimensional conservation laws:

$$
\left\{\begin{array}{l}
u_{t}+f(u)_{x}+g(u)_{y}=0,  \tag{32}\\
u(x, y, 0)=u_{0}(x, y) .
\end{array}\right.
$$

The same Taylor expansion still gives

$$
\begin{equation*}
u(x, y, t+\Delta t)=u(x, y, t)+\Delta t u^{\prime}+\frac{\Delta t^{2}}{2} u^{\prime \prime}+\frac{\Delta t^{3}}{6} u^{\prime \prime \prime}+\frac{\Delta t^{4}}{24} u^{(4)}+\cdots \tag{33}
\end{equation*}
$$

and we would still like to use the PDE to replace time derivatives by spatial derivatives. The first time derivative $u^{\prime}=-f(u)_{x}-g(u)_{y}$ can be approximated in a dimension-bydimension fashion as in standard finite difference schemes [19]. For example, for the fifth order case, we have

$$
\begin{aligned}
\hat{f}_{i+\frac{1}{2}, j}^{(1)}= & h_{1}\left(u_{i+\frac{1}{2}, j}^{-}, u_{i+\frac{1}{2}, j}^{+}\right)-\left.\frac{\Delta x^{2}}{24}\left(f^{\prime \prime}(u)\left(u_{x}\right)^{2}+f^{\prime}(u) u_{x x}\right)\right|_{\left(x_{i+\frac{1}{2}}, y_{j}\right)}+\frac{7 \Delta x^{4}}{5760}\left(f^{\prime \prime \prime \prime}(u)\left(u_{x}\right)^{4}\right. \\
& \left.+6 f^{\prime \prime \prime}(u)\left(u_{x}\right)^{2} u_{x x}+3 f^{\prime \prime}(u)\left(u_{x x}\right)^{2}+4 f^{\prime \prime}(u) u_{x} u_{x x x}+f^{\prime}(u) u_{x x x x}\right)\left.\right|_{\left(x_{i+\frac{1}{2}}, y_{j}\right)} \\
\hat{g}_{i, j+\frac{1}{2}}^{(1)}= & h_{2}\left(u_{i, j+\frac{1}{2}}^{-}, u_{i, j+\frac{1}{2}}^{+}\right)-\left.\frac{\Delta y^{2}}{24}\left(g^{\prime \prime}(u)\left(u_{y}\right)^{2}+g^{\prime}(u) u_{y y}\right)\right|_{\left(x_{i}, y_{j+\frac{1}{2}}\right)}+\frac{7 \Delta y^{4}}{5760}\left(g^{\prime \prime \prime \prime}(u)\left(u_{y}\right)^{4}\right. \\
& \left.+6 g^{\prime \prime \prime}(u)\left(u_{y}\right)^{2} u_{y y}+3 g^{\prime \prime}(u)\left(u_{y y}\right)^{2}+4 g^{\prime \prime}(u) u_{y} u_{y y y}+g^{\prime}(u) u_{y y y y}\right)\left.\right|_{\left(x_{i}, y_{j+\frac{1}{2}}\right)}
\end{aligned}
$$

such that

$$
\begin{aligned}
& \frac{\hat{f}_{i+\frac{1}{2}, j}^{(1)}-\hat{f}_{i-\frac{1}{2}, j}^{(1)}}{\Delta x}=\left.f(u)_{x}\right|_{\left(x_{i}, y_{j}\right)}+O\left(\Delta x^{5}\right), \\
& \frac{\hat{g}_{i, j+\frac{1}{2}}^{(1)}-\hat{g}_{i, j-\frac{1}{2}}^{(1)}}{\Delta y}=\left.g(u)_{y}\right|_{\left(x_{i}, y_{j}\right)}+O\left(\Delta y^{5}\right),
\end{aligned}
$$

and the values of $u_{i+\frac{1}{2}, j}^{ \pm}, u_{i, j+\frac{1}{2}}^{ \pm}$in the monotone fluxes $h_{1}(\cdot, \cdot)$ (approximating $f(u)$ ) and $h_{2}(\cdot, \cdot)$ (approximating $g(u)$ ) are obtained by one-dimensional WENO interpolation in the same procedure as in the one-dimensional case. The values of $u$ and all its spatial derivatives in all the remaining terms are approximated by simple one-dimensional polynomial interpolations on the same stencil as the WENO approximation, namely on $S=\left\{x_{i-2}, \ldots, x_{i+3}\right\}$ for fixed $y_{j}$ or on $\left\{y_{j-2}, \ldots, y_{j+3}\right\}$ for fixed $x_{i}$. This part is also the same as in the one-dimensional case.

For the second time derivative, $u^{\prime \prime}=\left(f^{\prime}(u)^{2} u_{x}+f^{\prime}(u) g^{\prime}(u) u_{y}\right)_{x}+\left(g^{\prime}(u) f^{\prime}(u) u_{x}+\right.$ $\left.g^{\prime}(u)^{2} u_{y}\right)_{y}$, we can also approximate them in a dimension-by-dimension fashion. For the fifth order scheme, the numerical fluxes have the following form:

$$
\begin{aligned}
\hat{f}_{i+\frac{1}{2}, j}^{(2)}= & -\left.\left(f^{\prime}(u)^{2} u_{x}+f^{\prime}(u) g^{\prime}(u) u_{y}\right)\right|_{\left(x_{i+\frac{1}{2}}, y_{j}\right)}+\frac{\Delta x^{2}}{24}\left(2 f^{\prime}(u) f^{\prime \prime \prime}(u)\left(u_{x}\right)^{3}+2\left(f^{\prime \prime}(u)\right)^{2}\left(u_{x}\right)^{3}\right. \\
& +6 f^{\prime}(u) f^{\prime \prime}(u) u_{x} u_{x x}+\left(f^{\prime}(u)\right)^{2} u_{x x x}+f^{\prime \prime \prime}(u) g^{\prime}(u)\left(u_{x}\right)^{2} u_{y}+2 f^{\prime \prime}(u) g^{\prime \prime}(u)\left(u_{x}\right)^{2} u_{y} \\
& +f^{\prime}(u) g^{\prime \prime \prime}(u)\left(u_{x}\right)^{2} u_{y}+f^{\prime \prime}(u) g^{\prime}(u) u_{x x} u_{y}+f^{\prime}(u) g^{\prime \prime}(u) u_{x x} u_{y} \\
& \left.+2 f^{\prime \prime}(u) g^{\prime}(u) u_{x} u_{x y}+2 f^{\prime}(u) g^{\prime \prime}(u) u_{x} u_{x y}+f^{\prime}(u) g^{\prime}(u) u_{x x y}\right)\left.\right|_{\left(x_{i+\frac{1}{2}}, y_{j}\right)} \\
\hat{g}_{i, j+\frac{1}{2}}^{(2)}= & -\left.\left(g^{\prime}(u) f^{\prime}(u) u_{x}+\left(g^{\prime}(u)\right)^{2} u_{y}\right)\right|_{\left(x_{i}, y_{j+\frac{1}{2}}\right)}+\frac{\Delta y^{2}}{24}\left(2 g^{\prime}(u) g^{\prime \prime \prime}(u)\left(u_{y}\right)^{3}+2\left(g^{\prime \prime}(u)\right)^{2}\left(u_{y}\right)^{3}\right. \\
& +6 g^{\prime}(u) g^{\prime \prime}(u) u_{y} u_{y y}+\left(g^{\prime}(u)\right)^{2} u_{y y y}+g^{\prime \prime \prime}(u) f^{\prime}(u) u_{x}\left(u_{y}\right)^{2}+2 g^{\prime \prime}(u) f^{\prime \prime}(u) u_{x}\left(u_{y}\right)^{2} \\
& +g^{\prime}(u) f^{\prime \prime \prime}(u) u_{x}\left(u_{y}\right)^{2}+g^{\prime \prime}(u) f^{\prime}(u) u_{x} u_{y y}+g^{\prime}(u) f^{\prime \prime}(u) u_{x} u_{y y} \\
& \left.+2 g^{\prime \prime}(u) f^{\prime}(u) u_{y} u_{x y}+2 g^{\prime}(u) f^{\prime \prime}(u) u_{y} u_{x y}+g^{\prime}(u) f^{\prime}(u) u_{x y y}\right)\left.\right|_{\left(x_{i}, y_{j+\frac{1}{2}}\right)}
\end{aligned}
$$

which satisfies

$$
\begin{aligned}
& \frac{\hat{f}_{i+\frac{1}{2}, j}^{(2)}-\hat{f}_{i-\frac{1}{2}, j}^{(2)}}{\Delta x}=-\left.\left(f^{\prime}(u)^{2} u_{x}+f^{\prime}(u) g^{\prime}(u) u_{y}\right)_{x}\right|_{\left(x_{i}, y_{j}\right)}+O\left(\Delta x^{4}\right)+O\left(\Delta y^{4}\right) \\
& \frac{\hat{g}_{i, j+\frac{1}{2}}^{(2)}-\hat{g}_{i, j-\frac{1}{2}}^{(2)}}{\Delta y}=-\left.\left(g^{\prime}(u) f^{\prime}(u) u_{x}+g^{\prime}(u)^{2} u_{y}\right)_{y}\right|_{\left(x_{i}, y_{j}\right)}+O\left(\Delta x^{4}\right)+O\left(\Delta y^{4}\right)
\end{aligned}
$$

All the spatial derivatives can be obtained by using simple one- or two-dimensional polynomial interpolations on the same stencil as the WENO approximation. Twodimensional standard interpolation on the stencil $S=\left\{x_{i-2}, \ldots, x_{i+3}\right\} \times\left\{y_{j-2}, \ldots, y_{j+3}\right\}$ is needed to obtain approximations of the mixed derivatives, which have the form as

$$
\partial u^{r+s} /\left.\partial\left(x^{r} y^{s}\right)\right|_{\left(x_{i+\frac{1}{2}}, y_{j}\right) \text { or }\left(x_{i}, y_{j+\frac{1}{2}}\right)}=\sum_{l=-2}^{3} \sum_{k=-2}^{3} a_{k} b_{l} u_{i+k, j+l},
$$

where $a_{k}$ and $b_{l}$ are constants depending on $r, s, \Delta x$ and $\Delta y$. This part is different from the one-dimensional case and involves additional cost. Therefore, the Lax-Wendroff procedure may be less attractive than Runge-Kutta methods for time discretization for two and higher dimensional nonlinear problems. It should be used only if having a smaller effective stencil is important for the application problems, for example for better handling of boundary conditions. The higher order time derivatives can be approximated in a similar way.

Once the fluxes for all the time derivatives have been obtained, we can form the final numerical flux as the sum of all these fluxes

$$
\begin{aligned}
& \hat{f}_{i+\frac{1}{2}, j}=\hat{f}_{i+\frac{1}{2}, j}^{(1)}+\frac{\Delta t}{2} \hat{f}_{i+\frac{1}{2}, j}^{(2)}+\frac{\Delta t^{2}}{6} \hat{f}_{i+\frac{1}{2}, j}^{(3)}+\frac{\Delta t^{3}}{24} \hat{f}_{i+\frac{1}{2}, j}^{(4)} \\
& \hat{g}_{i, j+\frac{1}{2}}=\hat{g}_{i, j+\frac{1}{2}}^{(1)}+\frac{\Delta t}{2} \hat{g}_{i, j+\frac{1}{2}}^{(2)}+\frac{\Delta t^{2}}{6} \hat{g}_{i, j+\frac{1}{2}}^{(3)}+\frac{\Delta t^{3}}{24} \hat{g}_{i, j+\frac{1}{2}}^{(4)}
\end{aligned}
$$

and obtain the final scheme

$$
u_{i, j}^{n+1}=u_{i, j}^{n}-\frac{\Delta t}{\Delta x}\left(\hat{f}_{i+\frac{1}{2}, j}-\hat{f}_{i-\frac{1}{2}, j}\right)-\frac{\Delta t}{\Delta y}\left(\hat{g}_{i, j+\frac{1}{2}}-\hat{g}_{i, j-\frac{1}{2}}\right)
$$

which is fifth order accurate in space and fourth order accurate in time.
For the system case, WENO interpolation with local characteristic decomposition is still needed for the computation of $u_{i+\frac{1}{2}, j}^{ \pm}$and $u_{i, j+\frac{1}{2}}^{ \pm}$in the two-point fluxes $h_{1}(\cdot, \cdot)$ and $h_{2}(\cdot, \cdot)$. This part is the same as in the one-dimensional case and uses the information of the Jacobians $f^{\prime}(u)$ and $g^{\prime}(u)$ in the $x$ and $y$ directions respectively. For all the other terms, neither local characteristic decomposition nor WENO interpolation is needed.

We can use the interpolation polynomials as described above for the scalar case in each component of the solution $u$.

More details about the Lax-Wendroff discretization procedure can be seen in many references, e.g. for the compressible Euler equations in [5] and for the multi-dimensional MHD equations in [21].

## 4 Numerical results

In this section, we present the results of our numerical experiments for the schemes described in the previous section, with fourth order in temporal and fifth order in spatial accuracy. In some examples we also compare with the Lax-Wendroff type finite difference WENO scheme in [14], also with fourth order in temporal and fifth order in spatial accuracy. In all our examples, uniform meshes are used, and the CFL number is taken as 0.3 . For one dimensional problems, the time step is chosen as

$$
\Delta t^{n}=0.3 \Delta x / \alpha
$$

where $\alpha=\max _{u}\left|f^{\prime}(u)\right|$ for the scalar cases and $\alpha=\max _{j=1, \ldots, m} \max _{u}\left|\lambda_{j}(u)\right|$, where $\lambda_{j}(u)$ are the eigenvalues of the Jacobian $f^{\prime}(u)$, for the systems.

Example 1. We first test the accuracy of the scheme on the linear scalar problem

$$
\begin{equation*}
u_{t}+u_{x}=0 \tag{34}
\end{equation*}
$$

with the initial condition $u(x, 0)=\sin (\pi x)$ and 2-periodic boundary condition. The exact solution is $u(x, t)=\sin (\pi(x-t))$. In Table 1 , we show the errors at time $t=2$. We can observe fifth order accuracy until quite refined meshes, despite of the formal fourth order temporal accuracy, supporting our claim before that spatial errors are usually dominating for modest meshes.

Example 2. We test our scheme on the nonlinear Burgers equation

$$
\begin{equation*}
u_{t}+\left(\frac{u^{2}}{2}\right)_{x}=0 \tag{35}
\end{equation*}
$$

Table 1: Accuracy on $u_{t}+u_{x}=0$ with $u(x, 0)=\sin (\pi x)$ at $t=2$.

| $N_{x}$ | $L_{1}$ errors | order | $L_{\infty}$ error | order |
| :---: | :---: | :---: | :---: | :---: |
| 10 | $2.38 \mathrm{E}-02$ | - | $3.67 \mathrm{E}-02$ | - |
| 20 | $1.12 \mathrm{E}-03$ | 4.41 | $1.99 \mathrm{E}-03$ | 4.20 |
| 40 | $3.45 \mathrm{E}-05$ | 5.02 | $6.64 \mathrm{E}-05$ | 4.91 |
| 80 | $1.07 \mathrm{E}-06$ | 5.00 | $2.16 \mathrm{E}-06$ | 4.94 |
| 160 | $3.35 \mathrm{E}-08$ | 5.00 | $6.51 \mathrm{E}-08$ | 5.05 |
| 320 | $1.05 \mathrm{E}-09$ | 5.00 | $1.95 \mathrm{E}-09$ | 5.06 |
| 640 | $3.25 \mathrm{E}-11$ | 5.01 | $5.71 \mathrm{E}-11$ | 5.10 |

with the initial condition $u(x, 0)=0.5+\sin (\pi x)$ and a 2-periodic boundary condition. All the three monotone fluxes mentioned in Section 3.1, namely the Godunov flux, the Engquist-Osher flux and the Lax-Friedrichs flux, are tested.

When $t=0.5 / \pi$ the solution is still smooth. The errors for all three monotone fluxes are shown in Tables 2 and 3 respectively. For comparison, we also show the errors by the Lax-Wendroff type finite difference WENO scheme in [14] with the same fourth order in temporal and fifth order in spatial accuracy in Table 2. We observe that all schemes achieve fifth order accuracy, despite of the formal fourth order temporal accuracy, once again supporting our claim before that spatial errors are usually dominating for modest meshes. For this test case, there is very little difference in the errors corresponding to the three different monotone fluxes. We do observe that the errors of the WENO scheme in [14] are significantly bigger than those for the schemes designed in this paper in Tables 2 and 3 when compared on the same mesh, indicating that the narrower effective stencil and flexibility in choosing numerical fluxes are helping to improve the magnitude of the errors. However, a more meaningful comparison is the CPU cost versus errors achieved. In Figure 1, we provide such a comparison for the current scheme with the scheme in [14] for the Lax-Friedrichs flux. Though our method has smaller errors when compared on the same mesh, which is shown in Table 2, it seems the two methods have similar efficiency, because of the complex calculation when computing high order time derivatives. This is also a favorable comparison for our method. For systems and
multi-dimensional cases, heavier algebra has a major influence, resulting from matrix calculus and mixed derivatives, and our method has a lower efficiency compared with the scheme in [14]. Our method, when coupled with the Lax-Wendroff time discretization, is therefore of advantage in allowing general monotone fluxes and maintenance of freestream, rather than in efficiency.


Figure 1: Comparison of CPU time against $L_{1}$ error for one-dimensional Burgers equation between our scheme with the Lax-Friedrichs flux and the scheme in [14].

Next, we plot the solution with 80 grid points at time $t=1.5 / \pi$ in Figure 2, when a shock has already appeared in the solution. We can see that for all the three monotone fluxes, the schemes simulate the solution with good resolution and without noticeable oscillations near the shock.

Example 3. We now consider the one-dimensional Euler system of compressible gas dynamics:

$$
\begin{equation*}
\xi_{t}+f(\xi)_{x}=0 \tag{36}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi=(\rho, \rho u, E)^{T}, \quad f(\xi)=\left(\rho u, \rho u^{2}+p, u(E+p)\right)^{T} . \tag{37}
\end{equation*}
$$

Table 2: Accuracy on the Burgers equation with the Lax-Friedrichs flux and the WENO scheme in [14]. $u(x, 0)=0.5+\sin (\pi x)$ at $t=0.5 / \pi$.

|  | Lax-Friedrichs flux |  |  |  | WENO scheme in [14] |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N_{x}$ | $L_{1}$ errors | order | $L_{\infty}$ error | order | $L_{1}$ errors | order | $L_{\infty}$ error | order |
| 10 | $4.57 \mathrm{E}-03$ | - | $1.42 \mathrm{E}-02$ | - | $3.65 \mathrm{E}-02$ | - | $6.85 \mathrm{E}-02$ | - |
| 20 | $4.85 \mathrm{E}-04$ | 3.24 | $2.33 \mathrm{E}-03$ | 2.61 | $4.44 \mathrm{E}-03$ | 3.04 | $1.26 \mathrm{E}-02$ | 2.45 |
| 40 | $2.59 \mathrm{E}-05$ | 4.23 | $2.38 \mathrm{E}-04$ | 3.29 | $2.55 \mathrm{E}-04$ | 4.12 | $1.06 \mathrm{E}-03$ | 3.57 |
| 80 | $1.37 \mathrm{E}-06$ | 4.23 | $1.14 \mathrm{E}-05$ | 4.38 | $9.99 \mathrm{E}-06$ | 4.67 | $5.11 \mathrm{E}-05$ | 4.38 |
| 160 | $5.97 \mathrm{E}-08$ | 4.52 | $9.90 \mathrm{E}-07$ | 3.53 | $3.76 \mathrm{E}-07$ | 4.73 | $1.69 \mathrm{E}-06$ | 4.92 |
| 320 | $1.80 \mathrm{E}-09$ | 5.05 | $3.69 \mathrm{E}-08$ | 4.74 | $1.15 \mathrm{E}-08$ | 5.03 | $7.62 \mathrm{E}-08$ | 4.47 |
| 640 | $4.07 \mathrm{E}-11$ | 5.47 | $3.97 \mathrm{E}-10$ | 6.54 | $2.96 \mathrm{E}-10$ | 5.28 | $1.46 \mathrm{E}-09$ | 5.70 |

Table 3: Accuracy on the Burgers equation with the Godunov flux and Engquist-Osher flux. $u(x, 0)=0.5+\sin (\pi x)$ at $t=0.5 / \pi$.

|  | Godunov flux |  |  |  | Engquist-Osher flux |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N_{x}$ | $L_{1}$ errors | order | $L_{\infty}$ error | order | $L_{1}$ errors | order | $L_{\infty}$ error | order |
| 10 | $4.59 \mathrm{E}-03$ | - | $1.41 \mathrm{E}-02$ | - | $4.59 \mathrm{E}-03$ | - | $1.41 \mathrm{E}-02$ | - |
| 20 | $4.84 \mathrm{E}-04$ | 3.24 | $2.32 \mathrm{E}-03$ | 2.60 | $4.84 \mathrm{E}-04$ | 3.24 | $2.32 \mathrm{E}-03$ | 2.60 |
| 40 | $2.59 \mathrm{E}-05$ | 4.23 | $2.38 \mathrm{E}-04$ | 3.29 | $2.59 \mathrm{E}-05$ | 4.23 | $2.38 \mathrm{E}-04$ | 3.29 |
| 80 | $1.37 \mathrm{E}-06$ | 4.23 | $1.14 \mathrm{E}-05$ | 4.38 | $1.37 \mathrm{E}-06$ | 4.23 | $1.14 \mathrm{E}-05$ | 4.38 |
| 160 | $5.97 \mathrm{E}-08$ | 4.52 | $9.90 \mathrm{E}-07$ | 3.53 | $5.97 \mathrm{E}-08$ | 4.52 | $9.90 \mathrm{E}-07$ | 3.53 |
| 320 | $1.80 \mathrm{E}-09$ | 5.05 | $3.69 \mathrm{E}-08$ | 4.74 | $1.80 \mathrm{E}-09$ | 5.05 | $3.69 \mathrm{E}-08$ | 4.74 |
| 640 | $4.07 \mathrm{E}-11$ | 5.47 | $3.97 \mathrm{E}-10$ | 6.54 | $4.07 \mathrm{E}-11$ | 5.47 | $3.97 \mathrm{E}-10$ | 6.54 |

Here $\rho$ is the density, $u$ is the velocity, $E$ is the total energy, and $p$ is the pressure, which is related to the total energy by $E=\frac{p}{\gamma-1}+\frac{1}{2} \rho u^{2}$ with $\gamma=1.4$ for air. The initial condition is set to be $\rho(x, 0)=1+0.2 \sin (\pi x), u(x, 0)=0.7, p(x, 0)=1$, with a 2-periodic boundary condition. The exact solution is $\rho(x, t)=1+0.2 \sin (\pi(x-u t))$, $u(x, t)=0.7$ and $p(x, t)=1$. The errors and numerical orders of accuracy for the density $\rho$ are shown in Table 4. We can see that the schemes with both the Lax-Friedrichs flux and the HLLC flux can achieve the designed order of accuracy, while the error magnitude is smaller for the HLLC flux than for the Lax-Friedrichs flux on the same mesh.

Example 4. Next, we solve the same one-dimensional Euler equations with a Riemann initial condition for the Sod's problem

$$
(\rho, u, p)= \begin{cases}(1,0,1), & \text { if } x \leq 0  \tag{38}\\ (0.125,0,0.1), & \text { if } x>0\end{cases}
$$



Figure 2: The Burgers equation with $u(x, 0)=0.5+\sin (\pi x) . t=1.5 / \pi . N=80$ grid points.

Table 4: Errors and orders of accuracy for the density $\rho$ on the one-dimension Euler equation at $t=2$. Lax-Friedrichs flux and HLLC flux.

|  | Lax-Friedrichs flux |  |  |  | HLLC flux |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N_{x}$ | $L_{1}$ errors | order | $L_{\infty}$ error | order | $L_{1}$ errors | order | $L_{\infty}$ error | order |
| 10 | $9.20 \mathrm{E}-03$ | - | $1.30 \mathrm{E}-02$ | - | $3.46 \mathrm{E}-03$ | - | $5.58 \mathrm{E}-03$ | - |
| 20 | $4.84 \mathrm{E}-04$ | 4.25 | $7.74 \mathrm{E}-04$ | 4.07 | $1.55 \mathrm{E}-04$ | 4.48 | $2.93 \mathrm{E}-04$ | 4.25 |
| 40 | $1.53 \mathrm{E}-05$ | 4.98 | $2.80 \mathrm{E}-05$ | 4.79 | $4.82 \mathrm{E}-06$ | 5.01 | $1.00 \mathrm{E}-05$ | 4.87 |
| 80 | $4.77 \mathrm{E}-07$ | 5.00 | $8.89 \mathrm{E}-07$ | 4.98 | $1.50 \mathrm{E}-07$ | 5.01 | $3.06 \mathrm{E}-07$ | 5.04 |
| 160 | $1.47 \mathrm{E}-08$ | 5.02 | $2.67 \mathrm{E}-08$ | 5.06 | $4.63 \mathrm{E}-09$ | 5.02 | $8.38 \mathrm{E}-09$ | 5.19 |
| 320 | $4.42 \mathrm{E}-10$ | 5.06 | $7.52 \mathrm{E}-10$ | 5.15 | $1.39 \mathrm{E}-10$ | 5.06 | $2.37 \mathrm{E}-10$ | 5.14 |
| 640 | $1.19 \mathrm{E}-11$ | 5.21 | $1.99 \mathrm{E}-11$ | 5.24 | $3.72 \mathrm{E}-12$ | 5.22 | $6.44 \mathrm{E}-12$ | 5.20 |

and the Lax's problem

$$
(\rho, u, p)= \begin{cases}(0.445,0.698,3.528), & \text { if } x \leq 0  \tag{39}\\ (0.5,0,0.571), & \text { if } x>0\end{cases}
$$

We plot the computed density at $t=1.3$ for both problems with 200 grid points. We can see the results of both problems are well resolved and non-oscillatory with both the Lax-Friedrichs flux and the HLLC flux.


Figure 3: The Sod's and Lax's problems. $t=1.3 .200$ grid points with the Lax-Friedrichs flux and the HLLC flux.

Example 5. We plot the numerical solution of the blast wave problem. We are still solving the Euler Equations (36)-(37), with the initial condition

$$
\begin{gather*}
\rho(x, 0)=1.0, \quad 0 \leq x \leq 1 \\
u(x, 0)=0.0, \quad 0 \leq x \leq 1 \\
p(x, 0)=\left\{\begin{array}{lll}
1000, & \text { if } & 0 \leq x<0.1 \\
0.01, & \text { if } & 0.1 \leq x<0.9 \\
100, & \text { if } & 0.9 \leq x \leq 1 .
\end{array}\right. \tag{40}
\end{gather*}
$$

We compare numerical solution with a reference solution, which is obtained with the regular WENO scheme in [8] with 16000 grid points and hence can be considered as the exact solution. We use both the Lax-Friedrichs flux and the HLLC flux for the problem. 800 grid points are used. Our numerical results seem to agree with the reference solution very well.

Example 6. In this example, we solve the LeBlanc shock tube problem, still for the


Figure 4: Blast wave problem. Lines are from the reference solution. Circles are the numerical solution with the Lax-Friedrichs flux, and pluses are the numerical solution with the HLLC flux: (a) density; (b) pressure; (c) velocity.

Euler Equations (36)-(37), with the initial condition

$$
\begin{align*}
& \rho(x, 0)= \begin{cases}2, & \text { if } \quad-10 \leq x<0 \\
0.001, & \text { if } \quad 0 \leq x \leq 10,\end{cases} \\
& u(x, 0)=0.0,-10 \leq x \leq 10 \\
& p(x, 0)= \begin{cases}10^{9}, & \text { if } \quad-10 \leq x<0 \\
1, & \text { if } \quad 0 \leq x \leq 10 .\end{cases} \tag{41}
\end{align*}
$$

The Lax-Friedrichs flux is used. We plot the numerical solutions with 2400 and 19200 grid points in Figure 5, to compare with the results in [24], in which a third order DG method with 800 cells and 6400 cells are used and each cell contains three degrees of
freedom. We can see that our results are well resolved and agree well with the solutions in [24]. This is an extreme test case with very strong discontinuities and is used to test robustness of our scheme.

Example 7. We now consider the following two-dimensional linear equation

$$
\begin{equation*}
u_{t}+a u_{x}+b u_{y}=0 \tag{42}
\end{equation*}
$$

with the initial condition $u(x, y, 0)=\sin (\pi(x+y))$ and a 2-periodic boundary condition, where $a$ and $b$ are constants. Here, we take $a=1, b=-2$, and the final time $t=2$. To avoid possible error cancellations due to symmetry, we use different mesh sizes in the $x$ and $y$ directions. Errors are shown in Table 5. We can clearly observe that the scheme achieves the designed fifth order accuracy.

Table 5: Accuracy on the linear equation $u_{t}+u_{x}-2 u_{y}=0$ with $u(x, y, 0)=\sin (\pi(x+y))$ at $t=2$.

| $N_{x} \times N_{y}$ | $L_{1}$ errors | order | $L_{\infty}$ error | order |
| :---: | :---: | :---: | :---: | :---: |
| $8 \times 12$ | $4.97 \mathrm{E}-02$ | - | $7.23 \mathrm{E}-02$ | - |
| $16 \times 24$ | $5.70 \mathrm{E}-03$ | 3.12 | $1.02 \mathrm{E}-02$ | 2.83 |
| $32 \times 48$ | $1.70 \mathrm{E}-04$ | 5.07 | $3.42 \mathrm{E}-04$ | 4.90 |
| $64 \times 96$ | $4.72 \mathrm{E}-06$ | 5.17 | $1.01 \mathrm{E}-05$ | 5.08 |
| $128 \times 192$ | $1.41 \mathrm{E}-07$ | 5.07 | $3.07 \mathrm{E}-07$ | 5.04 |
| $256 \times 384$ | $4.32 \mathrm{E}-09$ | 5.02 | $9.16 \mathrm{E}-09$ | 5.06 |

Example 8. Next, we solve the two-dimensional nonlinear Burgers equation

$$
\begin{equation*}
u_{t}+\left(\frac{u^{2}}{2}\right)_{x}+\left(\frac{u^{2}}{2}\right)_{y}=0 \tag{43}
\end{equation*}
$$

with the initial condition $u(x, 0)=0.5+\sin (\pi(x+y) / 2)$ and a 4-periodic boundary condition. When $t=0.5 / \pi$ the solution is still smooth, and we give the errors and order of accuracy in Table 6 with the Lax-Friedrichs flux. Clearly, the scheme delivers the designed order of accuracy. For comparison, we also show the errors by the LaxWendroff type finite difference WENO scheme in [14] with the same fourth order in temporal and fifth order in spatial accuracy in Table 6. We again observe that the errors
of the WENO scheme in [14] are significantly bigger than those for the schemes designed in this paper in Table 6 when compared on the same mesh, indicating that the narrower effective stencil is helping in improving the magnitude of the errors (at the price of higher computational cost).

We plot the results at $t=1.5 / \pi$ when shocks have already appeared in Figure 6 with $160 \times 160$ grid points. On the left we are showing a one-dimensional cut at $x=y$ of the solution, and on the right we are showing the surface of the computed solution. Clearly, the shocks are well resolved without spurious oscillations.

Table 6: Accuracy on the Burgers equation $u_{t}+\left(\frac{u^{2}}{2}\right)_{x}+\left(\frac{u^{2}}{2}\right)_{y}=0$ with Lax-Friedrichs flux and the WENO scheme in [14]. $u(x, y, 0)=0.5+\sin (\pi(x+y) / 2)$ at $t=0.5 / \pi$.

|  | Lax-Friedrichs flux |  |  |  | WENO scheme in [14] |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N_{x} \times N_{y}$ | $L_{1}$ errors | order | $L_{\infty}$ error | order | $L_{1}$ errors | order | $L_{\infty}$ error | order |
| $8 \times 12$ | $7.51 \mathrm{E}-03$ | - | $2.35 \mathrm{E}-02$ | - | $2.23 \mathrm{E}-02$ | - | $6.44 \mathrm{E}-02$ | - |
| $16 \times 24$ | $9.86 \mathrm{E}-04$ | 2.93 | $6.96 \mathrm{E}-03$ | 1.75 | $2.98 \mathrm{E}-03$ | 2.90 | $1.45 \mathrm{E}-02$ | 2.15 |
| $32 \times 48$ | $8.23 \mathrm{E}-05$ | 3.58 | $7.30 \mathrm{E}-04$ | 3.25 | $2.90 \mathrm{E}-04$ | 3.36 | $1.65 \mathrm{E}-03$ | 3.13 |
| $64 \times 96$ | $4.26 \mathrm{E}-06$ | 4.27 | $4.09 \mathrm{E}-05$ | 4.16 | $8.58 \mathrm{E}-06$ | 5.08 | $8.08 \mathrm{E}-05$ | 4.36 |
| $128 \times 192$ | $1.84 \mathrm{E}-07$ | 4.53 | $1.62 \mathrm{E}-06$ | 4.65 | $3.27 \mathrm{E}-07$ | 4.71 | $2.57 \mathrm{E}-06$ | 4.97 |
| $256 \times 384$ | $6.24 \mathrm{E}-09$ | 4.88 | $7.20 \mathrm{E}-08$ | 4.49 | $1.01 \mathrm{E}-08$ | 5.01 | $1.33 \mathrm{E}-07$ | 4.28 |



Figure 6: The two-dimensional Burgers equation. $u(x, 0)=0.5+\sin (\pi(x+y) / 2) . t=$ $1.5 / \pi$. $160 \times 160$ grid points. Left: a cut of the solution at $x=y$, where the solid line is the exact solution and the circles are the computed solution; right: the surface of the solution.

Example 9. We now consider two-dimensional Euler systems of compressible gas dynamics:

$$
\begin{equation*}
\xi_{t}+f(\xi)_{x}+g(\xi)_{y}=0 \tag{44}
\end{equation*}
$$

with

$$
\begin{aligned}
\xi & =(\rho, \rho u, \rho v, E)^{T}, \\
f(\xi) & =\left(\rho u, \rho u^{2}+p, \rho u v, u(E+p)\right)^{T} \\
g(\xi) & =\left(\rho v, \rho u v, \rho v^{2}+p, v(E+p)\right)^{T} .
\end{aligned}
$$

Here, $\rho$ is the density, $(u, v)$ is velocity, $E$ is the total energy, and $p$ is the pressure, related to the total energy $E$ by $E=\frac{p}{\gamma-1}+\frac{1}{2} \rho\left(u^{2}+v^{2}\right)$, with $\gamma=1.4$. The initial condition is set to be $\rho(x, y, 0)=1+0.2 \sin (\pi(x+y)), u(x, y, 0)=0.7, v(x, y, 0)=0.3$, $p(x, y, 0)=1$, with a 2 -periodic boundary condition. The exact solution is $\rho(x, y, t)=$ $1+0.2 \sin (\pi(x+y-(u+v) t)), u=0.7, v=0.3, p=1$. The errors and order of accuracy for the density are shown in Table 7. We can see that the scheme achieves the designed order of accuracy.

Table 7: Accuracy on the two-dimensional Euler equation at $t=2$. Errors of the density $\rho$.

| $N_{x} \times N_{y}$ | $L_{1}$ errors | order | $L_{\infty}$ error | order |
| :---: | :---: | :---: | :---: | :---: |
| $8 \times 12$ | $2.29 \mathrm{E}-02$ | - | $3.28 \mathrm{E}-02$ | - |
| $16 \times 24$ | $1.47 \mathrm{E}-03$ | 3.97 | $2.22 \mathrm{E}-03$ | 3.89 |
| $32 \times 48$ | $5.15 \mathrm{E}-05$ | 4.83 | $9.03 \mathrm{E}-05$ | 4.62 |
| $64 \times 96$ | $1.61 \mathrm{E}-06$ | 5.00 | $2.99 \mathrm{E}-06$ | 4.92 |
| $128 \times 192$ | $4.98 \mathrm{E}-08$ | 5.01 | $9.20 \mathrm{E}-08$ | 5.02 |
| $256 \times 384$ | $1.51 \mathrm{E}-09$ | 5.04 | $2.58 \mathrm{E}-09$ | 5.15 |

Example 10. Next, we use the following problem to illustrate further the high order accuracy of the method. Consider the following idealized problem for the Euler equation in 2D: The mean flow is $\rho=1, p=1$, and $(u, v)=(1,1)$ (diagonal flow). We add, to this mean flow, an isentropic vortex (perturbation in $(u, v)$ and the temperature $T=\frac{p}{\rho}$,
no perturbation in the entropy $S=\frac{p}{\rho^{\gamma}}$ ):

$$
\begin{aligned}
(\delta u, \delta v) & =\frac{\epsilon}{2 \pi} e^{0.5\left(1-r^{2}\right)}(-\bar{y}, \bar{x}) \\
\delta T & =-\frac{(\gamma-1) \epsilon^{2}}{8 \gamma \pi^{2}} e^{1-r^{2}} \\
\delta S & =0
\end{aligned}
$$

where $(\bar{x}, \bar{y})=(x-5, y-5), r^{2}=\bar{x}^{2}+\bar{y}^{2}$, and the vortex strength $\epsilon=5$ [17]. Since the mean flow is in the diagonal direction, the vortex movement is not aligned with the mash direction. It is clear that the exact solutions is just the passive convection of the vortex with the mean velocity. The computational domain is taken as $[0,10] \times[0,10]$, extended periodically in both directions. The simulation is performed until $t=0.2$. The errors and orders of accuracy are shown in Table 8.

Table 8: Accuracy on the Vortex evolution at $t=0.2$. Errors of the density $\rho$.

| $N_{x} \times N_{y}$ | $L_{1}$ errors | order | $L_{\infty}$ error | order |
| :---: | :---: | :---: | :---: | :---: |
| $40 \times 40$ | $5.52 \mathrm{E}-05$ | - | $1.98 \mathrm{E}-03$ | - |
| $80 \times 80$ | $2.90 \mathrm{E}-06$ | 4.25 | $1.41 \mathrm{E}-04$ | 3.81 |
| $160 \times 160$ | $6.84 \mathrm{E}-08$ | 5.41 | $2.57 \mathrm{E}-06$ | 5.78 |
| $320 \times 320$ | $1.96 \mathrm{E}-09$ | 5.13 | $5.53 \mathrm{E}-08$ | 5.54 |

Example 11. Finally, we consider the double Mach reflection problem. The computational domain for this problem is chosen to be $[0,4] \times[0,1]$. The reflection wall lies at the bottom of the computational domain starting from $x=\frac{1}{6}$. Initially a right-moving Mach 10 shock is positioned at $x=\frac{1}{6}, y=0$ and makes a $60^{\circ}$ angle with the $x$-axis. For the bottom boundary, the exact post-shock condition is imposed for the part from $x=0$ to $x=\frac{1}{6}$ and a reflective boundary condition is used for the rest. At the top boundary of the computational domain, the flow values are set to describe the exact motion of the Mach 10 shock. The initial pre-shock condition is

$$
\begin{equation*}
(\rho, p, u, v)=\left(8,116.5,8.25 \cos \left(30^{\circ}\right),-8.25 \sin \left(30^{\circ}\right)\right) \tag{45}
\end{equation*}
$$

and the post-shock condition is

$$
\begin{equation*}
(\rho, p, u, v)=(1.4,1,0,0) \tag{46}
\end{equation*}
$$

We compute the solution up to $t=0.2$. Uniform meshes with grid points $960 \times 239$ are used. In Figure 7 we show 30 equally spaced density contours from 1.5 to 22.7 , and a "zoomed-in" graph is provided in Figure 8. We can see that our results agree well with the results in [14].

## 5 Concluding remarks

We have discussed in depth an alternative formulation for constructing high order conservative finite difference schemes. In this formulation, the high order interpolation procedure is applied to the solution itself rather than to the flux functions. Even though the algebra and algorithm complexity are increased compared with the standard finite difference formulation, this alternative formulation does have several advantages, including the flexibility in using any monotone fluxes in the scalar case and any approximate Riemann solvers in the system case, and a narrow stencil which is the same as that for the semi-discrete scheme when applying the Lax-Wendroff time discretization. We demonstrate these two advantages, and discuss the second advantage in depth. We describe the Lax-Wendroff time discretization of this alternative formulation of high order conservative finite difference schemes in detail, using fifth order WENO interpolation for the leading term and fixed stencil polynomial interpolation for the remaining terms. Temporal accuracy is kept at fourth order in the extensive numerical results, including one- and two-dimensional scalar problems and systems. These numerical examples verify the performance of the designed schemes in their designed high order of accuracy and non-oscillatory shock transitions for discontinuous solutions. Another advantage of this alternative formulation, namely the easier maintenance of free-stream solutions in multi-dimensional curvilinear coordinates, will be explored in future work.
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Figure 5: LeBlanc problem. $t=0.0001$. Left: $N_{x}=2400$. Right: $N_{x}=19200$. The solid line is the exact solution. Symbols are numerical solutions.


Figure 7: Double Mach reflection problem. 30 equally spaced contours form 1.5 for 22.7 for the density $\rho$.


Figure 8: Zoomed-in figure. Double Mach reflection problem. 30 equally spaced contours form 1.5 for 22.7 for the density $\rho$.
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