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Resonances over a potential well in an island

Johannes Sjöstrand and Maher Zerzeri

Abstract. In this paper we study the distribution of scattering resonances for a multi-
dimensional semi-classical Schrödinger operator, associated to a potential well in an island at
energies close to the maximal one that limits the separation of the well and the surrounding sea.

Résumé. Dans cet article, nous étudions la distribution des résonances pour l’opérateur
de Schrödinger semi-classique multidimensionnel, associé à un puits de potentiel dans l’île aux
énergies proche de celle qui délimite la séparation du puits et de la mer environnante.

1. Introduction and main result

In this work we consider resonances for a semi-classical Schrödinger operator
with potential V ∈C∞(Rn;R) (cf. (1.5)), where we assume that n≥2 and that

(1.1)

⎧⎨⎩V has a holomorphic extension to a truncated

sector ΓC :=
{
x∈C

n; |�x|>C, |�x|< 1
C
|�x|

}
.

Here C is some positive constant. We let V also denote the extension. Assume

(1.2) V −→ 0, when x−→∞ in ΓC .

Let E0>0. Assume that V −1(]−∞, E0[)=UE0�SE0 , where UE0 , SE0 are open
connected and mutually disjoint. We let UE0 (the potential well) be the bounded
component and SE0 (the sea) be the unbounded one. When

(1.3) U E0∩S E0 =∅,
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the situation is quite well understood (see [11] and also [2]): Let

(1.4) p(x, ξ)= ξ2+V (x)

and assume that

V is analytic in a neighborhood of S E0 ,

Hp = ∂ξp·∂x−∂xp·∂ξ has no trapped trajectories in p−1(E0)|S E0
.

Here a trapped trajectory is by definition a maximally extended integral curve of
Hp which is contained in some bounded set.

By suitably modifying the potential near S E0 , we get a new potential V int

which is equal to V in a neighborhood of U E0 and ≥E0+ 1
O(1) (

1) away from that
neighborhood, so that P int=−h2Δ+V int is self-adjoint with purely discrete spec-
trum in ]−∞, E0+ 1

O(1) [. The eigenvalues are distributed according to the semi-
classical Weyl law and it was established in [2, Theorem 4 in Section IV or Theo-
rem 2 in Section V] and [11, Proposition 9.6 and Theorem 9.7] that the resonances
of

(1.5) P =−h2Δ+V

in neigh (E0,C)(2) are related to the eigenvalues of P int in neigh (E0,R) via a bi-
jection

b : σ(P int)∩neigh (E0,R)−→Res (P )∩neigh (E0,C),

such that b(μ)−μ=O(1)e−
1

O(h) . Here σ(P int) denotes the spectrum of P int and
Res (P ) the set of resonances, where both the eigenvalues and the resonances are
counted with their natural multiplicity. See [7], [12], [13] and [14] for related results
for potentials that may be non-analytic on any bounded set.

When increasing the energy level, we may have

V −1(]−∞, E[)=UE�SE

for E−E0>0 small, where UE⊃UE0 , SE⊃SE0 remain connected and disjoint until
we reach a new energy E0=Enew

0 , for which (1.3) no longer holds. We typically may
have

(1.6) U E0∩S E0 = {x0},

(1) Here we follow the convention that the expression “O(1)” in a denominator denotes a
bounded positive quantity.

(2) Let M be a topological space. Let N be a subset of M . The set neigh(N,M) denotes
some neighborhood of N in M .
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Figure 1. View from above. The topographic situation.

for some point x0∈Rn while the other assumptions remain valid. In this work we
study the distribution of resonances near the new energy level E0>0.

For simplicity we now replace V by V −E0 (so that the energy level E0 trans-
forms to the level 0) and formulate our assumptions for the new potential V ∈
C∞(Rn;R), (n>1) assumed to satisfy (1.1). Instead of (1.2) we assume

(1.7) V −→−E0, when x−→∞ in ΓC .

Assume that

(1.8) V −1(]−∞, 0[)=U0�S0,

where U0, S0 are open connected (and mutually disjoint). We let U0 (the potential
well) be the bounded component and S0 (the sea) be the unbounded one. Define
p(x, ξ) as in (1.4). Assume that

(1.9) V is analytic in a neighborhood of S 0.

Assume that

(1.10) U 0∩S 0 = {x0},

for some point x0∈Rn. After a translation, we may assume that x0=0.
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We make the generic assumption that

(1.11)
{
x0 =0 is a non-degenerate critical
point for V of signature (n−1, 1).

The point (0, 0)∈R2n is a stationary point and hence a trapped trajectory for the
Hamilton flow of p. Assume that

(1.12)
{
{(0, 0)} is the only trapped trajectory
for the Hp-flow in p−1(0)|S 0

.

We have V (0)=0. Assume for simplicity that

(1.13) dV (x) 
=0, when x∈ ∂U0\{0}.

As in [11] one can define a reference operator P int by increasing V in S0 to get a
potential V int which is ≥0 away from U0. (Take for instance V int=1Rn\S0V +1S0 .)
Then we have the standard Weyl asymptotics for the number of eigenvalues of P int

in ]−∞, E] when

(1.14) − 1
C

≤E≤−δ

for every fixed 0<δ�1 and C1, stating that

(1.15) #
(
σ(P int)∩]−∞, E]

)
= 1

(2πh)n
(
vol
(
p−1(]−∞, E])|U0

)
+o(1)

)
as h−→0 and uniformly for E as in (1.14).(3)

For E≤0, put

(1.16) ω(E)=vol
(
p−1(]−∞, E])|U0

)
,

so that

(1.17) ω(E)=Cn

∫
U0

(
E−V (x)

)n
2

+
dx,

where Cn=vol
(
BRn(0, 1)

)
= π

n
2

Γ(n
2 +1) . Since n≥2, we see that ω∈C1([− 1

C , 0]
)

and
that

(1.18) ω′(E)= π
n
2

Γ(n2 )

∫
U0

(
E−V (x)

)n
2 −1

+
dx.

Let ω also denote a C1-extension to the interval [− 1
C , 1

C ] so that (1.16) holds
for E≤0 and so that ω(E) is well-defined up to a term o(E) for 0≤E≤ 1

C .

(3) Here for A⊂T ∗Rn, B⊂Rn we write A|B=A∩π−1
x (B) where πx :T ∗Rn−→Rn is the canon-

ical projection, given by πx(x, ξ)=x.
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Theorem 1.1. Let V ∈C∞(Rn;R) and define P, p as in (1.5), (1.4). Let E0>0
and assume (1.1), (1.7), (1.8), (1.9), (1.10), (1.11), (1.12) and (1.13). Let ω(E) be

a C1 function on
[
− 1

C , 1
C

]
satisfying (1.16) for E≤0.

Let C0>0. Then for every 0<δ≤ 1
2 , there exists 0<ε(δ)�1 such that for every

0<ε≤ε(δ) and 0<h≤h(δ, ε) small enough:

(A) The number of resonances (of P ) in ]−C0ε, ε[+i]−ε,−δε[ is Oδ(h−nεn).
(B) For all a, b∈]−C0ε, ε[ with a<b, the number of resonances in ]a, b[+

i]−δε, 0] is equal to (2πh)−n
(
ω(b)−ω(a)+O(δ| ln δ|ε)

)
, uniformly with respect to

a, b, h.

More precise results are known when n=1. In this case the function ω has a
logarithmic singularity at zero. See [1] and [8].

At least formally our result is similar to recent ones about Helmholtz resonators
and other capting devices. See [5], [15] and also [3].

The remainder of the paper is devoted to the proof of Theorem 1.1. We shall
use suitable escape functions and the corresponding spaces of distributions with
exponential phase space weights as developed in [11]. The main work will take
place near the island and we found it convenient to use the global framework of
[11]. The control near infinity could also be obtained using complex distorsion
techniques. (See [6] for an overview.)

Acknowledgments. We are grateful to the referee for useful remarks that have
led to improvements of the exposition.

The IMB receives support from the EIPHI Graduate School (contract
ANR-17-EURE-0002).

2. Outline

2.1. Escape functions (Sections 3, 4)

After a linear change of coordinates, we may assume that near x=(x′, xn)=0

p(x, ξ)= ˇ

2
(
ξ2
n−x2

n

)
+q(x′, ξ′)︸ ︷︷ ︸

=:p0(x,ξ)

+O(|x|3),

where ˇ>0 and q is a positive definite quadratic form. Moreover, xn<0 in the well
and xn>0 in the sea. Assume for simplicity that ˇ=1.

Let G0(x, ξ)=xnξn. Then Hp0G0=x2
n+ξ2

n. We will define G=Gε near (0, 0)
as a truncation of G0. See (3.5). We show that, with ρ=(x, ξ):

∂α
ρG(ρ)=O(1)

(
ε+ρ2

)1− |α|
2
, α∈N

2n
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and that there exists C≥1 such that in neigh (0,R2n):

If p(ρ)<− ε

C
+ ρ2

C
and xn(ρ)≥ 0, then HpG� ε+ρ2.

Here we write X�Y for X,Y ∈R if X, Y have the same sign (or vanish) and X=
O(Y ) and Y =O(X).

We add a bump at the saddle point in order to create a barrier between the
well and the sea: Let χ(x, ξ)=e−(βx)2−(βξ)2 where β>0 is small but fixed. Put

pε = p+χε, χε(x, ξ)= εχ
( x√

ε
,
ξ√
ε

)
.

Then there exist b, c>0 such that:

If pε(ρ)<bε+cρ2 and xn(ρ)≥ 0, then HpεG� ε+ρ2.

Proposition 2.1. Possibly after a dilation in ε in the definition of G we have

for 0<t�1 and all ρ in neigh (0,R2n) with xn(ρ)≥0:

If �p(ρ+itHG(ρ))≤− ε

C̃
+ ρ2

2C , then �p(ρ+itHG(ρ))�−t(ε+ρ2).

If �pε(ρ+itHG(ρ))≤ bε+ c

2ρ
2, then �pε(ρ+itHG(ρ))�−t(ε+ρ2).

2.2. Resolvents (Sections 5, 6, 7, 8, 9, 10, A)

Let Pε be the h-Weyl quantization of pε. Let t>0 be small enough and fixed.
We can extend G as a classical escape function ([9] and [11]) to R

n
x×R

n
ξ , equal

to zero over U0 and with HpG>0 in p−1(0)|S0\neigh (0,Rn)
. After an ε-dependent

dilation (see Definition A.5 and the following discussion), [11] applies and using the
spaces H(ΛtG;m)(4), from that work, we have a well-defined operator

Pε : H(ΛtG; r̃2
ε)−→H(ΛtG; 1),

where

r̃ε(x, ξ)= (r2
ε(x)+ξ2) 1

2 and rε(x)=
(
ε+x2

1+x2

) 1
2

, ∀(x, ξ)∈R
2n.

See Appendix A for more details. From now on, we denote by H(ΛtG) the space
H(ΛtG; 1).

Let P int
ε be a suitable self-adjoint reference operator, obtained from Pε by

“filling the sea up to the level ε
O(1)”. We have Weyl asymptotics for its spectrum.

(4) Here m is an order function, see (A.21).
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Proposition 2.2. For z satisfying

(2.1) −O(ε)<�z < ε

O(1) and − ε

O(1) <�z <O(ε)

with

(2.2) dist (z, σ(P int
ε ))≥ δ̃≥hN0 ,

we have

(Pε−z)−1 =O
(1
δ̃

)
: H(ΛtG)−→H(ΛtG, r̃

2
ε)∩H(ΛtG).

Inside the set (2.1) there exists a bijection b:σ(P int
ε )−→σ(Pε) with b(μ)−μ=O(h∞).

For 0<δ�1, 0<ε≤ε(δ), 0<h≤h(δ, ε), let −O(1)<A<B< 1
O(1) . By moving the

eigenvalues of P int
ε out of the gaps Aε+]−δε, δε[ and Bε+]−δε, δε[ we can construct

an operator Pε,δ :=Pε,A,B,δ : H(ΛtG, r̃
2
ε)−→H(ΛtG) such that

• the eigenvalues of Pε,δ with −O(ε)<�z< ε
O(1) belong to a complex hN0-neigh-

borhood of

Rε,A,B,δ :=
]
−O(ε), ε

O(1)

[
\
({

Aε,Bε
}

+
]
− εδ

2 ,
εδ

2

[)
,

•

#
(
σ(Pε,δ)∩

(
]Aε,Bε[+i]−o(ε), o(ε)[

))
=
(

1
2πh

)n (
ω(εB)−ω(εA)

)
+O(δε)h−n.

2.3. Relative determinants (Sections 11, 12)

Recall (see e.g. [10]) that under suitable but very general assumptions on the
linear operators A and B,

|detAB−1|= |det
(
1+(A−B)B−1) | ≤ exp

∥∥(A−B)B−1∥∥
tr

≤ exp
(∥∥A−B

∥∥
tr

∥∥B−1∥∥) .
Here ‖·‖ denotes the operator norm and ‖·‖tr the trace class norm. Let introduce
the following sets, (see Figure 2):

R :=
]
−O(ε), ε

O(1)
[
+i
]
− ε

O(1) ,O(ε)
[
,

Rδ := {z ∈R; |�z|>δε}, and



392 Johannes Sjöstrand and Maher Zerzeri

Figure 2. The set Rε,δ.

Rε,δ :=Rδ

⋃(
Aε+

]
− δε

4 ,
δε

4
[
+i
[
−δε, δε

])
⋃(

Bε+
]
− δε

4 ,
δε

4
[
+i
[
−δε, δε

])
.

We can construct an operator P ext
ε as a “trace class filling of Pε over U0” so that

(P ext
ε −z)−1 is O(1

ε ) as a bounded operator from H(ΛtG) to itself, for all z∈R. We
also have ∥∥Pε−P ext

ε

∥∥
tr =O(h−n),

∥∥P−Pε

∥∥
tr =O(εn+1h−n) and∥∥Pε−Pε,δ

∥∥
tr =O

(
(εδ)2h−n

)
.

Define
DP (z) = ln

∣∣det(P−z)(P ext
ε −z)−1∣∣

DPε(z) = ln
∣∣det(Pε−z)(P ext

ε −z)−1∣∣
DPε,δ

(z) = ln
∣∣det(Pε,δ−z)(P ext

ε −z)−1∣∣ .
The zeros of det

(
(P−z)(P ext

ε −z)−1
)

coincide with the resonances of P . We have

DP −DPε

⎧⎪⎨⎪⎩
≤Oδ(1)εnh−n in Rδ,

≥−Oδ(1)εnh−n in Rδ∩
{
z∈C; �z≤− ε

O(1)
}
.

Similar estimates hold for DP −DPε,δ
with εnh−n replaced by εδh−n and Rδ by

Rε,δ.
Standard arguments, including Jensen’s formula, lead to
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Proposition 2.3.
(A) The number of resonances in Rδ is ≤Oδ(1)εnh−n with the usual convention

that 0<ε≤ε(δ), 0<h≤h(δ, ε).
(B) There are plenty of z∈Rδ for which

(2.3) DP (z)−DPε(z)≥−Oδ(1)εnh−n.

The point (A) of the above proposition gives part (A) in Theorem 1.1.

Proposition 2.4.
(A) The number of resonances of P in Rε,δ is ≤O(εδ)h−n.

(B) There are plenty of z∈Rε,δ for which

(2.4) DP (z)−DPε,δ
(z)≥−O(εδ)h−n.

Consider the holomorphic function f(z)=det
(
(P−z)(P ext

ε −z)−1
)

on R. Then∣∣∣f(z)
∣∣∣≤ exp

(
h−n

(
φ(z)+O

(
εδ
)))

in Rε,δ,

where φ(z)=hnDPε,δ
. By (B) in Proposition 2.4 we have∣∣∣f(z)

∣∣∣≥ exp
(
h−n

(
φ(z)−O

(
εδ
)))

at plenty of points in Rε,δ.

We can then apply Theorem 1.1 in [16] (or [17, Theorem 12.1.1]) with h there
replaced by hn, to finish the proof.

3. Escape functions

From the property (1.11), we get after an orthogonal change of x-variables and
a subsequent dilation in the variable xn,

p(x, ξ)= ˇ

2 (ξ2
n−x2

n)+ 1
2q(x

′, ξ′)+O(x3),

where ˇ is a positive constant. Here we write x=(x′, xn)∈Rn, x′=(x1, ..., xn−1)∈
R

n−1 and similarly for the dual variable ξ. The quadratic form q is positive definite.
For simplicity, we may assume that ˇ=1:

(3.1) p(x, ξ)= 1
2(ξ2

n−x2
n)+ 1

2q(x
′, ξ′)+O(|x|3),

for x∈neigh (0,Rn), ξ∈Rn. Let

(3.2) p0 = 1
2(ξ2

n−x2
n) and G0 =xnξn.
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Then

(3.3) Hp0 =(∂ξnp0)∂xn−(∂xnp0)∂ξn

and

(3.4) Hp0G0 =x2
n+ξ2

n.

Let Ψ∈C∞(
R; [0, 1]

)
have its support = ]−∞, 1] and be equal to one on]

−∞, 1
2
]
. For λ≥1 large enough (to be fixed below), we put

(3.5) G(x, ξ)=Gε(x, ξ)=
(

1−Ψ
(

λxn√
ε+x′ 2+ξ2

))
G0(x, ξ).

Here ε>0 is a small parameter with respect to which our estimates will be uniform.
We will consider G for (x, ξ)∈neigh (0,R2n), ξ∈Rn and notice first that G=0 for
xn<0, so we may restrict the attention to the region xn≥0.

The prefactor 1−Ψ(λxn(ε+x′ 2+ξ2)− 1
2 ) in (3.5) is smooth and positively ho-

mogeneous of degree 0 in the variables
(√

ε, ρ
)
=
(√

ε, x, ξ
)
. It follows that in

neigh (0,R2n)

(3.6) ∂α
ρG=O(1)(ε+ρ2)1−

|α|
2 , α∈N

2n.

For |α|=0, 1, we have

(3.7) G=O(1)|ρ|2, ∂ρG=O(|ρ|).

Notice that the support of G is contained in the region where

(3.8) x2
n ≥

1
4λ2

(
ε+(x′, ξ′)2+ξ2

n

)
.

In the cutoff region, where the prefactor in (3.5) is 
=1, we have

(3.9) x2
n ≤

1
λ2

(
ε+(x′, ξ′)2+ξ2

n

)
.

Since the quadratic form q is positive definite,

(3.10) q(x′, ξ′)≥ 1
C

(x′, ξ′)2,

we get from (3.1), (3.9), that in the cutoff region,

(3.11) p≥ 1
2

(
ξ2
n+ 1

C
(x′, ξ′)2

)
− 1

2λ2

(
ε+(x′, ξ′)2+ξ2

n

)
−O

(
|x|3
)
.
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In view of (3.9) we can add the non-positive term
1
2x

2
n−

1
2λ2

(
ε+(x′, ξ′)2+ξ2

n

)
to the right hand side and get in the cutoff region,

p≥ 1
2

(
x2
n+ξ2

n+ 1
C

(x′, ξ′)2
)
− 1
λ2

(
ε+(x′, ξ′)2+ξ2

n

)
−O

(
|x|3
)
.

Assume for simplicity that C≥1 and fix λ≥1 such that

(3.12) 1
λ2 <

1
4C .

Absorbing the term −O(|x|3) by restricting the attention to a small neighborhood
of x=0, we get in the cutoff region (that is the one where the prefactor in (3.5) is

=1),

(3.13) p≥− ε

4C + 1
4x

2
n+ 1

4ξ
2
n+ 1

4C (x′, ξ′)2,

hence with a new constant C≥1:

(3.14) p(ρ)≥− ε

C
+ ρ2

C
.

Outside the cutoff region, we have G=G0 and hence

HpG=HpG0 =Hp0G0+O(|x|2)∂ξnG0,

so

(3.15) HpG=x2
n+ξ2

n+O(|x|2)xn.

Here, we also have λxn≥
(
ε+(x′, ξ′)2+ξ2

n

)1
2 , where λ≥1 is now fixed and hence we

have outside the cutoff region and inside a small neighborhood of (0, 0):

(3.16) HpG� ε+|ρ|2.

Notice that if

(3.17) p(ρ)<− ε

C
+ ρ2

C
,

then by (3.14) we are outside the cutoff region and (3.16) holds.

Proposition 3.1. Let λ>0 be sufficiently large in the definition (3.5) of Gε

and let (ρ, ε) vary in neigh (0,R2n)×]0, ε0] for ε0>0 sufficiently small. Then there

exists a constant C≥1 such that if (3.17) holds, then (3.16) holds uniformly for

ρ∈neigh (0,R2n).
If p(ρ)<− ε

˜C
+ ρ2

C for some fixed C̃≥C, we reach the same conclusion if we

replace Gε by Gε̃ where ε̃= C
˜C
ε.
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4. Adding a bump at the saddle point

Let χ(x, ξ)>0 be an analytic function on R
2n with a holomorphic extension to

the domain

(4.1) |�(x, ξ)|< 1
C

〈
�(x, ξ)

〉
,

satisfying

(4.2) χ(x, ξ)=O(1) exp
(
− 1
C

(
�
(
x, ξ
))2)

,

where the extension is denoted by the same symbol. We use the standard notation
〈ρ〉=(1+ρ2) 1

2 for real vectors ρ.
For 0<ε�1, we put

(4.3) χε(x, ξ)= ε χ
( x√

ε
,
ξ√
ε

)
.

Assume for simplicity that

(4.4) χ≤ 1 on the real domain.

Then

(4.5) χε ≤ ε on the real domain.

For every r0>0, there exists a0=a0(r0, χ)>0 such that

χ≥ a0 on BR2n(0, r0).

Since χ is positive, we get

(4.6) χ(x, ξ)≥ a

(
1− x2+ξ2

r2
0

)
on R

2n, for 0≤ a≤ a0.

Hence for the same values of a

(4.7) χε(x, ξ)≥ a

(
ε− x2+ξ2

r2
0

)
,

on the real domain.
Let

(4.8) pε = p+χε.

Then, by (4.5),

(4.9) pε ≤ p+ε.
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Assume that

(4.10) pε(ρ)≤ bε+cρ2,

where b, c>0 are constants to be chosen below. Using (4.6), (4.7), we have

p(ρ)= pε(ρ)−χε(ρ)≤ bε+cρ2−aε+ a

r2
0
ρ2,

i.e.

(4.11) p(ρ)≤ (b−a)ε+
(
c+ a

r2
0

)
ρ2.

Let C≥1 be the constant in Proposition 3.1. If for some constant C̃≥C,

(4.12) b−a≤− 1
C̃
, c+ a

r2
0
≤ 1

C
,

we get

(4.13) p(ρ)≤− ε

C̃
+ ρ2

C

and hence (3.16) holds for G=Gε̃ with ε̃= C
˜C
ε in (3.5) (as we saw in Proposition 3.1)

(4.14) HpG� ε+ρ2.

For a given r0>0, we know that (4.7) holds for 0<a≤a0 for some a0>0. Choose
a so that a

r2
0
≤ 1

2C and put c= 1
2C . Then the second inequality in (4.12) is valid.

Choose b= a
2 and C̃≥C large enough. Then the first estimate in (4.12) also holds.

With this choice of a, b, c, we know that (4.10) implies (4.13) and hence also (3.16)
(⇐⇒ (4.14)), for G=G

Cε
˜C .

After the dilation χ(ρ) �→χ(αρ), α∈]0, 1], (4.7) remains valid. Hence we still
have that (4.10) =⇒ (4.14) (⇐⇒ (3.16)) (with the same fixed dilation in ε).

We next study

HpεG=HpG+
{
εχ
( x√

ε
,
ξ√
ε

)
, G

}
=HpG+O(1)

∣∣∣(∇χ)
( x√

ε
,
ξ√
ε

)∣∣∣√ε |(x, ξ)|,

where we used (3.7) in the last step. Here {f, g}=Hfg denotes the Poisson bracket
of two C1 functions f, g. Thus

(4.15) HpεG=HpG+O(1)
∥∥∇χ

∥∥
L∞(ε+ρ2).
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Replacing χ with χ(αρ), gives

(4.16) HpεG=HpG+O(1)α(ε+ρ2).

Choose a, b, c as in the preceding discussion and α>0 small enough in

(4.17) pε(ρ)= p(ρ)+εχ(ε− 1
2αρ).

Then in the region (4.10) we have

(4.18) HpεG� ε+ρ2, G=Gε̃, ε̃= C

C̃
ε.

Proposition 4.1. Define pε=p+χε as in (4.2), (4.1), (4.3), (4.4). Assume

also that
∥∥∇χ

∥∥≤α0 for some sufficiently small α0>0. Let Gε be as in Proposition

(3.1) and let (ρ, ε) vary in neigh (0,R2n)×]0, ε0] for ε0>0 sufficiently small. Then

there exist constants b, c>0 and C̃≥C>0 such that if (4.10) holds, then we have

(4.13), and (4.18) holds uniformly for ρ∈neigh (0,R2n).

5. Deformed phase space

We continue to work with the function G of Section 3, where λ≥1 now is fixed
and ε is a small parameter. G vanishes near {(x, ξ)∈neigh (0,R2n); xn≤0} and we
restrict the attention to the set xn≥0. We saw in Proposition 3.1 that there is a
constant C≥1 such that

(3.17) ==⇒ (3.16)

uniformly. Also if C̃≥C, the estimate

(5.1) p(ρ)≤− ε

C̃
+ ρ2

C

implies (3.16) uniformly, where G=G
Cε
˜C .

For 0≤t�1, we introduce the IR-manifold (see Appendix A)

(5.2) ΛtG =
{
ρ+itHG(ρ); ρ∈neigh (0,R2n)

}
.

By Taylor expansion, we have

�p
(
ρ+itHG(ρ)

)
=−tHpG(ρ)+O

(
t3|ρ|3

)
,(5.3)

�p
(
ρ+itHG(ρ)

)
= p(ρ)+O

(
t2ρ2) .(5.4)

Here we also use that |HG(ρ)|=|∂ρG|=O(|ρ|) by (3.7).
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Proposition 5.1. Let C̃≥C>0 be as above and let G=G
Cε
˜C . Then if t>0 is

small enough, we have that

(5.5) �p
(
ρ+itHG(ρ)

)
≤− ε

C̃
+ ρ2

2C

implies that

(5.6) �p
(
ρ+itHG(ρ)

)
�−t(ρ2+ε).

We recall that we work in neigh (0,R2n)∩{xn≥0}.

Proof. From (5.5) we get by means of (5.4),

(5.7) p(ρ)≤− ε

C̃
+
(

1
2C +O(t2)

)
ρ2

and hence (5.1):

p(ρ)≤− ε

C̃
+ ρ2

C
,

if t is small enough. Then by (3.16), (5.3) we get

(5.8)
�p
(
ρ+itHG(ρ)

)
=−tHpG(ρ)+O(t3|ρ|3)
=−t

(
HpG+O(t2)|ρ|3

)
�−t(ε+ρ2). �

We next turn to pε and recall Proposition 4.1. From (4.2) and the Cauchy
inequalities, we get after slightly increasing the constant C=Cχ>0 there:

(5.9) ∂α
ρ χ(ρ)=O(1) exp

(
− 1
C

(�ρ)2
)
, |�ρ|< 1

C
〈�ρ〉.

For χε (cf. (4.3)) we get

(5.10) ∂α
ρ χε(ρ)=O(1)ε1− |α|

2 exp
(
− 1
Cε

(�ρ)2
)
,

when

(5.11) |�ρ| ≤ 1
C

(√
ε+|�ρ|

)
.

In particular, we have

(5.12) ∂α
ρ χε(ρ)=O(1) exp

(
− 1
Cε

(�ρ)2
)
, when |α| ≤ 2.
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Since HG=O(ρ), ΛtG is included in the region (5.11) when 0≤t�1 and by Taylor
expansion we get

(5.13)
−�pε

(
ρ+itHG(ρ)

)
= tHpεG+O

(
1+ε−

1
2 e−

ρ2
Cε

)
t3|ρ|3

= tHpεG+O(1)t3|ρ|2.

Similarly,

(5.14) �pε
(
ρ+itHG(ρ)

)
= pε(ρ)+O(1)t2ρ2.

This is analogous to (5.3), (5.4) and we get

Proposition 5.2. Let b, c, C, C̃>0 be as in Proposition 4.1, choose G as in

(4.18). Then for 0≤t�1, if

(5.15) �pε
(
ρ+itHG(ρ)

)
≤ bε+ c

2ρ
2,

we have (4.10):

pε(ρ)≤ bε+cρ2,

and we conclude as in Proposition 4.1 that (4.13), (4.18) hold:

p(ρ)≤− ε

C̃
+ ρ2

C
,(5.16)

HpεG� ε+ρ2.(5.17)

Hence by (5.13),

(5.18) −�pε
(
ρ+itHG(ρ)

)
� t(ε+ρ2),

when 0<t�1. Recall here that ρ∈neigh (0,R2n) with xn(ρ)≥0.

Define r(x), R(x) as in (A.8) below:

r(x)= 1, R(x)= 〈x〉,

and put
r̃(x, ξ)= (r(x)2+ξ2) 1

2 .

Define the class Ṡ(R2n;R r̃) as in Definition A.2 (b) (see [11, Chapter 1, Définition
1.4]).(5) From the appendix in [9] we see that if Ψ0∈C∞

0 (R2n; [0, 1]) is equal to one

(5) For our special choice of r,R, Ṡ(R2n;R r̃)=S(R2n;R r̃), but we prefer Ṡ(R2n;R r̃) as in
the general theory, allowing for more general scales near infinity.
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near (0, 0), then there exists G̃=Ψ0G+F , where F is independent of ε,

F ∈ Ṡ(r̃R), F =0 when |ξ| r(x),(5.19)
(0, 0) 
∈ suppF,(5.20)

HpG̃> 0 on p−1(0)∩
(
S 0×R

n\{(0, 0)}
)
,(5.21)

and uniformly ≥ 1
O(1) outside any fixed neighborhood of (0, 0) in

(
S 0×R

n
)
\{(0, 0)}.

We can also arrange so that πx(suppF ) is contained in an arbitrarily small neigh-
borhood of S 0 (πx is introduced in Footnote 3 in Section 1).

By Taylor expansion we see that
• In a small fixed neighborhood of (0, 0) we have G̃=G and the Proposi-

tions 5.1, 5.2 hold with G replaced by G̃.
• Away from any fixed neighborhood of (0, 0) and for any fixed t∈]0, t0] with

t0>0 small enough, we have

(5.22)
{
p(ρ)=0,
πx(ρ)∈S0

==⇒−�p
(
(ρ+itH

˜G(ρ)
)
� t,

uniformly in ε. Also, since �p
(
ρ+itH

˜G(ρ)
)
=p(ρ)+O(t2), we conclude that away

from any small fixed neighborhood of (0, 0), we have

(5.23) t

C
r̃2 ≤

∣∣∣p(ρ+itH
˜G(ρ)

)∣∣∣≤Cr̃2.

and p
(
ρ+itH

˜G(ρ)
)∣∣

S0×Rn

is an elliptic symbol of class S(R2n; r̃2) away from any

fixed neighborhood of (0, 0).

6. Preparations for the study of Pε

Let

(6.1) P =−h2Δ+V (x),

so that P is the h-Weyl quantization of the symbol p(x, ξ)=ξ2+V (x). Recall the
definition of the symbol χε(x, ξ) in (4.3). By χε we will also denote a suitable
h-quantization (very close to the Weyl-one). Let

(6.2) Pε =P+χε

be the corresponding quantization of

(6.3) pε = p+χε = ξ2+V (x)+χε(x, ξ).
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Assume for simplicity that

(6.4) ∂ξχ(x, 0)=0,

a condition which is fulfilled in the main case that we have in mind:

(6.5) χ(x, ξ)= exp
(
− 1
C

(x, ξ)2
)
.

Recall that in Section 4, we have replaced χ(ρ) by χ(αρ) for some sufficiently small
fixed α>0, in order to have Proposition 4.1 available. With α small enough, we get
from (6.4) that

(6.6) inf
ξ∈Rn

(
ξ2

2 +χε(x, ξ)
)

=χε(x, 0).

This follows from the fact that

(6.7) ∂2
ρχε =O(α2), ∂ρχε =O(

√
ε α), χε =O(ε).

(We could here replace ξ2

2 by θξ2 for any 0<θ<1 if α=α(θ) is small enough.)
As a natural potential associated to Pε, we put

(6.8) Vε(x)=V (x)+χε(x, 0)= inf
ξ∈Rn

(
ξ2

2 +V (x)+χε(x, ξ)
)
.

Using (6.7), we see that Vε is a small perturbation of V in C2 and has a critical
point xc(ε)=O

(√
ε
)

which is uniformly non-degenerate of signature (n−1, 1). Also,

(6.9) Vε

(
xc(ε)

)
� ε.

Assume for simplicity that

(6.10) ∂χ(0)= 0.

Then xc(ε)=0 and

(6.11) Vε

(
xc(ε)

)
= εχ(0)=:Eε.

In analogy with (1.8), we have

(6.12) V −1
ε

(]
−∞, Eε

[)
=Uε�Sε,

where Uε, Sε are open, connected and mutually disjoint. Let Uε be the bounded
component and Sε the unbounded one. Again,

(6.13) U ε∩S ε = {0}.
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In an O
(√

ε
)
-neighborhood of 0, we write x=

√
ε x̃ and

(6.14)
Vε(x)−Eε =V (

√
ε x̃)+ε(χ(αx̃, 0)−χ(0, 0))

= ε

(
V (

√
ε x̃)
ε

+χ(αx̃, 0)−χ(0, 0)
)
.

Thus, with V0(x̃)=
〈 1

2V
′′(0)x̃, x̃

〉
,

(6.15) Vε(x)−Eε = ε
(
V0(x̃)+O(

√
ε+α2)x̃2) in C∞.

Here, we may assume (cf. (3.1)) that

(6.16) V0(x̃)= q(x̃′)−x̃2
n,

where q(x̃′) is a positive definite quadratic form and (6.15) gives

(6.17) Vε(x)−Eε = ε
(
q(x̃′)−x̃2

n+O(
√
ε +α2)x̃2) .

For −O(ε)≤E≤Eε we have

(6.18) V −1
ε (]−∞, E[)=Uε(E)∪Sε(E),

where Uε(E)⊂Uε=Uε(Eε), Sε(E)⊂Sε=Sε(Eε).
Orient the x̃n-axis so that x̃n<0 in Uε and x̃n>0 in Sε. Write E=Eε−εF ,

0≤F≤O(1). Then on ∂Uε(E)∪∂Sε(E), we have by (6.17),

−F =−
(
1+O(

√
ε +α2)

)
x̃2
n+
(
1+O(

√
ε +α2)

)
q(x̃′),

x̃n =±
(
1+O(

√
ε +α2)

) (
F+

(
1+O(

√
ε +α2)

)
q(x̃′)

) 1
2 .(6.19)

Here the plus and minus sign give the local parametrizations of ∂Sε(E) and ∂Uε(E)
respectively. In the original coordinates x=

√
ε x̃, this gives

(6.20) xn =±
(
1+O(

√
ε +α2)

) (
εF+

(
1+O(

√
ε +α2)

)
q(x′)

) 1
2

which is a detailed description of ∂Uε(E) and ∂Sε(E) in any O(
√
ε )-neighborhood

of 0. The two sets come closest to each other when |x′|�√
ε and the distance is

(6.21) 2
(
1+O(

√
ε +α2)

)
(εF ) 1

2 .

Moreover, for E=Eε−εF ,

(6.22) inf xn
x∈neigh (0)∩Sε(E)

− sup xn
x∈neigh (0)∩Uε(E)

=2
(
1+O(

√
ε +α2)

)
(εF ) 1

2 .
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In the following, we assume that

(6.23) E =Eε−εF,
1

O(1) ≤F ≤O(1),

and we shall define two reference operators P int
ε , P ext

ε by “filling the sea” and “filling
the well” respectively up to a suitable level. Introduce the metric

(6.24) dx2

ε+x2

and let dε be the corresponding distance. When (6.23) holds, we see that

(6.25) dε(Uε(E),Sε(E))� 1.

If E<E′=Eε−εF ′, 1
O(1)≤F ′≤O(1), we have

(6.26) Uε(E′)⊂Bdε(Uε(E), r), r= r(E,E′, ε)> 0,

where r−→0+ when E′−E
ε −→0. We have the same inclusions after replacing Uε

with Sε.
To dε we can associate the symbol classes Sε(R2n;m) given by Definition A.5.

Precisely, the function a=a(x) independent of ξ belongs to Sε(R2n;m) if

(6.27) ∂αa(x)=O(1)m(x)Rε(x)−|α|, ∀α∈N
n.

Here Rε is given by (A.19) and 0<m∈C∞(Rn) is an order function independent of
ξ (see Definition A.4 (b)).

Lemma 6.1. For every E′=Eε−εF ′ with F−F ′�1 small, we can find r>0,
tending to 0 when F−F ′−→0, and 0≤W∈C∞(Rn) such that

W ∈Sε(Rn; r2
ε),(6.28)

suppW ⊂Bdε(Sε(E), r),(6.29)

Vε+W ≥E′+ r2
ε

C
in R

n\Bdε(Uε(E), r).(6.30)

Here the scale function rε is given by (A.19).

Proof. This can be done in quite a standard way, using partitions of unity,
adapted to the metric. See e.g. [11, Remarque 1.3, p. 9]. �



Resonances over a potential well in an island 405

Put

(6.31) P int
ε =Pε+W, V int

ε =Vε+W.

We next turn to the definition of P ext
ε by means of “filling the well”. For

technical reasons, we want the perturbation to be of trace class.
The inequality e−t+t≥1 for t≥0 implies that

(6.32) βe−
ξ2
2β + ξ2

2 ≥β

for every β>0.

Lemma 6.2. For every E′=Eε−εF ′ with F−F ′�1 small, we can find r>0,
tending to 0 when F−F ′−→0, and 0≤β∈C∞

0 (Rn) such that

β ∈Sε(R2n; r2
ε),(6.33)

suppβ⊂Bdε(Uε(E), r),(6.34)
Vε+β≥E′ in R

n\Bdε(Sε(E), r).(6.35)

Proof. This can be done in quite a standard way, using partitions of unity,
adapted to the metric. See e.g. [11, Remarque 1.3, p. 9]. �

From (6.32), (6.35) we see that

(6.36) pε(x, ξ)+β(x)e−
ξ2

2β(x) ≥ ξ2

2 +Vε(x)+β(x)≥E′

in R
n\Bdε(Sε(E), r).
We can arrange so that

(6.37) β≥ r2
ε

O(1) in Bdε

(
Uε(E), 3r

4

)
and

(6.38) Vε ≥E′ in Bdε(Uε(E), r)\Bdε

(
Uε(E), r2

)
.

Let χUε∈C∞
0
(
Bdε(Uε(E), 3r

4 ); [0, 1]
)

be of class Sε(Rn; 1) and equal to one on
Bdε

(
Uε(E), r

2
)
.

Proposition 6.3. We have

β exp
(
− ξ2

2β

)
∈Sε

(
Bdε

(
Uε(E), 3r

4

)
×R

n; r2
ε

)
.

Here Sε(˝;m) is given in Definition A.5 (c).
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Proof. We write

(6.39) exp
(
− ξ2

2β(x)

)
=exp

(
− r̃2

ε

2β

)
exp

( r2
ε

2β

)
.

Here r2
ε

2β�1 so exp
( r2

ε

2β
)
∈Sε(1). This factor does not depend on ξ. As for the first

factor in (6.39), we notice that

(6.40) 0< r̃2
ε

2β ∈Sε

((
r̃ε
rε

)2
)

is elliptic. For α, γ∈Nn, ∂α
x ∂

γ
ξ

(
exp

(
− r̃2

ε

2β
))

is a finite linear combination of terms

(6.41)
(
∂α1
x ∂γ1

ξ

( r̃2
ε

2β

)
...∂αk

x ∂γk

ξ

( r̃2
ε

2β

))
exp

(
− r̃2

ε

2β

)
with α1+...+αk=α, γ1+...+γk=γ, (αk, γk) 
=(0, 0). This term is

=O(1)
(
r̃2
ε

β

)k

exp
(
− r̃2

ε

2β

)
r̃−|γ|
ε R−|α|

ε =O(1)r̃−|γ|
ε R−|α|

ε ,

so exp
(
− r̃2

ε

2β

)
∈Sε(1) and the proposition follows. �

Using that exp
(
− r̃2

ε

2β

)
=O

((
r̃ε
Rε

)−N
)

for every N≥0, we can strengthen the

conclusion in the proposition to

(6.42) β exp
(
− ξ2

2β

)
∈Sε

(
Bdε

(
Uε(E), 3r

4

)
×R

n; r2
ε

(rε
r̃ε

)N)
,

for every N≥0. Using also the properties of χUε , we get

(6.43) χ2
Uε

β exp
(
− ξ2

2β

)
∈Sε

(
R

2n; r2
ε

(rε
r̃ε

)N)
, ∀N ≥ 0.

Here Rε�rε over suppχUε . We define

(6.44) pext
ε (x, ξ)= pε(x, ξ)+χUε(x)2β(x) exp

(
− ξ2

2β(x)

)
.

By direct checking,

(6.45) pε ∈Sε(ΛG; r̃2
ε),

and by using also (6.43),

(6.46) pext
ε ∈Sε(ΛG; r̃2

ε).
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7. Study of P int
ε

Recall the definition of P int
ε in (6.31) and Lemma 6.1, where E is chosen as in

(6.23). We make the assumption (A.24):

ε≥h
1
2−α0 for some fixed α0 > 0.

With E′<E, ε
O(1)≤E−E′�ε as in Lemma 6.1, we know that the self-adjoint op-

erator P int
ε has purely discrete spectrum in ]−∞, E′[.

Recall here that 0 is a non-degenerate saddle point for Vε, with critical value
Eε=εχ(0, 0) (cf. (6.11)). From (6.8) we see that (0, 0) is a non-degenerate saddle
point of pε(x, ξ)=p(x, ξ)+χε(x, ξ) with the same critical value Eε. The discussion
of wells and seas in Section 6 can be lifted in a straight forward way from R

n to
T ∗

R
n. For −O(ε)≤Ẽ≤Eε we have (cf. (6.18) that

(7.1) p−1
ε (]−∞, Ẽ[)= Û ε(Ẽ)∪Ŝε(Ẽ),

where Û ε(Ẽ), Ŝε(Ẽ) are open, Û ε(Ẽ) is bounded and (cf. (6.18))

(7.2) πx

(
Û ε(Ẽ)

)
=Uε(Ẽ), πx

(
Ŝε(Ẽ)

)
=Sε(Ẽ).

Here πx :T ∗
R

n−→R
n is the standard base space projection. We write

Û ε = Û ε(Eε), Ŝε = Ŝε(Eε).

When E′ comes close to E, we know by Lemma 6.1 that suppW is close to Sε(E)
and in particular disjoint from πxÛ ε=U ε. (Cf. (6.12).)

The eigenvalues of P int
ε distribute according to the semi-classical Weyl law:

Proposition 7.1. For every fixed 0<ε�1 and −O(ε)≤a<b≤E, we have

(7.3) #
(
σ(P int

ε )∩[a, b]
)
= 1

(2πh)n
(
vol

(
p−1
ε ([a, b])∩Û ε

)
+εo(1)

)
,

when h−→0, uniformly in a, b.

In the remainder of the main text we now abondon (A.24) and adopt the
assumption of Theorem 1.1, namely that 0<δ�1, 0<ε≤ε(δ) and 0<h≤h(δ, ε).

Since ε is fixed, this is the standard result. Having no uniformity in ε we are
free to write the remainder as εo(1) instead of o(1).

We write

(7.4) vol
(
p−1
ε ([a, b])

)
=ωε(b)−ωε(a),
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where

(7.5) ωε(a)=vol
(
p−1
ε (]−∞, a])|̂Uε

)
.

In Appendix B, we show that

(7.6) ω(a)−O(ε2)≤ωε(a)≤ω(a).

Here ω(E) is the C1 function already defined by (1.16) or (1.17) when E≤0, ex-
tended to 0<E�1 by replacing U0 there by the set Ũ0, defined in Appendix B.

We end the section with some remarks about the resolvent (P int
ε −z)−1 when

(7.7) −O(ε)<�z≤E, �z =O(ε),

and z 
∈σ(P int
ε ). Recalling (6.38) with r and E′−E

ε small, we choose the cutoff
function χ̃Uε∈C∞

0 (Bdε(Uε(E), 3r
4 ); [0, 1]) of class Sε(Rn; r2

ε) in the sense of Defini-
tion A.5 (cf. (6.35) and the slightly different definition of χUε after (6.38)) such that

(7.8) V int
ε +χ̃Uε−E′ ≥ r2

ε

O(1) on R
n.

The scale rε is given by (A.19). Notice that (7.8) remains valid if we increase E′ by
ε

O(1) . To shorten the notation we write

(7.9) Q=P int
ε , Q̃=P int

ε +χ̃Uε .

More explicitly (cf. (6.31)),

Q̃=−h2Δ+(V +W+χ̃Uε)(x)+εχ(ε− 1
2 (x, hDx)),

with symbol

(7.10) q̃(x, ξ)= ξ2+
(
V +W+χ̃Uε

)
(x)+εχ

( x√
ε
,
ξ√
ε

)
,

belonging to Sε(R2n; r̃2
ε), see (A.19), Definition A.5.

As in Appendix A we put

x=μ x̃, μ=
√
ε, hDx =μh̃Dx̃, h̃= h

μ2 ,

and get

(7.11) 1
ε
Q̃=

(
−h̃2Δx̃+χ(x̃, h̃Dx̃)

)
+ 1
ε
(V +W+χ̃Uε)(μ x̃).

By the sharp Gårding inequality and (6.6) for ε=1, the first of the two terms in the
right hand side is ≥χ(x̃, 0)−O(h̃) in the operator sense, hence

1
ε
Q̃≥−O(h̃)+ 1

ε
inf
x

(
Vε(x)+W (x)+χ̃Uε(x)

)
≥ 1

ε
E′−O(h̃),
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where we used (7.8) in the last step. Thus,

(7.12) Q̃≥E′−O(h).

Now restrict the attention to a domain of the form (7.7). From (7.10) we see
that the symbol q̃(x, ξ)−z belongs to Sε(R2n; r̃2

ε) is elliptic in that space. See (A.19)
and Definition A.5. Consequently, with Q̃=q̃(μ(x̃, h̃Dx̃)), the symbol of ε−1(Q̃−z)
is equal to

ξ̃2+ 1
ε
(V +W+χ̃Uε)(μx̃)+χ(x̃, ξ̃)− z

ε

and it is an elliptic element of Sε,μ(R2n; r̃2
ε,μ), where the symbol space is defined

with respect to the scales rε,μ(x̃), Rε,μ(x̃), r̃ε,μ(x, ξ) in (A.28). As in [4, Chapter 8,
Proposition 8.6] we know that the inverse (ε−1(Q̃−z))−1 is an h̃-pseudo-differential
operator with symbol in the space S1(R2n; r̃−2

ε,μ), where the subscript 1 indicates that
we use the constant scales r=1, R=1. Back in the original variable, we get (Q̃−
z)−1=Op(r) as an h-pseudo-differential operator with symbol r∈Ŝε,μ(R2n; r̃−2

ε ),
meaning that

∂α
x ∂

β
ξ r=O(1)r̃ε(x, ξ)−2μ−|α|−|β|.

Also,
r≡ 1

q̃(x, ξ)−z
mod h

μ2 Ŝε,μ(R2n; r̃−2
ε ).

We get exponentially weighted estimates for the resolvent of Q̃ in the following way:
The symbol q̃(x, ξ)−z can be extended holomorphically in ξ to a

√
ε

O(1) -neighborhood
of Rn

ξ , the extended symbol still belongs to Ŝε,μ(R2n; r̃2
ε) in the natural sense and it

is still elliptic. By the Kuranishi trick we then see that if f∈C∞(Rn) is bounded,
|∇f |≤

√
ε

O(1) , ∇f∈√εSε,μ(1), then

e
f
h (Q̃−z)e−

f
h = e

f
h Q̃e−

f
h −z

is an elliptic h-pseudo-differential operator with symbol in the class Ŝε,μ(R2n; r̃2
ε).

The inverse is an h-pseudo-differential operator with symbol in the class Ŝε,μ(R2n;
r̃−2
ε ), of norm ≤O(1

ε ). Now this inverse is equal to e
f
h (Q̃−z)−1e−

f
h , so we conclude

that

(7.13)
e

f
h (Q̃−z)−1e−

f
h = e

f
h (P int

ε +χ̃Uε−z)−1e−
f
h

=O
(1
ε

)
:L2 −→L2,

under the above assumptions on f and z.
Similarly, χ̃Uε can be viewed as an h-pseudo-differential operator with symbol

in Ŝε,μ(R2n; r2
ε) and it follows that χ̃Uε(Q̃−z)−1 and (Q̃−z)−1χ̃Uε are h-pseudo-
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differential operators with symbol in Ŝε,μ

(
R

2n; r2
ε

r̃2
ε

)
⊂Ŝε,μ(R2n; 1). We conclude

that these operators and their conjugations with exp
(
f
h

)
are O(1):L2−→L2.

We next study the resolvent of Q=P int
ε for z as in (7.7). Assume that z 
∈σ(P int

ε )
and let δ=δ(z) denote the distance from z to the spectrum. Recall the telescopic
formula

(7.14)
(Q−z)−1 =(Q̃−z)−1+(Q̃−z)−1χ̃Uε(Q̃−z)−1

+(Q̃−z)−1χ̃Uε(Q−z)−1χ̃Uε(Q̃−z)−1.

For f as above, assume in addition that

(7.15) f =Const. on supp χ̃Uε .

Now χ̃Uε =O(1),

e
f
h χ̃Uε(Q−z)−1χ̃Uεe

− f
h = χ̃Uε(Q−z)−1χ̃Uε =O

(1
δ

)
and using also (7.13) and the above remark on the composition of χ̃Uε and the
resolvent of Q̃, we get by conjugating (7.14):

e
f
h (Q−z)−1e−

f
h =O

(1
ε

)
+O

(1
δ

)
+O

(1
δ

)
,

i.e.

(7.16) e
f
h (P int

ε −z)−1e−
f
h =O(1)1

δ
:L2 −→L2.

Summing up, we have:

Proposition 7.2. Let f=fε∈C∞(Rn;R) be bounded with

|∇f | ≤
√
ε

O(1) , ∇f ∈
√
εSε,μ(R2n; 1).

Then (7.16) holds uniformly for z as in (7.7) with

dist(z, σ(P int
ε ))≥ δ > 0.

8. Study of P ext
ε

We recall the definition of the symbol

(8.1) pext
ε (x, ξ)= pε(x, ξ)+χ2

Uε
(x)β(x)e−

ξ2
2β(x)

in (6.44). With Rε, rε, r̃ε defined in (A.19), we see that

(8.2) pext
ε (x, ξ)∈Sε(R2n, r̃2

ε).
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(Notice here that in (6.43), we can replace Rε by rε since χUε has compact support
and Rε�rε on any fixed compact set.)

From Lemma 6.2, (6.36), (6.37) and (8.1) we see that if E′ is as in the cited
lemma, then

(8.3) pext
ε (x, ξ)−E′ ≥C−1r̃2

ε , x∈Bdε(Rn\Sε, r),

where r is as in the lemma. (Strictly speaking, we apply Lemma 6.2 with a slightly
increased value E′

new, where E′
new−E′� ε

O(1) , or alternatively we decrease E′ in this
section with ε

O(1) .) This means that pext
ε −z is uniformly elliptic in Sε(R2n; r̃2

ε) when
x varies in Bdε(R2n\Sε, r), uniformly for

z ∈]−O(ε), E′[+i]−O(ε),O(ε)[.

Let G, G̃ be the escape functions in Section 5 and recall that G̃ is an extension
of G from a small neighborhood of (0, 0). For simplicity, we drop the tilde in the
following, so that G now denotes the globally defined escape function. With r as
above, we may arrange so that with Uε, Sε defined after (6.18),

πx(suppG)⊂Bdε(Rn\Sε, r).

From Proposition 5.2 and (5.3) we conclude that for t>0 small enough,

pext
ε (ρ+itHG(ρ))−z ∈Sε(R2n; r̃2

ε)

is a uniformly elliptic symbol on R
2n for

(8.4) −O(ε)<�z <E′, − tε

O(1) <�z <O(ε).

Here we replace E′ by min(E′, bε) where b is given in Proposition 5.2. (In the end
we will have E′� ε

O(1) .)
We now apply Appendix A. Let Gμ(α̃)=μ−2G(μα̃). Recalling that ΛtG is

defined by �α=tHG(�α), we define ΛtGμ similarly by �α̃=tHGμ(�α̃). More ex-
plicitly, the latter manifold is given by

�α̃x = t∂α̃ξ
Gμ(�α̃), �α̃ξ =−t∂α̃x

Gμ(�α̃).

Putting α=μ α̃, we get α∈ΛtG. Thus we have the bijection

ΛtGμ � α̃ �−→μ α̃∈ΛtG.

In Appendix A, we defined the FBI-transformations T , Tμ and noted that

Tμũ(α̃; h̃)=Tu(α;h) with u(x)=μ
n
2 ũ(x̃)

for α∈ΛtG, α̃∈ΛtGμ related by α=μ α̃. See (A.32)–(A.38).
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We can define the spaces H(ΛtGμ ;mμ) as in [11, Chapter 5] and define the
space H(ΛtG;m) by requiring that (A.41) holds when mμ(α̃)=m(μ α̃).

We define

(8.5) P ext
ε :=Pε+χUεOph

(
βe−

ξ2
2β

)
χUε ,

where Oph denotes the h-Weyl quantization. We view P ext
ε as an h-quantization of

pext
ε in (8.1).

The scaling x=μ x̃ transforms the operator ε−1(P ext
ε −z) into an h̃-pseudo-

differential operator of class S(ΛtGμ ; r̃2
ε,μ) which is uniformly elliptic on ΛtGμ when

t>0 is small and fixed and z varies in the set (8.4). Consequently, this operator is
bijective with a uniformly bounded inverse H(ΛtGμ ; r̃2

ε,μ)−→H(ΛtGμ). This means
that

(8.6) P ext
ε −z : H(ΛtG; r̃2

ε)−→H(ΛtG)

is bijective with a uniformly bounded inverse for z in the set (8.4). Since r̃2
ε≥ε, it

follows that for z in the same set,

(8.7) (P ext
ε −z)−1 =

{
O(1):H(ΛtG)−→H(ΛtG, r̃

2
ε),

O
( 1
ε

)
: H(ΛtG)−→H(ΛtG).

9. Study of Pε

We will incorporate ordinary exponentially weighted estimates in the machinery
of [11] and recall from Chapter 5 in that work that the spaces H(ΛG;m) can be
defined when G(α)−g(αx) is sufficiently small in S(rR) and g−g0(αx) is sufficiently
small in Ṡ1,1(Rn)=Ṡ(Rn;R r̃) and we work with a fixed FBI transform, depending
only on g0. Moreover, when G=g(αx) is independent of αξ, then

(9.1) H(Λg) :=H(Λg; 1) =L2(Λg; e−
2
h g(x)dx).

(See [11, Proposition 5.3].) When replacing the weight 1 with suitable weights (like
a power of r̃) we get the corresponding naturally defined Sobolev spaces.

According to [11, Proposition 5.7], if G̃ is a second function with the same
structure as G and with the same basic weight g0, and if ΛG≤Λ

˜G in the sense that
G≤G̃ and if m̃ is a second order function with m≥m̃, then

(9.2) H(ΛG;m)⊂H(Λ
˜G; m̃)

and the inclusion map is uniformly bounded. For more details see Appendix A.
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This theory is based on the use of scale functions R, r, r̃ satisfying (A.1), (A.2),
(A.3), (A.5). However, the dilation in Appendix A allows us to apply it also in the
case of the scales Rε, rε, r̃ε that do not satisfy (A.5).

From [11, See the proof of Theorem 8.3.], we can partially extend the estimate
(7.16). Let f=f(x) be small in the space Ṡ(Rn;Rε rε). Then the theory applies to

Q̃ :=P int
ε +χUεOph

(
βe−

ξ2
2β

)
χUε =:P int

ε +χ̂Uε ,

cf. (8.5), slightly different from “Q̃” in (7.9). When z belongs to the set (7.7) for
E= ε

C for C1, we see that

(Q̃−z)−1 =O(1) :
{
H(Λf ; r̃−2

ε )−→H(Λf ),
H(Λf )−→H(Λf ; r̃2

ε).

By the telescopic formula (7.14) for P int
ε , with χ̃Uε replaced by χ̂Uε , we see that if

(7.15) also holds, then

(9.3) (P int
ε −z)−1−(Q̃−z)−1 =O

(1
δ

)
:

⎧⎪⎨⎪⎩
H(Λf )−→H(Λf ; r̃2

ε),
H(Λf ; r̃−2

ε )−→H(Λf ),
H(Λf )−→H(Λf ).

Since r̃2
ε≥ε, the inclusion maps

H(Λf , r̃
2
ε)−→H(Λf ) and H(Λf )−→H(Λf , r̃

−2
ε )

have norms ≤ε−1. Estimate (9.3) and the above one for (Q̃−z)−1 therefore imply
that

(9.4) (P int
ε −z)−1 =O

(1
δ

)
:

⎧⎪⎨⎪⎩
H(Λf )−→H(Λf ; r̃2

ε),
H(Λf ; r̃−2

ε )−→H(Λf ),
H(Λf )−→H(Λf ).

We choose f as above with constant 0 in (7.15):

(9.5) f =0 on suppχUε ,

with f≤0 everywhere and

(9.6) f �−Rε rε on πx

(
suppG

)
.

This implies that for t small: Λf≤ΛtG and after a further decrease of t>0, that

(9.7) W =O(1)e−
ε

O(h) : H(Λf ; r̃2
ε)−→H(ΛtG).
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Combining this with (9.4), (9.5), we get

(9.8) W (P int
ε −z)−1χ̂Uε =O(1)1

δ
e−

ε
O(h) : H(ΛtG)−→H(ΛtG).

Here we also used that

χ̂Uε =O(1) : H(Λf )−→H(ΛtG),

in view of (9.5).
In the following, we assume that

(9.9) dist (z, σ(P int))= δ≥hN0

for some fixed N0>0. Then the right hand side in (9.8) can be replaced by
O(1)e−

ε
O(h) .

We can now construct a right inverse of Pε−z. Let z vary in a set of the form
(8.4), now with 0<t�1 fixed and E′= ε

C for a fixed sufficiently large C1. In view
of the identity

(Pε−z)(P ext
ε −z)−1 =1−χ̂Uε(P ext

ε −z)−1,

we try as an approximate right inverse,

(9.10) R0(z)= (P ext
ε −z)−1+(P int

ε −z)−1χ̂Uε(P ext
ε −z)−1

=O
(1
δ

)
: H(ΛtG)−→H(ΛtG, r̃

2
ε)∩H(ΛtG).

We have

(9.11)
(Pε−z)R0(z) = 1−K with

K =W (P int
ε −z)−1χ̂Uε(P ext

ε −z)−1.

From (9.8), with the right hand side simplified to O(1)e−
ε

O(h) , we see that

(9.12) K =O(1)e−
ε

O(h) : H(ΛtG)−→H(ΛtG).

for every small fixed t>0. Then for h>0 small enough, 1−K is bijective with inverse
O(1) and we get the right inverse of Pε−z:

(9.13) R0(z)(1−K)−1 =O
(1
δ

)
: H(ΛtG)−→H(ΛtG; r̃2

ε)∩H(ΛtG).

From [11, See the end of proof of Theorem 8.3., page 99] we know that Pε−z :
H(ΛtG; r̃2

ε)−→H(ΛtG) is a Fredholm operator of index 0 so R0(z)(1−K)−1 is also
a left inverse.
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Proposition 9.1. Let 0<t�1 and let z vary in {z∈C; (8.4) and (9.9) hold},
where E′= ε

C , C1. Then for h>0 small enough, Pε−z : H(ΛtG; r̃2
ε)−→H(ΛtG) is

bijective and

(9.14) (Pε−z)−1 =O
(1
δ

)
: H(ΛtG)−→H(ΛtG; r̃2

ε)∩H(ΛtG).

By a variant of the above arguments, we also get:

Proposition 9.2. For 0<t�1 we restrict the attention to the region (8.4). In

this region we have a bijection

(9.15) b :σ(P int
ε )−→Res (Pε)

such that b(μ)−μ=O(h∞).(6)

Proof. It will be convenient to work with a different approximation of (Pε−
z)−1. Let χ0∈C∞

0 (Rn)∩Sε(1) have the property that for some small fixed r:

χ0 =
{

1 on Bdε(Uε, r),
0 on Bdε(Sε, r)

.

As a new approximation we take

(9.16) R0(z)= (P int
ε −z)−1χ0+(P ext

ε −z)−1(1−χ0),

which satisfies the estimate

(9.17) R0(z)=O
(1
δ

)
: H(ΛtG)−→H(ΛtG; r̃2

ε)∩H(ΛtG).

Then

(9.18)
(Pε−z)R0(z) = 1−W (P int

ε −z)−1χ0−χ̂Uε(P ext
ε −z)−1(1−χ0)

=: 1−K,

where (the new) K satisfies (9.12), if we assume that δ≥hN0 for some fixed N0>0.
Then,

(9.19)
(Pε−z)−1 =R0(1−K)−1 =R0+L

=O
(1
δ

)
:H(ΛtG)−→H(ΛtG; r̃2

ε)∩H(ΛtG)

(6) Strictly speaking, to obtain a bijection, we have to modify the bounds in (8.4) very
slightly, so that no point in σ(P int

ε )∪Res (Pε) is too close to the boundary of the region Ω defined
by (8.4) and we then get a bijection b:Ω∩σ(P int

ε )−→Ω∩Res (Pε), when counting the eigenvalues
and the resonances with their multiplicity.
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with

(9.20) L=O(1)e−
ε

O(h) : H(ΛtG)−→H(ΛtG; r̃2
ε).

If γ⊂Ω is a simple closed contour of uniformly bounded length, along which
δ≥hN0 , we get from (9.16), (9.19), (9.20):

(9.21) πε,γ =πint
ε,γχ0+O(1)e−

ε
O(h) : H(ΛtG)−→H(ΛtG),

where
πε,γ = 1

2πi

∫
γ

(z−Pε)−1 dz,

πint
ε,γ = 1

2πi

∫
γ

(z−P int
ε )−1 dz,

are the spectral projections of Pε, P int
ε respectively, associated to the part of the

spectra inside γ. By exponentially weighted estimates,

πint
ε,γχ0−πint

ε,γ =O(1)e−
ε

O(h)

and we conclude that
rank πε,γ =rank πint

ε,γ .

Hence Pε and P int
ε have the same number of eigenvalues inside γ. Varying γ and

N0, we get the proposition. �

10. Resolvents of other operators

We start with the resolvent of P that we realize as an operator from H(ΛtG; r̃2
ε)

to H(ΛtG) with the same G as above. Then P has discrete spectrum in the set (8.4)
and the eigenvalues are confined to the lower half plane. They are the resonances
that we want to study. Restricting now the attention to the set

(10.1) −O(ε)<�z <− ε

C
, − t

C
ε<�z <O(ε),

where C1 is large enough, we can adapt the discussion for Pε to P . Using
Proposition 5.1 rather than Proposition 5.2, we get

Proposition 10.1. Let 0<t�1 and let z vary in the set (10.1). If |�z|≥δ≥
hN0 for some fixed N0>0, then P−z :H(ΛtG; r̃2

ε)−→H(ΛtG) is bijective and

(10.2) (P−z)−1 =O
(1
δ

)
: H(ΛtG)−→H(ΛtG; r̃2

ε)∩H(ΛtG).

In addition to Pε we need a reference operator with two gaps in the spectrum
near R. Recall that P int

ε has discrete spectrum in ]−O(ε), E[, E= ε
C , and that we
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have Weyl asymptotics there by Proposition 7.1. In particular,

(10.3) #
(
σ(P int

ε )∩
(
Aε+

]
− δε

2 ,
δε

2

[ ))
=O(δεh−n),

uniformly when ε≤ε(δ), h≤h(ε, δ) (t fixed) and A varies in the interval defined by
−O(ε)+ δε

2 ≤Aε≤E− δε
2 .

Let μ1, ..., μN (with N=O(δεh−n)) be the eigenvalues of P int
ε in Aε+]− δε

2 , δε
2 [

and let e1, ..., eN∈L2(Rn) be a corresponding orthonormal family of eigenfunctions,
so that

(10.4) 1Aε+]− δε
2 , δε2 [(P int

ε )u=
∑
j

μj(u|ej)ej ,

where (·|·) is the usual inner product in L2(Rn). We create a gap in the spectrum
by moving each μj to the closest of the two boundary points Aε− δε

2 , Aε+ δε
2 : Put

μ̃j =
{
Aε− δε

2 if μj≤Aε,

Aε+ δε
2 if μj>Aε

and set

(10.5) P̃ int
ε,A,δu=P int

ε u+
∑
j

(μ̃j−μj)(u|ej)ej ,

so that the eigenvalues μj of P int
ε become the eigenvalues μ̃j of P̃ int

ε,A,δ while the
eigenvalues of P int

ε outside Aε+]− δε
2 , δε

2 [ remain unchanged.
Now we know that ej decay exponentially outside Uε, as shown in the discussion

around (9.4), so if χUε is the cutoff function in (6.43), (8.1), (8.5), then

(10.6)
∥∥P̃ int

ε,A,δ−P int
ε,A,δ

∥∥
tr =O(1)e−

ε
O(h) ,

where

(10.7) P int
ε,A,δ˝=P int

ε ˝+χUε

∑
j

(μ̃j−μj)(χUε˝|ej)ej .

From (10.6) it follows that

(10.8) σ(P int
ε,A,δ)∩

(
Aε+

[
− εδ

3 ,
εδ

3

])
=∅.

Here “3” can be replaced by any number >2.
Notice that we could have replaced the definition of P ext

ε in (8.5) by

P ext
ε ˝=Pε˝+χUε

∑
μ∈]−∞,E[∩σ(P int

ε )

(E−μ)(χUε˝|eμ)eμ,
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where eμ denotes the orthonormal system of eigenfunctions associated to the μ∈
]−∞, E[∩σ(P int

ε ).
Now, put

(10.9) Pε,A,δ˝=Pε˝+χUε

∑
j

(μ̃j−μj)(χUε˝|ej)ej ,

acting on H(ΛtG; r̃2
ε). As in Section 9, if we restrict the attention to the region

(10.1), there is a bijection

(10.10) b : σ(P int
ε,A,δ)−→Res (Pε,A,δ),

such that b(μ)−μ=O(h∞) (with the same proviso as in the footnote to Proposi-
tion 9.2). In particular, for every fixed N0>0, Pε,A,δ has no resonances outside an
hN0-neighborhood of ]

−O(ε), E′
[
\
(
Aε+

]
− εδ

2 ,
εδ

2

[)
when h is small. Outside such a neighborhood in the set (10.1), we have

(10.11)
∥∥∥(Pε,A,δ−z)−1

∥∥∥≤O(1)
(

dist
(
z,R\

(
Aε+]− εδ

2 ,
εδ

2 [
)))−1

as a bounded operator in H(ΛtG).
In the same way, we can build reference operators with two gaps. Let B∈R be a

second energy level as in (10.3) and assume in addition that B−A≥δ. We first define
P̃ int
ε,A,B,δ as in (10.5) by replacing each eigenvalue μj of P int

ε in {Aε,Bε}+]− δε
2 , δε

2 [
by the closest boundary point μ̃j of this set. Then we define P int

ε,A,B,δ as in (10.7).
We have the obvious modifications of the bijection in (10.10) and the resolvent
estimate (10.11). Let us also notice that

(10.12)

#
(
Res (Pε,A,B,δ)∩

( ]
Aε,Bε

[
+i
]
− ε

O(1) ,O(ε)
[ ))

=#
(
σ(P int

ε,A,B,δ)∩
]
Aε,Bε

[ )
=
(
ω(εB)−ω(εA)

)
(2πh)−n+O(δε)h−n,

where the volume function ω is discussed in Appendix B. This estimate is uniform
for 0<δ�1, 0<ε≤ε(δ), 0<h≤h(δ, ε). (0<t�1 is fixed.)

11. Relative determinants

Fix t>0 small so that the earlier estimates are valid in

(11.1) R=RC1,C(ε)=
]
−O(ε), ε

C

[
+i
]
− ε

C1
,O(ε)

[
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or in certain explicitly given subsets of this region. Here C, O(ε) are as in (10.1)
and C1>0 is large enough, depending on t.(7)

In (8.7) we have seen that uniformly for z∈R,

(P ext
ε −z)−1 =

⎧⎨⎩ O(1) : H(ΛtG)−→H(ΛtG; r̃2
ε),

O
(1
ε

)
: H(ΛtG)−→H(ΛtG).

From the definition of Pε in the beginning of Section 6 we see that

(11.2)
∥∥P−Pε

∥∥
tr =O(1)ε

( ε
h

)n
.

In fact, from (4.3) we see that the h-quantization of χε is unitarily equivalent to
the h=1-quantization of aε,h(x, ξ)=εχ

(√
h
ε (x, ξ)

)
. Recalling that χ∈S and that

0< h
ε ≤1, we have ∑

|α|≤2n+1

‖∂α
x,ξaε,h‖L1(R2n) ≤O

(
ε
( ε
h

)n)
and applying for instance [4, Theorem 9.4], we get ‖χε(x, hDx)‖tr≤O

(
ε
(
ε
h

)n).
Similarly from the definition of P ext

ε in (8.1), (8.5), we have

(11.3)
∥∥Pε−P ext

ε

∥∥
tr =O(1)h−n.

Thus,

(11.4)
∥∥P−P ext

ε

∥∥
tr =O(1)h−n.

We can define the following relative determinants and their logarithms for z∈R:

DP (z)= ln |det(P−z)(P ext
ε −z)−1|,(11.5)

DPε(z)= ln |det(Pε−z)(P ext
ε −z)−1|,(11.6)

DPε,δ
(z)= ln |det(Pε,δ−z)(P ext

ε −z)−1|.(11.7)

Here Pε,δ=Pε,A,B,δ is given in Section 10. We derive some upper bounds:
Write

(P−z)(P ext
ε −z)−1 =1−(P ext

ε −P )(P ext
ε −z)−1.

The last term is of trace class, so DP is well defined. More precisely,∥∥(Pε−P )(P ext
ε −z)−1∥∥

tr ≤
∥∥P ext

ε −P
∥∥

tr

∥∥(P ext
ε −z)−1∥∥≤O(ε−1)h−n,

(7) Notice that if we put εnew= ε
˜C

for ˜C fixed large enough, then the set R will contain a
rectangle of the form ]−O(εnew), εnew[+i]−εnew, εnew[ and we recover the scales in Theorem 1.1
with ε replaced by the rescaled εnew.
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where the norms and trace class norms are the ones for operators in H(ΛtG). Since
in general (see [10]),

|det(1+K)| ≤ exp
∥∥K∥∥tr,

we conclude that

(11.8) DP (z)≤O(1)ε−1h−n.

Similarly, ∥∥P ext
ε −Pε

∥∥
tr,
∥∥P ext

ε −Pε,δ

∥∥
tr =O(h−n),

so PPε(z), DPε,δ
(z) are well defined and satisfy

(11.9) PPε(z), DPε,δ
(z)≤O(1)ε−1h−n.

Next, look at

(11.10) DP (z)−DPε(z)= ln |det(P−z)(Pε−z)−1|
= ln |det(1−(Pε−P )(Pε−z)−1)|

which is well defined away from σ(Pε) and bounded from above by

(11.11)
∥∥(Pε−P )(Pε−z)−1)

∥∥
tr ≤

∥∥Pε−P
∥∥

tr

∥∥(Pε−z)−1∥∥
≤O(1)εn+1h−n

∥∥(Pε−z)−1∥∥.
We know from (9.19), that

(11.12)
∥∥(Pε−z)−1∥∥≤ O(1)

εδ
, for z ∈R with |�z|>δε.

This is uniform for 0<ε≤ε(δ)�1, 0<h≤h(δ, ε). From this and (11.11), (11.10), we
get the upper bound,

(11.13) DP (z)−DPε(z)≤O(1)1
δ

( ε
h

)n
, for z ∈R with |�z|>δε.

We also have lower bounds in a smaller part of R. From Proposition 10.1 we
know that

(11.14)
∥∥(P−z)−1∥∥≤ O(1)

δε
,

for

(11.15) z ∈R with |�z|>δε and �z <− ε

O(1) ,
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where the upper bound on �z is the same as in (10.1). Exchanging P and Pε in
(11.10),

(11.16) DPε(z)−DP (z)= ln |det(1−(P−Pε)(P−z)−1|,

we then get, for z in the subset (11.15),

(11.17) DP (z)−DPε(z)≥−O(1)1
δ

( ε
h

)n
.

We shall apply Jensen’s formula and related estimates, following [15, Section
5]. Assume for simplicity that we have − ε

O(1) =− ε
2 in (11.15). Let

(11.18) z0 =−ε−i
ε

2C1
,

where C1 is the constant in (11.1), so that (11.17) holds for z=z0. (The following
can also be carried out in the upper half-plane with z0=−ε+i ε

2C1
.) It will be

convenient to work in the rescaled variable z̃ with z=ε z̃, so that

(11.19) z̃0 =−1−i
1

2C1
,

and we put D̃P (z̃)=DP (z) and similarly for the other DP(...) . Let r0=ε r̃0 be the
largest number such that

(11.20) D(z0, r0)⊂Rδ :=
{
z ∈R; �z <−δε

}
.

(More explicitly, r0=( 1
2C1

−δ)ε.) Consider the holomorphic function f̃(z̃)=f(z),

(11.21) f(z)=det
(
(P−z)(Pε−z)−1) ,

for z∈D(z0, r0) (corresponding to z̃∈D(z̃0, r̃0)). By (11.13), we have

(11.22) |f(z)| ≤ exp
(
O(1)1

δ

( ε
h

)n)
, z ∈D(z0, r0).

Moreover,

(11.23) |f(z0)| ≥ exp
(
−O(1)1

δ

( ε
h

)n)
,

since (11.17) holds for z=z0. From Jensen’s formula it follows that the number
of zeros of f̃ in D(z̃0, (1−θ)r̃0) is ≤Oδ(1)εnh−n, if θ∈]0, 1[ is any fixed constant.
Equivalently, f has ≤Oδ(1)εnh−n zeros in D(z0, (1−θ)r0).
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Let zj=ε z̃j , j=1, 2, ..., N be the zeros of f in D(z0, (1−θ)r0), repeated accord-
ing to their multiplicity, and put

Dw(z;h)=
N∏
j=1

(z̃−z̃j), z = ε z̃.

Repeating the (standard) arguments in [15], we see that

(11.24) |Dw(z;h)| ≤ exp
(
Oδ(1)εnh−n

)
in D(z0, (1−θ)r0)

and that for any interval I∈
[
0, (1−θ)r̃0

[
of length |I|>0 there exists r̃1∈I such that

(11.25) |Dw(z;h)| ≥ exp
(
−Oδ,|I|(1)

( ε
h

)n)
when |z−z0|= r1 := εr̃1.

Next, write

(11.26) f(z)= eG(z)Dw(z;h),

with G holomorphic in D
(
z0, (1−θ)r0

)
. Using the above bounds and Harnack’s

inequality (as in [15, Section 5]) we get

(11.27) |G(z)| ≤Oδ(1)εnh−n, z ∈D(z0, (1−θ)2r0)

and for any interval I∈
[
0, (1−θ)2r̃0

[
of length |I|>0 there exists r̃1∈I such that

(11.28) |f(z)| ≥ exp
(
−Oδ,|I|(1)εnh−n

)
when |z−z0|= r1 := εr̃1.

In other words,

(11.29) DP −DPε ≥−Oδ,|I|(1)εnh−n,

for z as in (11.28). Here we can take |I|=(1−θ)2r̃0−(1−θ)3r̃0 and find a corre-
sponding r1 with (1−θ)3r0≤r1<(1−θ)2r0.

The argument can now be repeated, by replacing z0 by any new point on
∂D(z0, r1)... In this way, we continue until we have covered Rδ\(∂Rδ+D(0, δε))
with Oδ(1) discs, and recalling that the zeros of f in (11.21) are the resonances of
P in Rδ, we get the following result:

Proposition 11.1. Define Rδ as in (11.20), (11.1). Then

(A) The number of resonances in Rδ\(∂Rδ+D(0, εδ)) is ≤Oδ(1)εnh−n with the

usual convention that 0<ε≤ε(δ), 0<h≤h(δ, ε).

(B) For all a, b with 0<a<b<1 independent of ε, δ and all segments J⊂I⊂Rδ\
(∂Rδ+D(0, εδ)) of lengths |J |=aε, |I|=bε, there exists z∈J such that

(11.30) DP (z)−DPε(z)≥−Oa,b,δ(1)εnh−n.
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Notice that Proposition 11.1 remains valid if we replace Rδ, defined in (11.20),
with

(11.31) R+
δ = {z ∈R; �z > εδ}.

Then (A) holds trivially since there are no resonances in the upper half-plane.
We recall the bounds (11.13), (11.17). In order to simplify the notations, we

assume that the proposition is valid in all of Rδ (and in R+
δ ), as can be achieved by

a slight dilation of the parameters.
In order to complete the proof of Theorem 1.1, we shall work with DP (z)−

DPε,δ
(z), exploiting the fact that DPε,δ

is harmonic in

(11.32) Rε,δ :=
{
z ∈R; |�z|>εδ or |�z−Aε|< εδ

4 or |�z−Bε|< εδ

4

}
.

See Figure 2. Here Pε,δ=Pε,A,B,δ is discussed in Section 10 and we know from that
discussion that ∥∥Pε−Pε,δ

∥∥≤O(εδ),
∥∥Pε−Pε,δ

∥∥
tr ≤O(εδ) εδ

hn
.

For z in the region Rε,δ we have

(11.33)

DPε(z)−DPε,δ
(z) = ln

∣∣det(Pε−z)(Pε,δ−z)−1∣∣
≤
∥∥(Pε−Pε,δ)(Pε,δ−z)−1∥∥

tr

≤
∥∥Pε−Pε,δ

∥∥
tr

∥∥(Pε,δ−z)−1∥∥
≤O(1)(εδ)2

hn

1
εδ

=O(1) εδ
hn

.

Here we also use (10.11) or rather its natural analogue for Pε,A,B,δ.
Since

∥∥P−Pε

∥∥
tr≤O(1)εn+1h−n≤O(1)(εδ)2h−n when 0<ε≤ε(δ), we have

(11.34) DP −DPε,δ
≤O(εδ)h−n

in (11.32). Indeed, this follows from (11.33) after replacing Pε there with P .
On the smaller set

(11.35) Rδ := {z ∈R; |�z|>εδ},

we have

(11.36)
∥∥(Pε−z)−1∥∥≤ O(1)

δε
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and exchanging Pε and Pε,δ in (11.33), we get DPε−DPε,δ
≥−O(εδ)h−n, hence with

(11.33):

(11.37)
∣∣DPε−DPε,δ

∣∣≤O(1) εδ
hn

,

for z in the set (11.35). This means that the estimates (11.13), (11.30) for DP −
DPε carry over to DP −DPε,δ

, provided that we replace the remainder estimates
O...(1)εnh−n by O(εδ)h−n: For z∈Rδ, we have statement (B) in Proposition 11.1
with

(11.38) DP (z)−DPε,δ
(z)≥−O(εδ)h−n,

instead of (11.30).
To get lower bounds in Aε+]− εδ

4 , εδ
4 [+i]−εδ, εδ[ (and similarly with B instead

of A, we can apply the above arguments for DP −DPε in Rδ to DP −DPε,δ
in Aε+

]− εδ
4 , εδ

4 [+i]−εδ, εδ[, now starting at the point z0=Aε+i2εδ and get:

Proposition 11.2.
(A) The number of resonances of P in Aε+]− εδ

4 , εδ
4 [+i]−εδ, εδ [(i.e. the zeros

of det
(
(P−z)(Pε,δ−z)−1)) is ≤O(εδ)h−n.

(B) For all a, b with 0<a<b<1, independent of ε, δ and all segments J⊂I⊂
Aε+]− εδ

4 , εδ
4 [+i]−εδ, εδ[ of length |J |=aδε, |I|=bδε, there exist z∈J , such that

(11.39) DP (z)−DPε,δ
(z)≥−Oa,b(εδ)h−n.

The same statements hold with B instead of A.

12. End of the proof

We study the number of resonances in the rectangle

(12.1) Γ =
]
Aε,Bε

[
+i
]
− ε

2C1
,

ε

2C1

[
,

where A,B and C1 are positive constants, (see (11.1) and Section 10). Set

(12.2) γ = ∂Γ .

Again it is convenient to scale: z=εz̃ and use γ̃=∂Γ̃ where

(12.3) Γ̃ =
]
A,B

[
+i
]
− 1

2C1
,

1
2C1

[
.
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We shall apply Theorem 1.1 of [16], (see also [17, Theorem 12.1.1]). In the
rescaled variable z̃, we choose the Lipschitz weight on γ̃:

(12.4) d̃(z̃)= 1
C

(
δ+ 1

2 |�(z̃)|
)
, with C > 1 large enough,

satisfying (cf. [16, (1.1)–(1.5)]):

|d̃(z̃)−d̃(w̃)| ≤ 1
2 |z̃−w̃|, ∀z̃, w̃∈ γ̃.

Extend d̃ to all C by setting

d̃(z̃)= inf
w̃∈γ̃

(
d̃(w̃)+ 1

2 |z̃−w̃|
)
, ∀z̃ ∈C.

This extended function is also Lipschitz of modulus at most 1
2 , such that d̃(z̃)≥

1
2dist(z̃, γ̃) and

|z̃−w̃| ≤ d̃(w̃)==⇒ d̃(w̃)
2 ≤ d̃(z̃)≤ 3d̃(w̃)

2 .

Choose z̃0
j ∈γ̃, j=0, 1, ..., N−1 distributed along γ̃=∂Γ̃ in the positively oriented

sense such that

(12.5)
d̃(z̃0

j )
k

≤ |z̃0
j+1−z̃0

j | ≤
d̃(z̃0

j )
2 , 0≤ j≤N−1

with the convention that j+1=0 when j=N−1, and for some k>2. Define

(12.6) ϕ(z) :=hn
(
DPε,δ

(z)+Cεδ
)

with C>0 large enough so that

(12.7) DP (z)≤h−nϕ(z) in the set (11.32).

The z̃0
j in {A,B}+i]−δ, δ[ are choosen according to (B) in Proposition 11.2 so

that (11.39) holds when z=z0
j :=εz̃0

j . Hence

(12.8) DP (z0
j )≥h−n

(
ϕ(z0

j )−εj
)
,

where εj>0 is independent of j, of the form

(12.9) εj =C0εδ

with C0>0 large enough. The z0
j ∈∂Γ with |�z0

j |>εδ are chosen according to (B)
in Proposition 11.1, for which we have (11.38) and hence (12.8).

Consider the points z̃0
1 , z̃

0
2 , ..., z̃

0
K on B+i]δ, 1

2C1
[ (possibly after relabeling) or-

dered so that �(z̃0
1)<�(z̃0

2)<...<�(z̃0
K). From (12.5) we see that �(z̃0

j ) growths
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geometrically with j and it follows that K≤O(1)| ln(δ)|. The same holds for the
corresponding points on B+i]− 1

2C1
,−δ[, A+i]δ, 1

2C1
[ and A+i]− 1

2C1
,−δ[. The to-

tal number of points z̃0
j on γ̃ is N=O(1)| ln(δ)|.

Notice that φ(z) is harmonic in
⋃N−1

j=0 D(z0
j , rj). Apply Theorem 1.1 in [16] (or

[17, Theorem 12.1.1]) with h there is replaced by hn: We get in view of (12.9),

∣∣∣#(D−1
P (0)∩Γ

)
− 1

2πhn

∫
Γ

Δ
(
hnDPε,δ

(z)
)
L(dz)

∣∣∣≤O(1)h−nNεδ

=O(1)h−nεδ| ln δ|,

where we first work in the z̃-variable but notice that∫
1
εΓ

Δz̃

(
DPε,δ

(z̃)
)
L(dz̃)=

∫
Γ

Δz

(
DPε,δ

(z)
)
L(dz).

Here 1
2π
∫
Γ Δ
(
hnDPε,δ

(z)L(dz) is equal to the number of zeros in Γ of DPε,δ
or

equivalently the number of resonances in Γ of Pε,δ. By (10.12) this number is
equal to (2πh)−n(ω(εB)−ω(εA))+O(δ| ln δ|ε)h−n. This gives (B) in Theorem 1.1
(with a=εA and b=εB), since we already have the part (A) which follows from
Proposition 11.1, (A).

A. Review of [11] and adaptation to the dilated situation

In this appendix we recall very briefly some basic microlocal tools developed
in [11] for the study of semiclassical resonances and adapt them to our situation.
To some extent, we shall follow the review in [12, Section 5].

A.1. Order functions and symbols:

Let R, r∈C∞(Rn; ]0,+∞[ ), satisfy for all α∈Nn:

∂α
xR(x)=O(1)R(x)1−|α|,(A.1)

∂α
x r(x)=O(1)r(x)R(x)−|α|.(A.2)

Define r̃(x, ξ)∈C∞(R2n; ]0,+∞[) by

(A.3) r̃(x, ξ)=
(
r(x)2+ξ2) 1

2 .

Then

(A.4) ∂α
x ∂

β
ξ r̃(x, ξ)=O(1)r̃(x, ξ)1−|β|R(x)−|α|.
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We make the important assumption that

(A.5) r(x)≥ 1, r(x)R(x)≥ 1.

The quantities R, r, r̃ are our basic scale functions. The functions R and r̃ give the
scale in x and ξ, respectively.

Definition A.1. (Order functions)
(a) We say that m∈C∞(R2n; ]0,+∞[) is an order function if

(A.6) ∂α
x ∂

β
ξ m(x, ξ)=O(1)m(x, ξ)R(x)−|α|r̃(x, ξ)−|β|,

for all α, β∈Nn.

(b) A function m=m(x)∈C∞(Rn; ]0,+∞[), independent of ξ, is an order func-

tion if

∂α
xm(x)=O(1)m(x)R(x)−|α|,

for all α∈Nn.

Any finite product
(
m1(x, ξ)×...×mN (x, ξ)

)
of order functions is an order

function. We notice that R, r, r̃ are order functions.

Definition A.2. (Symbol classes) Let m be an order function.

(a) We say that a∈C∞(R2n) is a symbol of order m and write a∈S(R2n;m),
if for all α, β∈Nn,

(A.7) ∂α
x ∂

β
ξ a(x, ξ)=O(1)m(x, ξ)R(x)−|α|r̃(x, ξ)−|β| on R

2n.

(b) We write a∈Ṡ(R2n,m) when (A.7) holds for all α, β∈Nn with |α|+|β|>0.
(c) If U is open subset of R2n we define S(U ;m) similarly, replacing R

2n by U .

Sometimes m, a,R, r depend on parameters. We then require (A.1), (A.2),
(A.6), (A.7), to hold uniformly with respect to the parameters, if nothing else is
specified.

For more details see [11, Chapter 1, pp. 7–15].

A.2. IR-Lagrangian manifolds:

Let G∈Ṡ(R2n;R r̃) be real-valued. Then the manifold

(A.8) ΛG =
{

(x, ξ)∈C
2n; �(x, ξ)=HG

(
�(x, ξ)

)}
is I-Lagrangian, i.e. Lagrangian in C

2n for the real symplectic form −�σ, where
σ=
∑

1≤j≤n dξj∧dxj is the complex symplectic form.
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The one-form −�(ξ ·dx)∣∣ΛG
is closed on C

2n and hence exact for topological
reasons. The primitive H is unique up to a constant and we can choose

(A.9) H =−�ξ ·�x+G
(
�(x, ξ))=G(�(x, ξ)

)
−�ξ ·G′

ξ

(
�(x, ξ)

)
.

If we also assume that G is small in Ṡ(R r̃), then ΛG is R-symplectic, i.e. a
symplectic sub-manifold of C2n, equipped with the symplectic form �σ. In other
words, σ|ΛG

is a (real) symplectic form on ΛG and we have the volume element

dα= 1
n!
(
σ∧n

)∣∣ΛG
.

For more details see [11, Chapter 2, p. 16].

A.3. FBI-transforms and weighted Hilbert spaces:

Clearly (A.8) gives a parametrization

R
2n � ρ �−→ ρ+iHG(ρ)

of ΛG and we can then define symbol spaces S(ΛG;m) of functions on ΛG by pulling
back functions and weights to R2n. In particular, we define the scales R and r̃ by
this pull back.

Let λ=λ(α)∈S(ΛG;R−1 r̃) be positive, elliptic in the sense that λ is non-
vanishing and λ−1∈S(ΛG; R r̃−1) and put

(A.10) φ(α, y)= (αx−y)αξ+i
λ(α)

2 (αx−y)2

with α=(αx, αξ)∈ΛG and y∈Cn.
The amplitude will be a C

n+1-valued smooth function t(α, y;h) on ΛG×C
n
y

which is affine linear in y. When discussing symbol properties of such functions we
restrict the attention to a region

(A.11) |y−αx|<O(1)R(αx),

and with this convention, we require that t∈h− 3n
4 S(ΛG;R−n

4 r̃
n
4 ) and that t,

∂y1t, ..., ∂ynt are maximally linearly independent in the sense that with t treated as
a column vector,

(A.12)
∣∣det

(
t ∂y1t ... ∂ynt

)∣∣�R−n
(
h− 3n

4 R−n
4 r̃

n
4

)n+1
.

(Vector valued symbols appear naturally after substitution of variables in a Gaussian
resolution of the identity, see [11, Section 4].)
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Notice that the determinant is independent of y. If B0 is the canonical basis
in Cn+1, we can choose, for all α∈ΛG and y∈Cn satisfying (A.11),

(A.13) t(α, y;h)= t0(α;h)

⎛⎜⎜⎜⎜⎝
1

αx1−y1
R(αx)

...
αxn−yn

R(αx)

⎞⎟⎟⎟⎟⎠
B0

,

where t0(˝;h)∈h− 3n
4 S(ΛG;R−n

4 r̃
n
4 ).

Let χ∈C∞
0
(
B(0, 1

C )
)

be equal to one in B(0, 1
2C ), where C>0 is large enough.

We define the FBI-transform

T :D′(Rn)−→C∞(ΛG;Cn+1)

by

(A.14) Tu(α;h)=
∫

e
i
hφ(α,y)t(α, y;h)χα(y)u(y) dy,

where χα(y)=χ
(

y1−
αx1
R(
αx) , ...,

yn−
αxn

R(
αx)

)
. Here the domain of integration is equal to

Rn and the integral is defined as the bilinear scalar product of u∈D′(Rn) and a test
function in C∞

0 (Rn).
We assume from now on that G belongs to S(R2n;R r̃). We also assume:

(A.15)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
There exist g0 = g0(x)∈S(R2n;Rr), such that
G(x, ξ)−g0(x) has its support in a region where
|ξ| ≤O(r(x)) and G(x, ξ)−g0(x) is sufficiently
small in S(R2n;Rr).

Notice that the order function r̃ is controlled by r in the region |ξ|≤O(r(x)).
Let H be given in (A.9). Then H∈S(ΛG;R r̃). Using T we shall define the

function spaces H(ΛG;m), essentially by requiring that

Tu∈L2(ΛG;m2e−
2
hHdα).

Here, m is an order function.
Let G satisfy (A.15) and be sufficiently small in S(R2n;R r̃), or more generally,

assume (A.15). Define H as in (A.9), let m be an order function on ΛG and let T be
an associated FBI-transform as in (A.14). In [11, Proposition 4.4] it is shown that
T is injective on C∞

0 (Rn) and also on more general Sobolev spaces with exponential
weights, by the construction of an approximate left inverse of T which works with
exponentially small errors. See [11, Chapter 4, pp. 20–42] for accurate results.
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Definition A.3. (Sobolev spaces associated to the IR-manifolds) The set

H(ΛG;m) is the completion of C∞
0 (Rn) for the norm

(A.16)
∥∥u∥∥

H(ΛG;m) =
∥∥Tu∥∥

L2(ΛG;m2e−
2
h

Hdα)
.

The following facts were established in [11, Chapter 5, pp. 43–54]:
• H(ΛG;m) is a Hilbert space.
• If we modify the choice of λ and t in the definition of T , we get the same

space H(ΛG;m) and the new norm is uniformly equivalent to the earlier one, when
h tends to 0.

• If G1≤G2 and m1≥m2, then H(ΛG1 ;m1)⊂H(ΛG2 ;m2), and the inclusion
map is uniformly bounded.

• When G=g(x) is independent of ξ and m=m0(x), we get

H(ΛG;m)=L2(Rn;m2
0e

− 2
h g(x) dx)

with uniform equivalence of norms. More generally, when G=g(x) and m(x, ξ)=

m0(x)
(

r̃(x,ξ)
r(x)

)N0
with N0∈R, then H(ΛG;m) is the naturally defined exponentially

weighted Sobolev space.

A.4. Schrödinger operator on H(ΛG;m):

We now consider a Schrödinger operator

(A.17) P =−h2Δ+V (x), x∈R
n,

where V is real-valued and

(A.18) V ∈S(Rn; r2),

so that the symbol p(x, ξ)=ξ2+V (x) belongs to S(R2n; r̃2).
A basic element in the theory is that if V extends holomorphically to a trun-

cated sector ΓC as in (1.1), and the extension satisfies |V (x)|≤O(1)r(�x)2, and if
G satisfies (A.15) with G−g0=0 near the analytic singular support of V , then

P : H(ΛG; r̃2)−→H(ΛG)

can be viewed as an h-pseudo-differential operator with leading symbol p|ΛG
. For

precise results, see [11, Chapter 6, Théorèmes 6.8, 6.8(corrigé), and the paragraph
in the pages 77–78].
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A.5. Dilations

Let ε0 be a positive small constant. For ε∈]0, ε0], we introduce the basic scale
functions:

(A.19)
Rε(x)= (ε+x2) 1

2 , rε(x)= (ε+x2) 1
2

(1+x2) 1
2

and r̃ε(x, ξ)= (rε(x)2+ξ2) 1
2 .

As above, with these scales, we define the notion of order functions and symbols.
To emphasize the dependence on the parameter ε, we add it in the notations as
follows:

Definition A.4. (ε-Order functions)
(a) We say that m∈C∞(R2n; ]0,+∞[) is an ε-order function if

(A.20) ∂α
x ∂

β
ξ m(x, ξ)=O(1)m(x, ξ)Rε(x)−|α|r̃ε(x, ξ)−|β|,

for all α, β∈Nn.

(b) A function m=m(x)∈C∞(Rn; ]0,+∞[), independent of ξ, is an ε-order

function if

∂α
xm(x)=O(1)m(x)Rε(x)−|α|,

for all α∈Nn.

We require the estimates to be uniform in ε. In the special case when ε is fixed
=1, we get an order function in the sense of [11].

Definition A.5. (ε-Symbol classes) Let m be an ε-order function.

(a) We say that a∈C∞(R2n) is an ε-symbol of order m and write a∈
Sε(R2n;m), if for all α, β∈Nn,

(A.21) ∂α
x ∂

β
ξ a(x, ξ)=O(1)m(x, ξ)Rε(x)−|α|r̃ε(x, ξ)−|β| on R

2n.

(b) We write a∈Ṡε(R2n,m) when (A.21) holds for all α, β∈Nn with |α|+|β|>0.
(c) If U is open subset of R2n we define Sε(U ;m) similarly, replacing R2n by U .

Now return to our Schrödinger operator P as in Theorem 1.1. Let G=Gε or
G=G

Cε
˜C be the local escape functions in Propositions 3.1, 4.1, 5.1, 5.2. At the end of

Section 5 we recalled how to extend G to a global escape function G̃ satisfying (5.22),
(5.23) away from a fixed neighborhood of (0, 0). We now drop the tilde and denote
by G (or Gε, G

Cε
˜C ) this global escape function for which the above cited propositions

hold near (0, 0), in addition to (5.22), (5.23). We also have G∈Sε(R2n;Rε r̃ε) and
we can arrange so that |ξ|≤O(1)rε(x) for (x, ξ)∈suppG.
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We wish to apply [11] to the operators P , Pε and P ext
ε given by (6.1), (6.2)

and (8.5) respectively with the scale functions R=Rε, r=rε, r̃ε given by (A.19).
Notice that these functions satisfy (A.1), (A.2), (A.4). However (A.5) does not hold
near x=0 and we only have

(A.22) rε(x)≥
√
ε, Rε(x)rε(x)≥ ε.

In order to remedy for the failure of (A.5), we make the change of variables

x=μ x̃ with μ=
√
ε

and introduce a new semi-classical parameter, by requiring that

(A.23) hDx =μh̃Dx̃, i.e., h̃= h

μ2 .

Assuming from now on that

(A.24) ε≥h
1
2−α0 , for some fixed α0 > 0,

we see that h̃ tends to 0 when h goes to 0.
The corresponding dilation of a semi-classical operator Q=q(x, hDx) is Q̃=

q(μ(x̃, h̃Dx̃)), whose semi-classical symbol (with respect to h̃) is given by

(A.25) q̃(x̃, ξ̃)= q(μx̃, μξ̃).

The balls B(x;Rε(x)) and B(ξ; r̃ε(x, ξ)) become B
(
x̃, 1

μRε(μx̃)
)

and

B
(
ξ̃, 1

μ r̃ε(μx̃, μξ̃)
)

respectively in the x̃, ξ̃ coordinates. It is then natural to put:

Rε,μ(x̃)= 1
μ
Rε(μx̃), rε,μ(x̃)= 1

μ
rε(μx̃),(A.26)

r̃ε,μ(x̃, ξ̃)= 1
μ
r̃ε(μx̃, μξ̃)=

(
rε,μ(x̃)2+ξ̃2

)1
2
.(A.27)

Recalling that μ=
√
ε, we get more explicitly,

(A.28) Rε,μ(x̃)= (1+x̃2) 1
2 , rε,μ(x̃)= (1+x̃2) 1

2

(1+εx̃2) 1
2
.

The rescaled functions satisfy (A.1), (A.2), ((A.4)) and (A.5):

∂α
x̃Rε,μ =O(1)R1−|α|

ε,μ , ∂α
x̃ rε,μ =O(1)rε,μR−|α|

ε,μ .(A.29)
rε,μ(x̃)≥ 1 and rε,μ(x̃)Rε,μ(x̃)≥ 1.(A.30)
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Let Sε,μ(˝;mε,μ) denote the symbol space S(˝;m), defined as above, but now
with respect to the scales rε,μ, Rε,μ, r̃ε,μ (from now on μ-scales for short), with
mε,μ being an order function: mε,μ∈Sε,μ(˝;mε,μ).

If m is an order function for the scales rε, Rε, r̃ε (from now on ε-scales) and
a∈Sε(˝;mε) and if we define

(A.31) aμ(x̃, ξ̃)= a(μ(x̃, ξ̃)), mε,μ(x̃, ξ̃)=mε(μ(x̃, ξ̃)),

then mμ is an order function for the μ-scales and aε,μ∈Sε,μ(mμ).
Consider an FBI-transform T as in (A.10)–(A.14) and let G, g0 be as in the

corresponding discussion so that (A.15) holds with respect to the ε-scales. In (A.14)
we make the change of variables,

α=μ α̃, y=μ ỹ

and define ũ(ỹ) by

(A.32) u(y)=μ
n
2 ũ(ỹ),

so that the map {
L2(Cn; dy)−→L2(Cn; dỹ)

u(˝) �−→ ũ(˜̋)
is unitary.

We have 1
h φ(α, y)= 1

h̃
φμ(α̃, ỹ), where

φμ(α̃, ỹ)= 1
μ2 φ(μα̃, μỹ)= (α̃x−ỹ)·α̃ξ+i

λ̃(α̃)
2 (α̃x−ỹ)2,

and λ̃(α̃)=λ( α̃μ )∈Sε,μ(ΛGμ ;Rε,μ r̃ε,μ) is elliptic and positive. Here ΛGμ is the
I-Lagrangian manifold associated to the escape function Gμ (in the μ-scales) given
by (A.39) below. We have

(A.33) Tu(α;h)=Tμũ(α̃; h̃),

where

Tμũ(α̃; h̃)=
∫

e
i
h̃
φ̃(α,y)tμ(α̃, ỹ; h̃)χα̃(ỹ)ũ(ỹ) dỹ,(A.34)

χ̃α̃(ỹ)=χα(y),(A.35)

and

(A.36) tμ(α̃, ỹ; h̃)=μ
3n
2 t(α, y;h)=μ

3n
2 t(μα̃, μỹ;μ2h̃).
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The function χ̃ has the same cut-off properties in the μ-scales as χα in the ε-scales.
Moreover, tμ is affine linear in ỹ and

(A.37) tμ ∈ h̃− 3n
4 Sε,μ(ΛGμ ;R−n

4
ε,μ r̃

n
4
ε,μ).

From (A.12) we get by straight forward calculation,

(A.38)
∣∣det

(
tμ ∂ỹ1tμ ... ∂ỹntμ

)∣∣�R−n
ε,μ

(
h̃− 3n

4 R
−n

4
ε,μ r̃

n
4
ε,μ

)n+1
,

which is analogous to (A.12).
Let G∈S(R2n;Rε r̃ε) be real-valued. Define Gμ by

(A.39) 1
h
G(α)= 1

h̃
Gμ(α̃), i.e. Gμ(α̃)= 1

μ2G
( α̃
μ

)
.

Then
Gμ ∈μ−2Sε,μ

(
R

2n; (μRε,μ) (μr̃ε,μ)
)
=Sε,μ(R2n;Rε,μ r̃ε,μ).

If (A.15) holds for the ε-scales, then it also holds for Gμ, g0,μ for the μ-scales with
g0,μ(α̃x)=μ−2g0(μα̃x).

With H as in (A.9) we get by straight forward calculation,

(A.40) H(α)=μ2Hμ(α̃),

where
Hμ(α̃)=Gμ(�α̃)−�α̃ξ ·∂ξ̃Gμ(�α̃).

Since the weights Rε,μ, rε,μ, r̃ε,μ satisfy (A.1), (A.2), (A.4) and (A.5) we can define
the Sobolev spaces ΛGμ , H(ΛGμ ;mε,μ), associated to the IR-manifolds as in Defi-
nition A.3. In view of (A.33) this allows us to define the spaces H(ΛG;m) for the
scales rε, Rε, r̃ε:

We say that u∈H(ΛG;mε) if ũ∈H(ΛGμ ;mε,μ) with m←→mε,μ, u←→ũ and
G←→Gμ related as above, see (A.31), (A.32) and (A.39).

For u∈H(ΛG;mε) we choose the norm∥∥u∥∥
H(ΛG;mε)

=
∥∥Tu∥∥

L2(ΛG;m2
εe

− 2
h

H dα)
.

Defining similarly ∥∥ũ∥∥
H(ΛGμ ;mε,μ) =

∥∥Tμũ
∥∥
L2(ΛGμ ;m2

ε,μe
− 2

h̃
Hμ dα̃)

,

we find,

(A.41)
∥∥u∥∥

H(ΛG;mε)
=μn

∥∥ũ∥∥
H(ΛGμ ;mε,μ),
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since dα=μ2ndα̃ and the relationships between the different involved quantities
(See (A.31), (A.32), (A.39) and (A.40)).

In conclusion, the changes of variables above allow us to replace the scales rε,
Rε, r̃ε that do not satisfy (A.5) by the scales rε,μ, Rε,μ, r̃ε,μ that do so, and we can
then apply the theory of [11].

B. Volume functions

Recall that ω(E) is defined by (1.16) or (1.17) when E≤0. The saddle point
being x=0, we choose coordinates as in the beginning of Section 3. We extend
ω(E) to small positive values of E by replacing U0 in (1.16) or (1.17) with Ũ0 :=
{x∈neigh(U 0,R

n); xn≤0 when x∈neigh (0,Rn)}. Then (1.18) remains valid again
with U0 replaced by Ũ0 and this gives a nice C1-extension of ω(E) to E∈neigh(0,R).
The volume ωε(E) in (7.5), can be written

(B.1) ωε(E)=
∫

˜U0

(∫
pε(x,ξ)≤E

dξ

)
dx.

Recall that pε is given by (4.8), (4.3). Assume for simplicity that χ(x, 0)≥χ(x, ξ)
for all ξ∈Rn. Then, since

pε(x, ξ)= ξ2+V (x)+χε(x, ξ),

where χε is given by (4.3), we have

(B.2) ξ2+V (x)≤ pε(x, ξ)≤ ξ2+V (x)+χε(x, 0)

and it follows that

(B.3) Cn

∫
˜U0

(
E−(V (x)+χε(x, 0))

)n
2
+ dx≤ωε(E)≤Cn

∫
˜U0

(
E−V (x)

)n
2
+ dx ,

where Cn=vol
(
BRn(0, 1)

)
= π

n
2

Γ(n
2 +1) , and the last member is ω(E) by (1.17). Using

that [0, 1]�t �−→
(
E−(V (x)+tχε(x, 0))

)n
2
+ is a convex function, we get

(
E−V (x)

)n
2
+−

(
E−(V (x)+χε(x, 0))

)n
2
+ ≤ n

2
(
E−V (x)

)n
2 −1
+ χε(x, 0)
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so by (B.3):

(B.4)

0≤ω(E)−ωε(E)≤ π
n
2

Γ(n2 )

∫
˜U0

(
E−V (x)

)n
2 −1
+ χε(x, 0) dx

≤O(1)
∫

˜U0

χε(x, 0) dx

≤O(ε)εn
2

≤O(1)ε2 .
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