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On the constant in Holder’s inequality
By Sven H. HiLpine

With 5 figures in the text

It is well known that the ‘=" in the so-called Holder’s inequality in one of
its forms

L L 1 1
(1a) Db = (Da) (X)) (ﬁq’:l)
or
1_ 1 1 )
(1b) [1@rg@ —7de < ([ @ da) ([ 9@ dz) 0<r<1)
0 0 0
oceurs only if az =4- bZL for all n
or

(@) =g(z)
If {a.} and {b,} (or f(x and g'x) are subjected td some restrictive conditions
that exclude the proportionality just mentioned, then one can have only '<<.

We shall consider the most general form of Hélder’s inequality, which in-
cludes (1a) and (1b), and study the value of the Lebesgue-Stieltjes integral

) L={(=y@z)"de@ O=r=<1)
E

where f(z) and g (x) are non-negative functions and ¢ (z) an Increasing func-
tion on the set E. Holder’s inequality then takes the form

) L=6,-1I-1," 0=6,<1)

In the following we shall assume throughout that the functions f(x) and ¢ (z)
are normalized in such a way that

which is no real restriction of the study.
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Then we have
I, <6, (0<r<<1)

and I, =1, if and only if 7 (z) = g (z).

In this note we are going to determine the best possible value of 6, (i.e.
the least upper bound of I,) under various assumptions that exclude the
possibility f(z) = g (z).

Searching the best value of 6, one can a priori suppose that ¢ (z) >0 on F.
For the addition to E of a set where g(z) =0 will leave the values of I, and
Iy unchanged, while I, may increase; thus the quotient I,/I;I, will certainly
not attain lower maximal values if we suppose that ¢ (z) 7 0 everywhere on E.

If g(x) >0, on can define u () ZQE% and dy(x) =g @) de(x) and write
Irzfu(x)’dy)(x) (0 <r<<l)
E

Then I, =1 if and only if u(z) = 1.

We now start with a hypothesis that excludes this possibility: we suppose
that w(x) does not take any values in the interval (a, b), where a <<1<Cb,
Let us regard

v a b
Fu)y=|u o br
|1 11
Apparently F(a) =F (b)=0 and F’(u)= —r(1 —r)(b—a)w 2 <0, hence
F(1)>0

and F(u) =0 for values of u outside the interval (@, b). Hence

I, a b
I a b | =<0
|71 1 |
which can be written
1 a b l 0 a b
la b | +|L—1a b {<0
|11 1 0 1 1|
or
=1 E0)

14 7 -
Here "==" can occur, that is, we have really
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Fql
" o=1—;-"
as is shown by the example
u(x) =a w(m)z%—:——}l—-x when —1=2<0
1—a P
=b =_— -z when 0=gx=1
b—a
giving
1 1
fu(x)dzp(w)zfdtp(x): and
=1 -1
: F
() _re—D+¥(l—a _,_ FQ)
[u@rape = )L —1— ;4

-1

' This result is essentially due to F. CarrssoN, in his paper Sur le module
maximum d’une fonction analytique uniforme, Arkiv f. mat., astr. o. fys. Bd
26 A, nr 9, pp 4—5 (1938).

The method just used can hardly be generalized to problems based on other
assumptions about the way in which f(z) differs from ¢ (z). A more general
method is as follows.

Let E; be the set where f(x) = g(z) and E, the set where f(x) <g (z
We suppose a priori that E does not include any set where f(z) =g (z )=
since such a set has no importance on the value of I,.

Then we have By, + E;=E, f>0 in E,, ¢>0 in E, and we can define

z).
0,

. g (x) : : /(=)
ik, | hix)= f() and mEzI k(x)= ()
a(x) = (z)d o (z) ldﬂ (x)d ¢ (x)
where a(x) and B (z) become Increasing functions on F; and E,, and
0<h(@) <1, 0<k(z)<1
We get
(3) L= [h@'"da@ + [ k@ dpw)
K, E,

and thus, since the expressions in (3) are convex functions of r

@ I,= (ﬁ[k(x)da(m))l_r (E{'d(l (x))” + (E{'k(x)dﬂ(x))r (E(dﬁ(x))l"

(Holder’s inequality)
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Let us put

u:fda(x), 1':_{(1[3(39), z:fh. (x)d a(z), 10:.[/\’(37)dﬂ(x)
B, £, E, E,
Then
Iy=2 +v=1, L=u+w=1

and (4) takes the form
(5) L=w@d—oW +Q1—uv"

In (4) and (5) the "=’ holds only if % (x) and k(x) both are constants. Let

Av

1
a\
/\v
) 1

\

\ }

u 1 b
Fig. 1. ’ Fig. 2.

us call the right-hand side in (5) H (u,v). We get the domain in which
H (u, ¢) is defined from the inequalities 0 <z =<4 and 0 =wuw =wv.

It is apparently a triangle in the wv-plane defined by v +v—1=0, 1 = u=0,
1=wv=0. We shall call this triangle the fundamental triangle. (Fig.1.) The
maximum of H (u,v) is =1, and is obtained only on the boundary « +v=1
(independently of 7, by the way). By restrictive conditions on f(x) and g (x)
the domain of H (u, v) is diminished, so that

0, = Max H (u, v)
may become <C 1. Assuming e.g. the aforesaid hypothesis that the quotient

f(x)/g(x) does not take values in the interval (a,b), where ¢ <1 =b, we
have

hence

u
zzl—vS—bw w=1—u=av,

which means that H (u,v) is defined in a domain bounded by the straight lines

u

b+v:1,u+¢w:1,u:1,v=1. (Fig. 2.)
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That H (u. v) attains its maximum in the lower left-hand corner of that domain
can be shown in the following way.

Put
. ““] R )
) . 1—s
which gives
o u il
T 1w l t—s
Then
1—s t—
Huvy=H—" . g4 g
(w, v) t—s t—s
and since
s<a=1=<b=t¢
Ty / y=x" Nv
H
b
i — N
s al bt x u
Fig. 3. Fig. 4.

it is geometrically evident (see Fig. 3), that

a)b +(b—1)d

. (1—
* N S C
*) Max H =6, b a

in accordance with the previous result. . )
Now let us replace the hypothesis that f(z)/g(z) does not take values in an
interval including 1, with the assumption

(6) L=[li@—g@pPdp@=27>0.
E ,
Then we have, with the é.ame abbreviations as before, in the case p=1
f(f(xf —gz)dex +,{(0 r—fx)dgr =u—z+v—w=27y
B E,

hence
u+vr—1=pg

and thus H (u.¢) is defined only on that part of the straight line
urr=1-+n

which lies inside the fundamental triangle. (Fig. {.)
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Accordingly we have
Max H =6, = Max [ (u—7)'~" + (1—u) (1 —u+ 7'

n=uzl

To determine this maximum is-aproblem of elementary analysis. [One finds
that the maximum occurs for a w that is the real root of the equation

l—r- L 14—
u %

e

and this root can be obtained graphically by constructing a horizontal chord
of length 1 in the curve (see Fig. 5)

Ay

Y

ﬂ X

Fig. 5.

T
T @y

whereby the root in question is equal to the abscissa of the right-hand endpoint
of the chord.]

We note that the condition (6) for p # 1 only leads to the conclusion 6, =1,
if no further assumptions are made. For in this case we can always make Iy
arbitrarily small, as is shown by the following two examples.

A, If 1 <p<oo, let E be the interval (0,1) and put

. k+1
(p(x)Ekle, g@=x* f@ =2t in (0, a) and (a + 2¢, 1)

= in (a, a + &)
=2z %in (a+ e a+ 2¢)

where k=

p—1 sinh #
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B. If 0 <p <1, let E be the interval (1, o) and put
@)=z, g)=Gh—1a7" f@) =k—1)z"in (1, P) and (R, oo)
in (P, Q)

(h—1)z~"in (Q, R)

—

N O

where h = %}, Pr=1 = — (1 —exp (— 29 (h — 1)177)

2
R =P -exp(2n(h—1)77
Q" = 3 (P1~" + Ri-h)

Then in both cases A. and B. we have I, =1,=1, I,=2% and I} =2e¢.

In general, every condition that excludes the possibility f(x)= g (z) leads to
a restriction of the domain D of H (u, v) from the original fundamental triangle
to some part of it. If any part of the boundary of D coincides with the
hypothenuse of the fundamental triangle, then 6,=1 (even if I, is always
<1). If, on the contrary, the boundary of D is situated completely above
.the hypothenuse, then 6, << 1, and we have always

0, = Max [H (u, v)]

u,v€ED

The determination of @, is thus in all cases a problem of elementary mathe-
matics — in principle!

It is also possible to estimate I, by other means than by Hélder’s inequality.
Regard, e. g., the identity

[Podp=1—3[(—gpdgp
E E

which tells us how I, differs from 1, when fsg¢. One can get a generaliza-
tion from r=1 to arbitrary values of r in the interval (0, %) by the well-
known inequalities

1—u’—r(1—u)<,~ T 1er <1——ur——r(1—u)
e = i —w (1w < -

0<r<})
Put » =§ and multiply with »(1 —#)g, then one has

rttg—1g =g srf+(l—rg—fgT =
S A=+ o—F e =)
Here, on the left, ‘=" holds only if g =0 or g =/, and,
on the right =" holds only if f=0 or f=g.
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After further multiplication with d ¢ (z) and integration over E one obtains
)'(2—[;-—11_)-) =1 —I)- = (1 - l’) (.4) *‘Ip** Il-,-)

or, with the abbreviation
1—L=w,

. 7 —
(**) |y e <y - - Uy (0<<r<<l)
— r

giving a connection between the deviations of I, from the value 1 for conjugate
pairs of r. The sign ‘=" occurs only when f=g.

Tryckt den 21 juni 1949

TUppsala 1949, Almqvist & Wiksells Boktryckeri AB
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