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T. GANELIUS, Sequences of analytic functions and their zeros 

The number o] zeros o] P~(z) in the sector 

~_< arg z</~ 

is called N,(:¢, fl). We say that the zeros of (the polynomials in) the sequence are 
equi-distributed i/ 

fl - a N,(~, 3)=-~-~n, + o(n~) 

]or all ~ and fl satis]ying 0 < f l - a  < 2~. Evidently this property of the sequence 
may depend on the choice of origin. 

In his paper [4] C~Lso~¢ also showed tha t  every power series representing 
an entire function of infinite order has a sequence of partial sums whose zeros 
are equi-distributed. 

A theorem useful for the study of equi-distribution was published by  ERDOS 
and TURX~ in 1950 [6]: 

Let N (~, fl) be the number o] roots o] 

in the sector 

Then 

where 

ao+alz+  ... + a ,  zn = 0  

c¢_< arg z<fl .  

p = l a o l + l a , ] +  "'" + l a ,  I 

V] a o a ,  ] 
and c is a numerical constant. 

They showed that  the theorem is true with c =  16 and that  SZEGS's result 
easily follows from it. 

From another point of view, the theorem of JENTZSCH tells us tha t  every 
boundary point of the domain of uniform convergence for the partial sums of 
a power series £s a limit-point of zeros of the partial sums. This, of course, 
is not  true for general sequences of polynomials. OSTROWSKI [16, 1922] and 
SZEG5 [21, 1922] have given supplementary conditions sufficient to ensure tha t  
the boundary points of the domain of uniform convergence for a sequence of 
polynomials are limit-points of their zeros. 

1.2. Let  us consider a sequence of polynomials converging uniformly in a 
neighborhood of the origin to a limit-function, not identically zero, and let us 
suppose tha t  all the zeros of the polynomials belong to a given set E. 

In  connection with the results mentioned in the beginning of 1.1, it seems 
natural  to ask: For which sets E is it true that every sequence o~ this type con- 
verges uni/ormly at every point o] the plane (to an entire ]unction). A related 
problem is treated in the dissertation of KOREVAAR [11, 1950] and a review of 
results in this field is given by 0BR~CHKOFF [15, 1942]. As we have remarked 
above, the existence of a zero-free sector with vertex at  the origin is sufficient 
in the case of partial sums. For general sequences we have to make more far- 
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reaching assumptions. As a typical example we quote the following theorem of 
LINDWART and P6LrA [13, 1914]: 

I /  a sequence of polynomials converges uni/ormly in a domain containing the 
origin, to a limit-/unction, not identically zero, and i] every polynomial has all its 
zeros in the hal/-plane 

7~ l arg*l-< , 

then the sequence converges uni]ormly in every bounded domain, the limit being, 
there]ore, an entire ]unction. The order o] this ]unction does not exceed 2. 

Y 

If we put  $ = e ~ in a polynomial P ( ~ ) = ~ a , $  ~ we get an exponential poly- 

nomial E(z)=P(eZ)= ~a~,e ~ .  Only a few of the theorems quoted above have 

been generalized to the wider class of exponential polynomials .~a~, ea~ ,~, with 

arbitrary real 2~. That  a theorem corresponding to JENTZSCH'S is true for the 
sections of Dirichlet series has been proved by  KNOPe (the result is communi- 
cated in [9]). Examples showing the distribution of zeros of some exponential 
polynomials are given in a paper by TUR£N [14, 1948J, where he proves that  
information on the distribution of zeros of the partial sums of the series for 
Riemann's ~-function may increase our knowledge of the distribution of the 
zeros of the function. 

1.3. In this paper we study various types of distributions of zeros for se- 
quences of polynomia]s and exponential polynomials more general than partial 
sums of a series. 

In the following section, we derive some formulas for zeros of analytic func- 
tions which will be used in the sequel. Conditions for equi-distribution of zeros 
of sequences of polynomials and the corresponding problem for exponential 

• polynomials are studied in the third section. We also prove a theorem on 
conjugate harmonic functions which gives a simple proof of the theorem of 
ERD6S and TURXN with an improved value of the constant c. In section 5 we 
study the number of zeros of exponential polynomials in rectangular regions 
and give another generalization of the theorem of ERDOS and TURIN. 

In the sixth section we consider sequences of analytic functions and char- 
acterize the distribution of the zeros in terms of certain functions of which 

+ 
1 log IP,(z) l 
nv 

in the polynomial case is a typical representative. We generalize a recent result 
of ROSENBLOOM [17] by proving a theorem which yields the above-mentioned 
theorem of CARLSON, if applied to the p~rtial sums of functions of positive 
order. 

In section 7, we prove a theorem of the same type as tha t  of LINDWART 
and £6LYA but  with weaker conditions on the zero-free region. 
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Some formulas concerning the distribution of zeros of analytic functions 

2.1. In the sequel we will use various formulas related to the well-known 
theorem of Jensen. We have collected them in this section and give the proofs 
in such a way that the relations between them become apparent. 

The theorem of gensen reads as follows. 
I] f (z) is analytic for ] z I <- r and [ ] (0) I = 1 then 

2 ~  

(2.1.1) , - l i l°g-r= l r ,  2 ~ r f l ° g l f ( r e ~ ° ) l d 0  
0 

where rl, r2,. . . ,  r~ are the moduli of the zeros o/ /(z) in the circle [z[<_r, a zero 
of order p being counted p times. 

A well-known method of proof is based upon Green's formula 

(2.1.2) 
~G 

D C 

which is valid if G and H are continuous and have continuous derivatives of (0 
the first two orders in D and on its boundary C ~ denotes differentiation 

the outward normal / . along 
! 

Let G (z, $) be the Green's function for D, singular at $, and put H = log I 1 (z) I, 
where we suppose that f(z) is analytic in D. An application of (2.1.2) gives 

if (2.1.3) Z G(z,, $)+log [ ] ( ~ ) [ + ~  log [l(z) l-g-~nds=O. 
zvED 

C 

We must exclude from D small circles around $ and around the zeros z~ of 
/(z) when we apply (2.1.2); the integrals over the corresponding contours give 
the first two terms in (2.1.3). If D is the circle [ z l < r  and if we put $=0 ,  
we obtain (2.1.1), as Green's function for the circle is 

Gc (z, $) = log r (z - $) [" 

We now give the corresponding formula for a sector. Suppose that $ is real. 
The Green's function for the region S (2; R) defined by 

and singular at $ is 

7~ I~l_<R, farg ~ l -<~  

z ~ _ $4 R ~  + z ~ ~ 
as (~, ~) = - log ~-r~+ ~" k - ~ _ ~  



as is found by the conformal mapping of S(A; R) on the unit circle I w 15 1 
by the transformation 

Calculation of the normal derivatives in (2.1.3) gives 

Some special cases of this formula will be noted. 

a) If I f (z) - 1 1 = o (1 z 1') when z+O, we divide by 5'. 
we find (2, = rv ei ev) 

R" 2 (+) cos A&= 
Z y E S  r v  

X - 
2 1 

=i J cos A0.log 
n 

n -- 
2 1  

which is a formula used 
series r41. 

Letting 5 tend to 0, 

by CARLSON in his investigations r of sections of power 

b) ~ e %  f (z) be analytic in the sectors S (A ; R) f6r all R and suppose that 
there is a p <3, such that 

z 
for I 0 l r -  

2 a 

(2.1.5) log 

1 
lim, log I f(eeie)I=O 
e+* e 

Letting R tend to infinity we find that 

We now suppose t,hat f (2 )  is a polynomial P(z). Equation (2.1.5) is multi- 
plied by 5-I and integrated with respect to 5 from 0 to  R. When R tends to 
infinity we obtain the following result: 
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I /  P(z) is a polynomial o~ degree n with zeros z, = r, e ~°, then 

(2.1.6) 
IO,,l<q~ 

o o  

nq~ 2, 1 f IP(~e~)P(oe-~q')l de.  
(~-I0,1) = - - ~  log i~ - -  

0 

A simpler proof is obtained by observing that, according to the factorization 
theorem for polynomials, formula (2.1.6) is equivalent to the corresponding for- 

r e mula for P~(z)= 1 - z .  Putting we find that we must prove that 
2:1 ~ V ~  

(0 _< f 0,1_< =) 

f l + 2 r c o s 0 ~ + r  ~ dr ~ 
- -  = 0 2  - 01. (2.1.7) log l + 2 r  cosO2+r 2 r 

0 

That is ezsily done, for example, by differentiating with respect to 0~. 

2.2. In order to study also exponential polynomials we give formulas for 
the strip B, defined by ]Im(z)l<_b, and corresponding to (2.1.5) and (2.1.6). 

~ < zt From the formula The function w=e ~---i maps B on the sector [arg w[_22 .  

(2.1.5) (in the w-plane) one obtains 

~ -  + e ~  = ~-~ _ 

(2.2.1) log l / (¢ ) l+  Z log --W-~ -~-~ log [/(x +ib) / ( x - i b )  l dx 

e~-~(~-¢) + e-~(~-~) 

if, for example, /(z) is of finite order; z~ are the zeros of ](z). (The same 
transformation applied to (2.1.4) gives a result of which a special case is used 
in 5.5.) 

For an exponential polynomial 

E ( z ) = a  oe ~" ~+a le ~ l z+ . . .+  ane ~nz 

in which {/~,}~' are real numbers satisfying 

2 n > 2 n - l > " "  >21>20=0 

and a0an#0, we deduce, corresponding to (2.1.6), the formula 

f i E ( x + i b ) E ( x _ i b ) [  (2.2.2) 2 (b- lY ,  I) 2"52+ 1--- log 13 dx, 
- c~  

where z,=x~+iy,  are the zeros of E(z). 
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To obtain a proof of this formula in the manner sketched in the text pre- 
ceding (2.1.6), we apply (2.2.1) to 

E ( ~ )  
E~  (z)  = - -  

a 0  

and to 

an 
:Tg 

We put b = 2  and observe that the general result is afterwards obtained by a 

simple transformation from the formula in this special case. The formula for 
E I (z) is integrated with respect to ~ from - ~  to 0, and that for E~(z) from 
Oto  oo. 

Thus we obtain 
0 

(2.2.3a) f l o g l E ~ ( ¢ ) l d ¢ +  
- o o  

and 

(2.2.3 b) 

0 

l=~<~ f ~°~ l e~v+°~ ~ =  

oo 

=1 raro~0e X 1001EI(X+ ~ 

- o o  

/ I log IE~(~)ld$+ ~ log leZ,_e----- 2 d~= 
0 [ I m  (Zv) 1<2 

l j  ex I( = -  a r c tg  -log E~ x +  

If -~  

2 f e_X. - arc tg log IEl(x)ldx 
2~ 

- o o  

is subtracted from both members of (2.2.3 a) and 

- arc tg e ~-log IE~(x) ldx 

from those of (2.2.3 b), we find, after addition of these formulas, that 

eZ~_e¢ d ¢ = ~ _  log [2 dx -  

0 

2 ~  are tge~. log  E~El(X)(x) dx+2 arctge-X-log ~ dx. 
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To obtain this formula we have used the obvious equalities 

a r c t g e  -z+ a r c t g e  ~= ~- 
2 

and 

12 I E: I E 

Putting ec-~,=r in the first member of (2.2.4), we find, according to (2.1.7), that  

(2.2.5) 
- - o 0  0 

After a simple transformation the sum of the last two integrals in (2.2.4) may 
be written 

(2.2.6) - arc tg . - -  
.I  e ~ + e  -~ 8 

O 0 

where the second member is obtained through integration by parts. The value 
of this integral may be found by a simple contour integration. Insertion of 
(2.2.5) and (2.2.6) into (2.2.4) completes the proof of (2.2.2). 

Equi-distribution of  zeros of  polynomials and exponential polynomials 

3.1. We are going to study sequences of exponential polynomials {E~(z)}~ 
with 

nv 

E~ (z) = ~. a~ ~) e z~)z 

where every 2~ ~) is real and non-negative. 
A sequence of exponential polynomials is said to have its zeros equi-distri- 

buted in a strip 
B> Im(z )>  A 

if the imaginary parts of the zeros of the polynomials form a sequence which 
is uniformly dense in the sense of Weyl (of. ERDOS-TURXN [5] and references 
given there), i.e. if 

lim N, (~, fl) f l -  

for all c¢ and fl satisfying B > fl > ~ > A. N, (~, fl) denotes the number of zeros 
of E, (z) in the strip fl > I m (z) > ~, and ~ = Max ~'). 

P 

8 
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For sequences of polynomials a corresponding definition has already been 
given in the introduction. To avoid complications when P , (0 )=  0 for some or 

0 
all v, we count a zero at  the origin as ~ zeros in every sector of angle 0. 

~t 
If  Miu 2(,v)= ~> 0 in E, (z) we count this zero at - o o  as ~ b zeros in every 

It 

strip of breadth b. 

3.2. Some simple conditions for equi-dis~ribution can be derived from the  
formulas of the preceding section. 

T h e o r e m .  A necessary and su]ficient condition that the sequence {E,(z)}T'~ 
should have its zeros equi-distribute:l in the strip B > I m  (z)> A is that 

"~= ~v " ~ + ~  

]or all c¢ and fl satis]ying B > fl > :¢ > A.  
We introduce the notation 

That (3.2.1) is a necessary condition is seen from (2.2.2)in the following 
way. We suppose that  the zeros are equi-distributed in [ I m ( z ) [ < B .  Obher 
cases can be handled after performing a translation. Let fl be a positive number 
less than B. (2.2.2) may be rewritten 

(3.2.2) 

because 

1 f ~2 ~ N,(-O,O)dO=~+s,(o,~) 
0 

(f l- lY~[)= f ( f l - O ) d N ~ ( - O , O ) =  f N , ( - O , O ) d O .  
lYvl <~ 0 0 

From the assumption of equi-distribution we infer that  

lim ~ N , , ( - %  ~ )=  -~ 
~,--+oo Y'~ 

1 
for 0 < ~o < B. Since Nv ( - O, O) < N~ ( - fl, fl), ~ Nv ( - O, O) is uniformly bounded[ 

for 0 < 0 < ft. Hence 
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f lim Z N, . ( -O,O)dO= lim N , ( - O , O ) d O -  2---~ 
v-+co  ~ - - ~  

0 0 

and it follows from (3.2.2) that  lim e,(0, f l )=0.  The necessity of (3.2.1)for 
~---~ oo 

equi-distribution follows readily. 
To prove that  (3.2.1) is a sufficient condition we proceed as follows. After 

a translation, (2.2.2) may be written 

1 

(3.2.3) 2,. lY,-vl<b 
5 2 

( b - [ y , - y [ ) = ~ + e , ( y , b ) .  

We now integrate both members of (3.2.3) with respect to y from :¢-b  to 
f l+b  (cf. 5.8). Every zero of E,(z) in :¢<_Im(z)<fl (we suppose that  A < ~ <  
<fl  < B) gives a contribution b 2 in the sum of the left member; some other 

zeros may give a contribution and hence 

2--, N,  (o~, fl) <_ (fl - ~ + 2 b) 

fl+ b 

+ f e,(y, b)dy. 
a - b  

A corresponding integration from c¢ + b to fl - b gives (we suppose that  ~¢ + b < fl - b) 

and thus 

(3.2.4) 

f l - b  

b ~ b 2 f ]t-, N, (o~, fl) >_ ~ (fl - ~ - 2 b) + s, (y, b) d y 
a+b 

3-b 3+b 

i f  1 i f  b+~ e , ( y , b ) d y < z N , ( ~ , f l )  - <_ + ~  sv(y,b)dy. 
cL+b a - b  

Let ~ be a positive number satisfying 

1 
< -  Min { B -  fl, ~ -  A, f l -  ~}. 

Eg~ 
If we put b=--~-, we have 

lim sv (y, b) = 0 
v--~oo 

for every y in both intervals of integration. From (3.2.3) it may be seen that  

b2 ( ~ + 2 b ) 2  [~+fl  + 2 b )  
0 < ~ +  ~,(y, b)_< 2z  2 

10 



ARKIV F6R MATEl~IATIK. Bd 3 nr ! 

for :¢ - b < y < fl + b and thus our assumption implies tha t  s~ (y, b) is uniformly 
bounded with respect to y for fixed b. Hence 

l i m L = l i m  fe~(y,b)dy=O, l i m J , = l i m  f e~(y,b)dy=O. 
a+b a-b 

We now choose v o such that  I I ,  1< ea~r~ - ~ -  and IJ, l< for v > vo. 

follows from (3.2.4) tha t  

Then 

for v>%,  and the equi-distribution follows. Thus it is proved that  (3.2.1) is a 
sufficient condition. 

3.3. Theorem 3.2 yields immediately a corresponding condition for equi- 
disLribution of the zeros of a sequence of polynomials. We are going to s tudy 
this polynomial ease a little more thoroughly. 

A simple transformation of (3.2.1) shows that  the condition for equi-distribu- 
tion of the zeros of {P~ (z)}7 is 

lim e~ (~o, ~o) = 0 

:for all ~o and % where 

(3.3.1) ev (v2' q ~ ) = ~  3 log I Pv(re-v) i s "~- 
0 

and where n~ is the degree of P,  (z). 
We introduce the notation 

N~ (0, 0) 

V, (0) = 0 

-N~(0,0) 

if 0 > 0  

if 0 =  0 

if 0 < 0  

where N~ (~, fl) now is the number of zeros of P~ (z) in the sector f l> arg z >_ ~. 
I f  0 > 2 ~  we define N~(0, 0) by 

N~(O, O)= N,(O, O- 27~) + n~ 

and in a similar way Vv (0) is defined for every value of 0. With these nota- 
tions, (2.1.6) gives 

(3.3.2) 1 (~ - I 0 l) d V, (0) = ~ + e, (0, ~). 
- ¢  

l I  
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Integration with respec~ to ~0 from 0 to ~r gives on the left side 

¢p 7t ~z 

(3.3.3) d~ o3av (O+ ). 
0 - - ~  - - ~  - z *  

In the right member we change the order of integration and apply Jensen's 
formula (2.1.1) written in the following form 

(3.3.4) 

T 

. j  u I P . (o ) I  
0 0 

R,(u) is the number of zeros of P, (z) in ]z I_< u. We obtain in this way from 
equation (3.3.2), applied to P,(ze*~), that 

(3.3.5) ~ 03 do V~ (0 + y~ + ~) 6 m P, (0) T "  
- ~  0 0 

The common value of the members is called ~,(v2), that is 

(3.3.6 a) 

and 

(3.3.6 b) 

1 f ~3 6, (y,) = ~ 0 3 do V, (0 + yJ + :~) 6 

1 P, ( re  t~) d r  
&(y~)=fe,(y~,q~)dq~=~ [ fR ' (U) -du - log  ~ r "  

0 0 0 

Eyidently (L (~) has the period 27t. 
Formula (3.3.5) establishes a connection between the distributions of the 

moduli and of the arguments of the zeros of a polynomial. 

3.4. We prove the following theorem and show how a well-known sufficient 
condition for equi-distribution is derived from it. 

Theorem.  A ne~sary and su]ficient condition that the zeros o] {Pv(z)}~ 
should be equi-distributed is that 

(3.4.1 a) 

An equivalent condition is that 

lim Max & (y~) = 0. 
v-~  Oo tg 

(3.4.1 b) lim Min & (~) = 0. 

The function ~,(~v) is given by (3.3.6). 

12 



ARKIV F 6 R  MATEMATIK,  B d  3 n r  1 

We first prove that the conditions (3.4.1 a) and (3.4.1 b) are equivalent by 
showing that each one implies the other. 

From (3.3.6 a) i~ is easily seen that 

That 

(3.4.2) 

follows, for instance, 
in (3.3.6 a). 

Suppose that 

and that 

f~ , (v )gv=0 .  

from a study of a single term in the sum, giving (5,(~p), 

Max ~, (~o) = ~ 

Min & (~) = - ~ ,  < 0 .  

According to (3.4.2), the graph of the function to the right of the minimal 
point must be situated below a straight line with slope 2re through the minimal 
point. To the left of this point the graph is below a line with slope - 2 ~ .  

Hence, if 
~+ (~) = Ma~ {~ (~), 0} 

and 

we evidently have 

and 

Now 

and hence 

57 (~) = Min {~, (~o), 0}, 

7t 

f 5+ (y~)dyJ~< 2 ~  

f L ~,: (~) d v < - ~v. ~ .  
- y t  

Thus (3.4.1 a) implies (3.4.1 b) and a similar discussion shows that implication 
is also valid in the other direction. 

By aid of this preliminary result, theorem 3.4 follows from theorem 3.2, as 
it is seen from (3.3.1) and (3.3.6 b) that 

(3.4.3) 2 ~ .  ~v (% ~) = 2 ~ (~) - ~v (~ + ~) - ~ ( ~ -  ~), 

and from (3.3.6 b) that 

(3.4.4) ~, ( v ) =  f ~ , ( %  v ) d v .  
0 

13 
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Equation (3.4.3) yields the sufficiency of the conditions given in theorem 3.4, 
and equation (3.4.4) yields their necessity, because the sequence {s,(y), ~)} is 
bounded according to (3.2.3) and because 5~' (~)< 2~. 

3.5. Among the sufficient conditions for equi-distribution the following con- 
dition is perhaps the best known one. 

Put 
n v 

P, (z) = ~. a~, ~, z", 
p - D  

and 
M, = Max [ P,  (e'*) [. 

A sufficien~ condition that  {P,(z)}~ should have its zeros equi-distributed is 
that  simultaneously 

(3.5.1 a) lim 1 log M, = 0, 
~--~oo n p  

(3.5.1 b) lim 1 log l a~) ~) a(~'~ I = 0. 

(We suppose for simplicity that  a~')¢0 for all v.) 
This condition is equivalent to the condition for equi-distribution which follows 

from the previously quoted theorem of ERD6S and TURil~. We are going to 
study this theorem more closely in the following section. 

We now show how this condition can be derived from theorem 3.~. If  we put 

with 

and form the polynomial 

P, (z) = a(0 ") I I  1 - z 
P f f i l  

n v 

r~ (z) = I I  (1 - z -  e - '  %), 
/* f f i l  

then it is true (ScHuR [19]) that  

1 Max I By (e i ~)1 = M~ (3.5.2) m,=Max~ [p,(e~)l_< v It/ta(~'a(~0 n,i ~ ]/la~ ~)a~l 

The proof of (3.5.2) is obtained by observing that  

e~ 1 - - -  = e ~ + - - - 2 c o s ( 0 - 0 ~ ) > _ 2 - 2 c o s ( 0 - 0 ~ ) =  1-e~0~l " 

Hence 

14 
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~, [ ei0 2> el0 [~ 
1"I0" 1 - - [  f i l  1 -  e,O--~l, 

where 

and the resulb easily follows. 
To prove tha t  the zeros of {P, (z)}~ are equi-distributed, we consider {p, (z)}~, 

as the zeros of ~ (z) have the same arguments as those of P,  (z). 
All zeros of the polynomials ~, (z) have modulus 1 and thus the funcSon 

~, (~o) defined by (3.3.6 b) is 

1 ~ 

~* (~) = - ~ log I ~, (~'~) I-7- - ~ log I ~ "T = 
0 1 

1 

I f log I v, (~ ~ )  q, (~ ~-'~) I dr, 
n~ r 

0 

We define m~ by 

m,= M~x Iq, (e~)t= Max t~,(~'~)1. 

According to 
p. 59]) 

a theorem related to Schwarz's lemma (see e.g. KOEBE [10, 

2 r  
log [w (~¢~11 -< V ~  log ,n, 

for 0 <_r_< 1, and q~ (z) satisfies the same inequality. Thus 

and by (3.5.2) 

- ($* (~o) <_ 1 . 4 -  log 2- log m, 
n~ 

M ~  Min ~* (y~) >_ - 4- l o g 2 .  log l / a  (°a (~) • 
T~v 0 n~ I 

Hence the equi-distribution follows from theorem 3.4 if (3.5.1) is sitisfied. 

3.6. As an example, we consider a power series 

,uffiO 

with radius of convergence 1 (%# 0). 
Then, if 

P, (z) = ~ a,, z" 
: , t f f i  0 

15 



T. GANELIUS, Sequences of analytic functions and their zeros 

there is a sub-sequence {P~, (Z)}~o=I for which 

± ~1 for r < l  
lim Max [ P~ (r e ~ ~)I'~ = ( r for r > 1 

~'i -+*° 9 

.and 
1 

lira [a,, 1"7 = 1. 

Hence the zeros of the polynomials in the sub-sequence are equi-distributed as 
is seen from (3.5.1) and this conclusion is the previously mentioned result of 
,SZEG6. 

That the above statement is true for the partial sums of a function of in- 
finite order was first shown by CARLSON [3, 4]. Using the estimates given by 
CARLSO~ [4, p. 5--6], we can, by a transformation z= K~ ~ in the v:th partial 
:sum, obtain a sub-sequence fulfilling the requirements given in (3.5.1). 

This method cannot successfully be applied to all sequences with equi-distrib- 
uted zeros. We give an example of a sequence which cannot in this way be 
brought to satisfy the condition that  

,(3.6.1) 

Let  

-with 

lira 1 log M, = O. 
, - ~  n,  1/I a(O a(,)------~ 

P , ( z ) =  ~ 1 -  z~ =~=o b~')z'' 

= [ s e e 2 v + l  e2v+l" 

'The zeros all satisfy IRe (z~))[ = 1 and they are evidently equi-distributed. 
We put z = k, ~ in P~ (z), and write W (~) = P~ (~ k~) and m~ = Max [P, (d ~) I- 

~0 

We now t ry  to determine k~ so that  

As 

i v  
lira 1 log Vlh(~)/~ ~ = 0. 

t lVV , ~  

lim 1 log ibSv, i = log 1 

a suitable value of k, must be > 2. 
A simple calculation shows that  

1 r~(r~+4rlcoss[+4) 
lim 1 log [P, (r d~)] = ~ log 
,-.oo v 16 

if rl coss[-> 1. 

16 
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lim 1 log m, > lim 1 4 1 k, + 2  > 1 log 2, 
,-,-~ ; VI b~ ~) k~ ' ) - - 1  - ,~-~ ~ log ½ k ~  ~__,~lim ~ log 2 - 

and (3.6.1) cannot be satisfied. 

A t h e o r e m  on c o n j u g a t e  h a r m o n i c  f u n c t i o n s  

4.1. In the previous section, we referred to a theorem of ]~RDOS and 
TuRKs [6]. In their proof no use was made of the results of the theory of  
analytic functions. Their theorem is a generalisation of a result of Sehmidt and 
SCHUR [19] which gives an upper, bound for the number of real roots of a poly- 
nomial. A simple function-theoretic proof of the theorem of Schmidt has been 
given by LITTLe.WOOD and 0FFORD [14]. 

We are going to prove a theorem for a pair of conjugate harmonic functions, 
which implies the result of ERD0S and TUR$.• and which gives a better value 
of the constant occurring in that  theorem. 

4.2. If the inequality of SCHUR (3.5.2) is compared with that  of ERD6S and 
TURKS" given in the introduction, we see that  ig is sufficient to prove that  i] 

P ( z ) =  ~-I(1-z .e-~°,) ,  0_<0~<2~ 

and i] N (:% fl) is the number o/ O, such that 

0_<c¢_<0~<fl<2z 
then 

(4.2.1) N (¢¢, fl) - ~ n  <_ c Vn. Max log I P (e'°)l. 
0 

(A proof which does not require SCHUR'S inequality follows from the investiga- 
tions in the following Section.) 

To show the connection with the theorem on harmonic functions, we observe 
tha t  the function (z= ~e ~°) 

ul (z) = 1 log ]1 - e e  '(°-°p ] 
7( 

which is harmonic for ~ < 1, has as a conjugate function 

I t  is easily seen that  

1 
v 1 (z) = - a r g  ( 1 - 5  ei(°-sP) - 

7~ 

Ovl(~ ei°) < -  
O0 2~  

2 17 
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for 0 < 1. On ~= 1, v 1 (z) takes the boundary values 

0 
L (0) = C1+ ~ - ~ 1  (0) 

where C1 is an appropriate constant and #1 (0) is defined by 

=~0 if 0<01. 
(0) tzl t 1 if 0>01 

Thus it is seen that  a harmonic function v (z) conjugate to 

(4.2.2) u (z) = 1 log [P (0e'°)l 
7g 

has the boundary values 
nO 

(4.2.3) v (0) = Co + ~ - N (0, 0) 

on ~ = 1. The derivative satisfies 

(4.2.4) 8 v 
~-0 < 2~  

if ~ < l .  
In the sequel we do not restrict 0 to the interval (0, 2x).  The value of 

N (0, 0) is given by the periodic continuation of  "V (0) if 0 does not belong to 
this interval. 

If (4.2.2), (4.2.3) and (4.2.4) are compared with (4.2.1) it  seems natural to 
state the following theorem. 

4.3. Theo rem.  Suppose that / ( z ) = u + i v ,  
regular far [z[< 1 and suppose that 

~v 
(4.3.1) u<H,  ~ < K  

]or ] z [ < l .  Then 

(4.3.2) 

for ]z[ < 1 where C is a constant e.g. 13. 

t (o) = o is a /unction which is 

R e m a r k .  I t  will be seen below that  the value of C cannot be smaller than 
~v 

~. Since it follows from ~-~ < K  and 

2 ~  

S v(ee'~)d°=2~v(°) =° 
0 

that  [ v ( z ) ] < g K  the theorem is obvious if H > K .  We may suppose in the 
sequel that  H <_ K. 

]8 
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0 

~ v  ~ u  
As ~ = ~ the theorem holds true if (4.3.1) is replaced by 

a u  
(4.3.1') u < H, -~Q < K. 

Proof .  To simplify the notations we suppose in the proof that  ] (z) is reg- 
ular for I z I < 1 + e and prove that  (4.3.2) holds for I z I = 1. The theorem follows 
by  a simple transformation. 

For the proof we use a formula related to (2.1.5) but  valid for every harmonic 
function regular in I z ]<  1. We consider the domain consisting of the points z 
which satisfy the inequalities 

7~ I=1<1, larg=l<~, I=-11>~. 
Green's formula (2.1.2) is applied to the functions 

1 + z  ~ 
G ( z ) = l o g  1 - ~  ' H ( z ) = u ( z d ~ ) .  

aG 0 G equals zero on the straight lines of the boundary and ~-~n = on the arcs 

foo of the circle I zl = 1. If e tends to zero, the integral ~-~. H.  d s along the arc 

of the circle I z - l l = e  tends to ~ u ( 1 ,  q)) and we find (u(o, O)=u(~d°)) 

~o--  + u  Q , ~ o +  

1+~2~ Q~-I d~ + 

As 

+ 

a_  
2.1 

2,1 

q, +O) dO=~u(1 ,  ~). 

u'~(1, ~+o)=4(1, q,+o) 
an integration with respect to ~ from - ~  to ~ gives 

(4.3.3) 

z~  

2~ o ( f[ = ~u(1 ,  ~ ) - 2 2  1 + ~.1 d ~ .  

19 
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~ V  
Now O0 < K, hence 

( ~ )  (~) v(1, O + ~ ) - v ( 1 ,  O - ~ ) < v  1 , ~ - ~  + K  ~ + 0  - 

• ~) _ [v(1, - ~ + ~ ) - K ( ~ - o ) ] = v ( ] , ~ - ~ )  ( 1, ~+ ~r +K-~r 

for IOl~< ~ 
Y~ 

We put Z = ~ - ~  and observe that 

where 

2 2  2 2  

f I ~[ f ~ 4f logt 4 log cot dO=2 log cot dO= ~. ~ d t  = ~k 

2). 

/ 1 0.916-.. logt  . arc tg td t  = ~ ( _ l ) m ( 2 m + l ) 2  k = ~ d r  = t m=o 
1 0 

is known as Catalan's constant. In this way (4.3.3)is transformed into the 
inequality 

Y~ v0, z)-v(1, -z)_ > -K~ 

)" 22 ~)a-a d Q - ~: 
4k 1 + ~:a 

- X  2 ~  0 

u (1, ~)] d~0. 

We interchange the order of integration and use the inequality 

~u(~, O)dOl<-_ Max u(~, 0) .2~<2zH 
a 0 

which is evidently true because 

2 ~  

f u(e, O)dO=2~u(o)=o. 
0 

Thus 

20 
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1 

_ j I+Q" a + 2 a 2 H  = - K - ~  . 
0 

We choose 

and get 

(4.3.4) v(1, X ) - v ( 1 , - Z )  > - - 2 ~ / k H K .  

The same result holds evidently for v(1, X o + Z ) - v ( 1 ,  ;%o-;~) for every Xo. 
As there certainly exists a 0o, such that  v (1, 0o)=0, it follows that  

[v(1, O)l<2~ / ~  HK. 

The result of EI~D6S and Tu~XN follows from (4.3.4) since this inequality is 

valid for V(O) as given in (4.2.3). We have H =  l log (Max IP(e~°)]) and K = 
:r~ 0 

n 
= 2--~ and therefore 

_ ~ -  ~ 2 ~ log Max [P  (e ~ o) [ 

The simple example P ( z ) =  (1 + z) ~ shows that  no number smaller than 

Vl~gg2 ean be substituted for - - .  Hence the best possible value of the con- 

1/2 stant C in theorem 4.3 must be larger than 7t log  2 

On the  distr ibution o f  the  zeros  o f  exponent ia l  polynomials 

5.1. In this section we give some results concerning the zeros of exponential 
polynomials. In  combination with a method used in a preceding section these 
results lead to a proof of a theorem which is a generalisation of that  of ERD6S 
and TuRXN. 

We are going to study the number of zeros of 

E (z)=a o+a 1 e alz+... +ane anz 

in rectangular regions R (8, T) defined by 

IRe(~) l -<~ ,  I I m ( ~ ) l - < T .  
We suppose that  

ao an # 0  

21 
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and that  

for /~=0, 1 , . . . , n - 1 .  We put  20=0. In t h e  sequel we assume that  y_<l.  
The function D (z) is defined by 

D (z) = e - ~  ~ E (z). 

We put  

and 

If 

we evidently have 

We also put  

e ( x )  = sup I E (x + iy) I 
Y 

d (x) = sup I D (x + iy) l. 
Y 

Q=Iaol+lall+...+la=l 

e(x)<_Q for x _ 0  

d(x)<Q for z>_0. 

Q 

S= i/laoa, i 

and denote by {z~} the zeros of E (z) in some order. 
We are going to prove the following theorem. 

T h e o r e m .  Let N(~, T) denote the number o/ zeros o/ E(z) in the region 
R (6, T) de/ined above. Then 

where 

- 3  _< 6 [ e ~ 2 + 6 ]  

/ log S 
+ = ~ T +  • ~I ~-~ 

For ~-+oo this theorem yields the inequality 

N ( ° ° , T ) > T _ 3 V ( T + ~ I ° g S  

and if we apply this result to the polynomial case, where we are interested only 
in values of T <  2 z~ and X = 1, we find 

I t  is easily seen that  this result implies the theorem of ERDSS and TuRiN with 
~=3  V ~ .  

22 
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5.2. To simplify our equations we shall suppose from now on that  we have 
multiplied E (z) by a suitable constant so that  Q =  1. 

L e m m a .  I] T >_ 0 and x<_ 0 we have 
T 

f (5.2.1) log 1E(x+iy)ldy>_ - 2 ~  T+ ~ log [a0l" 
- T  

Let  $ be a number with Re ($)<-0. We define 

h (z) = E (~ + z). 

Green's function for the left half-plane Re(z)<_O, singular at - a  ( a > 0 ) i s  

A formula corresponding to (2.1.3) is clearly valid for the exponential poly- 
nomial h (z) if the domain D is the left half-plane. "fie find 

log xv -a  + a f l o g  lh(iy)l ~,~  ~ log lh ( -a ) [ - - :~  a~+y~ dy=O 
- o o  

where {m} are the zeros of h(z). As the Green's function is not negative in 
D, it follows that  

(5.2.2) ]og Ih(iy)l z log [h ( - - a ) l .  a2+y 2 dy> ~ 

Now Ih(iy)]<_l and thus for u>_0 

l f l o g l h ( i y ) l d y ~ f l ° g l h ( i Y ) l d y ~ f l ° g l h ( i Y ) l d y  ~ (5.2.3) a e + u ~ - a 2 + y2 ' a 2 + ye 
- I t  - - i t  - - o ¢  

and if we use (5.2.2) we find that  

f a 2 -4- U 2 
log Ih(iy)l dy>_~ - log I h ( - a ) l .  a 

- u  

Hence, if a=u, then 

(5.2.4) log th(iy)Jgy_>e~,  log Ih ( -~ ) [ .  

We need a lower bound for I h( 'u) l .  

23 
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According to a result of I~o~A~ [8] 

IE(~+~y)lay>-Iaol 
V o - V 

if V =  ~- and Vo is an arbitrary real number. 

Thus, for fixed x, there is a Yo in every interval of length - -  

IE(x +iyo}l,>_ [ao]. 
2 

2 ~  
such that  

7 

Suppose now that  ~]0 is the real number with the smallest absolute value 
which satisfies 

I E ( x - T - ~ - + i ~ ° ) l  > - 2 

Then 

]Vol<__ ~-. 

If we put  $=x+i~lo , it follows from (5.2.4) that  

(5.2.5) 

~+~ 

i (~) I( )1 log]N(x+i(y+~o))[dy>_2~ T + ~  log E x-T-~-+i~o~ >- 

-(~÷~) 

( ~)r ~-"a°' >_2~ r + -  log 

and as IE(*+iy)I -<I  whe.  ~_<0 and [nol ;  ~ - ,  we get 
Y 

(5.2.6) 

r+-- ~ 
T ~+ 

flo~lE(~+~y)lay>-- f logl~(~+~(~+,o))ldx. 
-~ _(~+~) 

But (5.2.5) and (5.2.6) evidently imply (5.2.1) and the lemma is therefore proved. 
In the same way it  follows that  

(5.2.7) 

T 

f ( ~ )  ~a~, l o g l D ( x + i y ) l d y > - 2 z r  T+ log 2 
- - T  

for x_>0 and as ID(iy)l=lE(iy)l we also have 
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(5.2.8) 
T 

- - T  

5.3. We now turn to a study of the function 

(5.3.1) q~ (a) = 

2 

l +ae*Y d 
f l o g  i - ~  Y" 

2 

In 4.2 we used the fact that  for all a 

I~(a) l-<~(1)=4k 

where k is Catalan's constant. 
For I~]<I 

0-2 m+l 

(5.3.2) q0 (a )=4  m = O  ~ ( -  1)m (2m+ 1 ) - - z  

as is found by a series development of the integrand in (4.3.1). 
values of a, we get ~0 (a) from the relations 

For other 

For [ a l < l  , it is true that  

~0' (a)= 4 arc tg a 
Cr 

Thus, for 0 _ a < 1, 

(5.3.3) ~ < ~o' (a) _< 4. 

If x > l  and 0_<xa_<l we find 

(5.3.4) 

1 

cp' (s a) ds >_z~(r(x-1) • 

We also observe that  for 0_< a_< 1 

(5.3.5) 

and 

1 

~(~)-~(~)= f ~' (s)ds<40-~) 
0 

(5.3.6) 
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5.4. The inequalities of 5.3 will now be used in the proofs of some lemmas 
on the distribution of zeros of exponential polynomials. They concern the zeros, 
z, = x, + iy,, of the exponential polynomial E (z) which is supposed to be normed 
so tha t  Q = 1. 

The following notations will be used for the regions with which we are going 
to deal. They are all bounded by  the lines Jim (z)[= T and by vertical lines. 
If  6 is a non-negative number we define 

W~ (6, T) : R e (z) < - 6 

W~ (t, T) : ~ < R e (z) 

R~(6, T) : -6<_Re(z)<_O 

R2(6, T) :O<_Re(z)<_ O 

w(6,  r ) =  W~(6, T)u W~(~, T), 

R (6, T) = Rx (~, T) 0 R2 (6, T), 

W(T): II~(z) l_<r.  

IIm(z)l~T, 
IIm(=)l<-T, 
[Im(=)l<T, 
IIm(~)l<-r, 

5.5. Lemalaa. I] b > 0, then 

(5.5.1) z:w,(~.~ T, e2° <- T + b +  l o g l a  [ ' o "  

For  the proof we put  h ( z ) = E  (z + i ~ )  and apply a formula we have mentioned 
in the beginning of 2.2, that  is the extension of (2.1.4), with R =  1, to expo- 
nential polynomials. If  z, is a zero of E (z), the corresponding zero of h (z) is 
z , - i ~ .  As [h(z)[_<l for Re(z)<_O we find 

(~.5.2) 

log [E(¢+¢~)I  + 

[ 
+ ~ / log 

zv-i ~e WI(O, b) [ 

~ (zu--t ~) n~ ] 
e zb + e~-5 

e 2b e ~ 

log 1-+--e~(Z:'n+¢) 

1 - e5<~,',+¢) ] 
_<0. 

The left member of this inequali,y is now integrated with respect to ~/ from 
- T - b  to T + b  (cf. the derivation of (3.2.1)). According to the definition of 

~p (a) we find that ,  as every term in the sum in (5.5.2) is positive, 

l°g lE (~ + i v)ld~ + 2b~ ~:w~(o.Z r) V \  e 2b ] _ ~o ke--~-]  ] 
- T - b  

_<0. 

We put  ~ = -(3 _< 0 and apply lemma 5.2. Then 

( 5 . 5 . 3 ) . ,  0 w,2(o, T) [~ ( .(x,+% [ ~(~.-0)~1 + ~ log laol" 
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The terms of the sum are evidently positive, and if we omit some of them, 
the value of the sum is certainly not increased. Hence 

~z 2 
{5.5.4) ~ - \ e - T ~ - - ] ]  < T + b + log I%1 " 

But  from (5.3.4) it follows, as x , +  ~ _<0, that  

~o \e --V/--) - ~ \e - - ~ - )  _> z~ e ~-  \e ~ 
z~d) ~2 6 ux~ 

- - e  ~ > -'ff-e 2~,  

and if this inequality is applied to the terms of the summation in (5.5.4) the 
lemma follows. 

Of course there is a similar result for D (z) and Ws (6, T). If the formula 
.corresponding to (5.5.1) is added to (5.5.1), we obtain 

{5.5.5) 5 e 2b < _  T + b +  l o g ~ i .  

5.6. Lem_rna. 

( (5.6.1) ~ ~ , l x ~ l < 2 e  ~ T +  log • 

:From (5.5.3) it is seen that  

[ ~(x,+~)~ ( ~t~,-O)~l s~ ( . . . .  s ~) (5.6.2) Y ( e -  ~ J 2 ,,o~,(o.~) v - v k e  ~ / ]-<-g T+b+  lOglaol- 

Application of (5.3.4) gives, in this case, as x , + d  _> 0 

. ~ ~ > e - ~ l x , ] .  ,(5.6.3) cp e ~~ ) - q ~ \ e ~ ] > _ ~ r  e eb e - _ 

7~ 
We put b = ~  and (5.6.1) follows from (5.6.2) and (5.6.3); as 

T + b +  ~ < 2  T +  ), 

for all T if b = ~  and ?_<1. 

As above, we get a corresponding formula for D (z) and R2 (6, T). 
.gives 

(5.6.4) ~v ~ RY(~. ~, I x,I _< 2 e ~ T +  l °g  ' ao an ' I t 

Addition 
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5.7. In order to prove theorem 5.1 we note the following two consequences 
of our lemmas. 

(5.7.1) z,,.n~(~, r, ~(1)-~ ke-~s-/] < - ~ - e  T + ~  log la0a=l. 

By (5.3.5) 

q ( 1 ) - q \ e - - - ~ - / < 4 ( 1 - e  ~g ] < b 

and (5.7.1) follows by  applying (5.6.4). 

~ e ~ < T + b +  :~ 4 
~ w(~, ~) _ ~ l o g  l a ° a~  I" (5.7.2) 

By (5.3.6) 
azv) al%l 

q~ e ~-  _<4e 2b 

and (5.7.2) follows from (5.5.5). 

5.8. We now turn to the proof of theorem 5.1. 
We rewrike (2.2.1) as we have previously done with similar formulas: 

(5.8.1) log[E(¢ )l + E 
z~,-itt~. W(b) ~zs, ~ I 

log e ~ -  e - ~  I 

= __1 f l o g  I g ( x + i ( r l + b ) ) E ( z + i ( r l - b ) ) l d x .  

2b e ~ + e -  ~ 

We then integrate with respect to ~ from - T -  b to T + b. We have I E (z) [ < 1 
for R e (z) _< 0 and I D (z) ] _< 1 for R e (z) _> 0. Hence, if we put E (z) = e a~" 1)-(z) 
when R e (z) > 0, 

T+b T+b 

log IE( i r l ) tdr l+ 7.,~w(r)Cp _ r/ - - - -  
e~_t. e 

- T - b  - T - b  0 

We apply (5.2.8) to the  first integral. In the integral on the right hand side, 
2b 

we put  x = - - l o g t .  Thus it is seen that  
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(5.8.2) 
Zve W (T) 

~zXr) 

¢p e ~ -< 4"~nk(T+b)+ T+b+ log 4 

where as before 

k= f log t "t 
1 

If we integrate (5.8.1) from --T + b to T - b ,  we can obtain a lower bound. 

T - b  o o  • 

--T+b 0 

1 4~ T-b+-~  logla-oldx - 4~ T -  

e ~ ÷ e  2b 

b+ log fa~[ 
I I dx. 

e 2 O % e  2b  

We have used (5.2.1) and (5.2.7) to obtain the right member. 
fications yield 

Further simpli- 

(5.8.3) 
~,.~w(r)q~ e -~ > :~ ( T - b ) - ~  T - b +  l o g - - >  

- l a o a , ~  I - -  

~--(T-b)-9~:~ T+ logla0a~l 

N ((~, T) was defined as the number of zeros of E(z) in R(~, T). We will use 
(5.8.2) and (5.8.3)to obtain bounds for N((~, T). Evidently 

z~eR(8) T) z v e R ( , T )  z ~ R ( &  T) 

But then the first sum is less than the right member of (5.8.2) and the second 
sum is less than the right member of (5.7.1). Hence 

4k N ((5, T ) < 4  ~ k T zt2( ~) ¢ 4~ e~ ( ~) 4 ~ (  +b)+ ~-~ T + b ÷  l o g j a m S ÷ -  b- T +  log[a0anl 

o r  

- - .  +2- e log a a + logl oanl" 

We choose 
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and find 

b=~r 2 k),,, l°g laoan [ 

1 /  _- 
,584, - - - - < 3 e i l - - ~ n  log 4 4 

).= = ~ + 8-kT~ l°g laoa= I 

To find a lower bound for N(8, T), we observe that  

4kN(~,T)= ~ ~ ( 1 ) >  V e ~ -  > ~ e ~ -  ~ ~ e ~ -  _ ~ ~ _ ~o - 
zve 1¢ (8. T) z),e R(~. T) Zve W (T)  zve  W (~, T) 

But then by (5.8.3) and (5.7.2) 

T >42 , ,k  ~2 4 4 T+b+~ log 4kN((~, ) _ ~ - - ( T - b ) - ~ - ~  T+ zt loglaoa,~ [ (5 ]aoanl 

In the last term we substitute T +  -~ for b. This substitution is evidently 
Y 

legitimate if b_< T, and if b > T, the inequality only asserts that  N ((~, T ) i s  not 
less than a negative number. Thus 

N ((3, T) - T ~n > - - -  b - T + log T + log 
- 7~ ~ laoanl (51c [aoa,~ I 

We choose 

: 
b=zt  ~ log ] aoa,, I 

and find 

(5.8.5) N(~,T) T ~ T + ~  4 
- - -  > - 1.5 log 

~.,~ ~ -  V ~ ]aoan] ~kAn [% a,~ ] 

To remove the restriction imposed by our normalization of E (z), we substitute 
Q2 1 

for As 
]a0an [ [aoanV 

Q _[a°[+]all+'"+la=]>2 
r/laoa=l 1/laoa=l 

41og a°]+]al]+'"+lan[=41ogS. 
WIaoan I 

it must be true that  

4 Q 2  < Q 4  [2 

log [ ao an I -- log [a ° an 
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We put 

(5.8.6) 

note that  (5.8.4) and (5.8.5) may  be written 

- -  9 6e~ g ~ + 2 ~ >  N (~'T) T > - 3 g ~ - ~  

and theorem 5.1 is proved. 

5.9. If the theorem just proved is applied to a sequence of exponential 
polynomials i~ gives a sufficient condition for equi-distribution. 

Let {B, (z)} be a sequence of exponential polynomials of the type considered 
in 5.1 and suppose that  

nv 2 (v) z 
E~ (z) = ~ a (')~, e ~' , ~ = Min tl~°')/~+i- ~(v)\# 1' 

/*=0 /* 

Put  

and suppose tha t  

T + - -  
la o'[ ÷ ..- + I a $1 

~ =  ~(,.) l o g  

lim 6. = 0. 

If N. (6, T) is the number of zeros of g.(z) in R (6, T), then 

r)=-r+o 
7~ 

5.10. In this formulation for the exponential case our theorem gives im- 
0 

mediately a bound for the difference between ~ n, and the number of zeros 

of the partial sums of a power series, with radius of convergence 1, in a region 

<0  
]arg Z - 0 o l - ~ ,  1 - e < R _ < l + e .  

On some other types o f  distributions o f  zeros 

6.1. In a previous section we derived certain conditions for equi-distribution 
of zeros from formula (2.1.6). 

If  we want to characterize other types of distributions of zeros, we can pro- 
ceed in a similar way. Let us consider a sequence of polynomials {P~(z)}~ 
and let us suppose, for example, that  

(6.1.1) N ~ ( - ~ ,  ~ )=  o(m) 
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where m is the degree of P~(z) and N , . ( - % 9 )  is the number of zeros of 
P~(z) in the sector ]arg z [ < ~ .  If  (2.1.6) is applied, we find 

c o  -- ll°g IP (re  )P (re dr X 
[ pv (r) [2 " T + ~  2= n--~- i 0:1<+ 

o 

Thus, if the number of zeros of P~ (z) in the sector is o(nv), then 

c o  

{6.1.2) lim 1 -- ~ log IP,(re'DP.(re-'D[ dr 92. 
, ~ c o m  _ I P=(r )  12 r 

0 

In this section we are going to study the consequences of assumptions anal- 
ogous to (6.1.1) from a different point of view. In that  way we shall obtain 
results that  are more suitable for applications than  (6.1.2). 

6.2. Let {5 (z)}F be a sequence of analytic functions which converges uni- 
formly in a certain domain (that is an open connected set of points). If, for 
a point $, there is a neighborhood in which the sequence converges uniformly, 
we define the domain of uniform convergence containing $ as the largest do- 
main D which satisfies the following conditions. 

A. The sequence is uniformly convergent on every compact sub-set of D. 
B. SeD. 

If the set of points in which the functions ]~ (z) take the values a or b ( a#  b) 
is considered, it is well-known (see for instance [9]) that  the derived set con- 
tains every boundary point of every domain of uniform convergence. Of course 
there may  be one value a, for which no boundary point is a limit-point of the 
a-points of the functions. We give the following example of a sequence of 
polynomials. 

Example .  Consider the sequence {P~ (z)}~ ° where 

Z 2 z [ l o g  v] v 

Evidently 
1 

l i m  P,, (z) = e - '°~ (~-~; - 
~ o ¢  1 - -  z 

uniformly on every compact sub-set of ] z [ < 1. For ] z [> 1, lim P~ (z) does 
v->co 

not  exist. There are no zeros in ]zl___e(1-e)if  e>  0 since, in this case, 

I z~ zE'°g~ I (e(1--s))l°'~=vl,lo~a_~, < z + ~ +- - -  + ~ < [log v] [log v] v. 

( w e  s u p p ° s e t h a t  e < l  2 ) - - ' e  
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We do not intend to give additional requirements to ensure that  every 
boundary point of a domain of uniform convergence is a limit-point of the zeros 
of the functions. Instead we shall t r y  to characterize the limit-points by means 
other than the uniform convergence of our sequence. 

From the original proof of 3E~TZSCB'S theorem on the  clustering of the zeros 
of the polynomial sections of a power series it is seen tha t  the essential fact 
is not that  the circle of convergence is the boundary of the domain of uniform 
convergence. I t  is the behaviour of the function 

1 

# (z) = lim [P~ (z) [~ 

which is important. 
In JENTZSCU'S case obviously # (z )<  1, if z is inside the circle of convergence. 

That # (z )>  1 outside this circle follows from the relation 

v 1, 

where P, (z) = ~ a ,  z". 
p = 0  

We shall now prove a theorem which is a generalisation of JENTZSCH'S 
theorem. I t  is related to some recent results communicated without proof by 
ROSE,BLOOM [17]. He derives his results by aid of potential theory and the 
theory of subharmonic functions. We prefer to give a rather simple proof of 
our theorem based on the classical theory of analytic functions. If our theorem 
is combined with well-known theorems concerning the modulus of analytic func- 
tions, sharper  results can be found than those given by ROSENBLOOM [17, p. 137] 
for sequences of polynomials. 

6.3. Theo rem.  Let {/, (z)}7 be a sequence of analytic /unctions, regular in the 
closure ~ o/ a bounded domain ~2 and let z o be a point o/ f2. 

De/ine ~ by 
= log [1, (*)I. 

ZcffJ 

We suppose that 
lira ~t~ = oo 

and that 
I f,(%)I->m>0 

/or all v. 
Suppose that there is a domain, containing zo, in which 

(6.3.1) 1 + 
lim Z log I]~ (z) l= 0 

~ , - - + ¢ ~  

and let E be the largest domain such that zoEE and such that (6.3.1) is true for 
every z E E. 

Let ~ be a boundary point o/ E that belongs to T2. Then, to every neighborhood 
V o/ ~ there are a positive number k(V)  and a sub-sequence {/q(z)}~l so that the 
number of zeros o/ fi~ (z) in V is not less than k(V) .2~.  
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This theorem is an immediate consequence of the following two lemmas. 
Let  B, C and D represent any domains with the properties 

zo6B , BcC, C o D ,  DcX2 

and let c~ and d, denote the number of zeros of fl (z) in C and D. 

Lernrrta I. I /  

/or z £ D, then 

Lernrna  II.  I /  

/or z E B, and i/ 

then 

uni[ormly /or z 6 C. 

1 + 
nm Z log [t, (z) l= 0 
y-..~ oo 

lim ~, = O. 
y--->oo 

1 + 
lim ~- log Ifi (z) l=  0 

y---~ o o  

lim & 0, 

lim 1 + ,-*~ Z log I fl (z) I = 0 

P roof  of l ema~a  L Let  F be a sufficiently regular curve in D such that  0 
belongs to the interior of F. We apply Green's formula (2.1.3) to / '  and 
log If, (z)I. As singular point in Green's function we take z o. If the zeros of 
h(z) are called {z~ )} we find that  

log [fi(z)]ds+ l~m ~ l o g - - = O .  lim ~ ~ Or (z(; ,) -< - o-n-n J , . ~  )t . . . .  m 
~--~oo z~  v) e C P 

For z 6 C we have 
Gr (z) >_ ~ > 0 

where 6 is independent of ~ and hence our lemma is proved. 

P roof  of l e n a  II.  We may evidently assume tha t  .Zo= 0. The following 
simple inequality for polynomials will be used. 

I] P(z) is a polynomial o/ degree n and i[ P ( 0 ) = I ,  then every interval 
[a, 2a] (a > 0) contains a real number r such that 

(6.3.2) Min [P(r e'°) [ > e -°n. 
0 
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An inequality of this type follows easily from general theorems on the minimum 
modulus of analytic functions? We are content with the result just given and 
sketch a simple proof. 

We observe that  

where {~)~ are the moduli of the zeros. We write 

= I1- 1.1  I1-  [ • 
v=l  Q a ~v Or>4 a ~ 

The second product is certainly > 2 - n > e  -"  for every Q_<2a. Since 

2a 

Qv<4a Qv 

2a  
Qv 

a 

Ov 

2 

1-tldt> ~e~ f logll-tldt>-2Ze, >--8an, 
0 

there is an r in the given interval such that  the first product is not less 
than  e -s~ 

To prove lemma II  we consider the functions 

(6.3.3) 

where 

/ . (z)  
g. ( 0  = 1,(o) p, (zi 

",() p,,(z)= H 1 - ~ z  
# = l Z (v) 

and (z(~ ")} are the zeros of ], (z) in D. 
Every g,(~) is regular in D and has no zeros there. Let  L be a contour in 

£2 such tha t  the minimum distance from a point in D to L is ~2 > 0. Then 

t I f  P ( O ) = I ,  thore  is  a c o n s t a n t  O(a ,  b) s u c h  t h a t  ( a > O )  

M a x  M i n  [ p ( r e i ° ) [  >_e - n c ( a "  ~) 
a<r<<b 0 

A s t u d y  of t he  equ i l ib r ium d i s t r i bu t ion  of t he  u n i t  m a s s  on (a, b) shows  t h a t  t h e  be s t  
p o s s i b l e  v a l u e  is 

V~+~a 
C ( a ,  b ) =  log , , - -  

14 Va 
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(6.3.4) 

if Max [ z [ = R .  
ze~Q 

The function 

Max Ig,(~)l < ~  I~,~'1 < - ,  
z~L - m  v=l ~] m 

1 
- -  log gv (z) 

h, (z) = e~ 

(we choose that  branch of logg,(z) which is = 0  for z = 0 )  is regular and 
single-valued in D and by  (6.3.4) 

dv 

I~ (~ ) l=e  ~ l°~'g'(''< - - T  

for z E D. As 
& 

lim ~ = 0 

we see that  

(6.3.5) IL(z) I_<M 

for z E D where M is independent of v. 
We now choose a so tha t  the circle ] z t = 2 a belongs to the domain B where 

1 + 
lim 2 log ] 1,(*)1 = 0. 

Then there is a number r satisfying a<_r<-2a such that  

according to (6.3.2). Since 

I p,(re'°)l>_e-ga, 

1 1 log I h~(z) [ = ~  log I g~(~) I = ~  log Ib (~ ) l -~  log I/,(o) I - ~  log I ~(~) I, 

we infer that  
+ 

(6.3.6) lim log [ h~ (r e ~ 0 [ = 0. 
v->co 

The sequence {h~(z)}~ is bounded in D and if h (z) is a limit-function when 
~-+oo, we have 

h (o) = 1 
and, according to (6.3.6) 

Ih ( rd° )_<l  

for all 0. 
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Thus h (z) = 1, and 
1 

lim ~ log g, (z) = 0 
~--+ oo 

uniformly in the closed sub-domain 0 of D. 
Hence lemma II  is proved as 

+ + 

o _< log I iv (~) I ___ log I l, (o) [ 
;t, ;t, 

and as 
d, [z_z~, I 2 R +  

log I Pv (z) I = ~ log - -  < d, log - -  

+ + 

log I P, (z)[ + log ] g, (z)] 
;tv ;tv 

a 
Y. l o g ~ <  

09 z/z < a 
2=  

0 

P r o o f  of t h e o r e m  6.3. Suppose that  there is a boundary point to of E 
with a neighborhood Vo such that the number of zeros of ]~ (z) in Vo is o(2,). 
We consider a domain F such that 

~o6F,  _ ~ c E U  Vo and iVc/2 .  

According to lemma I and our assumptions the number of zeros of I, (z) in F 
is o(~v) and hence it follows from lemma II  that  

1 + 
lira ~ log ][, (z)[= 0 

in every closed sub-domain of F ,  that  is ~o is no boundary point of E. Thus 
our assumption that the number of zeros in Vo is o (2,) is false and theorem 
6.3 is proved. 

6.4. We give five illustrations of theorem 6.3 as applied to polynomials. 
In  the first three ~v equals the degree of the v:th polynomial bu t  the last two 
show other possibilities. 

~. (SzEGO, cf. p. 42 below) 

1 - -  Z v 

P,  (z) = 1 - z  
Z 

1 - - - -  
2 

(P,(z)}~ is uniformly convergent on every compact sub-set of I z l <  1. If /2 
3 

is I z I < 3, we have ~ , =  2 ~ . l og  ~ .  ~ then is Ix < 1. 
V2 
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P,  (z) = 1 - z ~ (2 - z)" 

The domain of uniform convergence containing %= 0 is the left part  of the 
lemnisca*~e I z (2 - z)] < 1. If f2 is I z [ < 3, then ~ = v. log 15. E coincides with 
the domain of uniform convergence and the zeros are 

O~ +Z ~ , O(v) 
-(~) = 1 + e ~ - ~  2 -  sin ~ -  ;¢/z 

where ~0(~)=~ 2g.  /~= 1, 2, ... v. 
Y 

7" P~(z)= 1 - d ~ %  z" ( 2 -  z e~V)" 

with q~/n irrational. 
{P,(z)}~is uniformly bounded on every closed subset of [ z [ < ~ / 2 - 1 .  The 

boundary of E is [z[= ~/2-1 if we take the same ,(2 as in example (fl). The 
~ - t  v (p ~.(v) zeros are ~ -~ if are the zeros in (fl). 

If  /2 is I z [ < 2 ,  then 2,=log2.[l /~v] and E is given by [ z [ < l .  If Q i s [ z ] < 4 ,  

then 2, = log 4 ~-v  and E is given by ] z [ < 3 .  

lim P,  (z) = e -~2 if R e (z) > 0. 

As Q we take a circle 
I -a]<A 

where a and A are real numbers satisfying 0 < a < A .  We put zo=a. Then 
2v = 2 ( A -  a)}/v and E is bounded by the imaginary axis. A neighborhood of 
a point on this axis and belonging to T2 contains CV~v+o(V~v) zeros of P,(z) 
where C is independent of v and positive. 

6.5. In the proof of our next  theorem we use the following theorem of 
BEURLING [1, p. 96]. 

Let F (z) be holomor~hic [or [ z I < R ; let 0 <_. rl < r, < R and M (rl) > I~ > O, where 
M ( r ) = M a x [ F ( z ) [ .  The set in (rl, r~) where M i n [ F ( z ) [ < #  is denoted by 

I z l = r  I z l = r  
E (rl, r,). Then 

dr  
l f M(rl) 

(6.5.1) log M(r~,)>~ e l  - log - - -  
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This result will enable us to prove the following theorem. 

T h e o r e m .  Let {P,(z)}F be a sequence of polynomials and suppose that 
l i m  n~ = o~, i[ n, is the degree o] P,  (z). Put M,  (r) = Max I P,  (z)[. Suppose that 

(6.5.2) P , ( 0 ) = I  

]or all v, and that there are two numbers ro and 5, to> 5 > O, such that 

(6.5.3) lim 1 log M, (5) = 0 
v - ~  n v  

(6.5.4) l i~  1 log M, (r,) = 7 > 0. 

Then there exists a sub-sequence {P~i(z)}~: 1 with the ]ollowing property: /or 
every domain S containing the origin and containing points arbitrarily jar from 
the origin, there is a positive number k (S) such that the number o] zeros o/ P~t (z) 
in S is not less than k (S) .n~.  

In the proof, we consider a sub-sequence which, for the sake of simplicity, 
we also denote {P~(z)} and for which 

(6.5.5) lim 1 log M, (r0) = 7- 

We shall show that  the assumption that  the polynomials in this sequence 
have o (n,) zeros in S leads to a contradiction. 

We choose a point z i E S such that  
04 

I ,l=R=5"e" 

where 70=M in (7, 32). This point can be joined to the origin by a polygona 1 
line in S. We may suppose that  this line has no other points in common with 
the circle [ z t= R. 

There exists a sub-domain $t of S such that  Si cont.ains the line connecting 
the origin and zl and such that  Ni ~ S. According to lemma I I  and our as- 
sumptions 

- -  + lira 1 log ] P ,  (z) [= 0 
y--+oo n v  

uniformly for all z E Si. 

(6.5.6) 

for ~:>~1, and v2 so that  

We determine vi so that  

1 log M~ (to) > 3 70 
n~ 4 

1 log I P,  < 70 - ¥  

39 



r. GA~LItrS, Sequences of  analytic functions and their zeros 

for z ESx and v>v2. Then 

Min [ P,  (re ~°) 1_< e ¼n°n,' 
O 

for O<_r<_R. We put ~0= Max (rl, v~) and apply BEVRLmO'S theorem to P,  (z) 
for v > r 0. Since 

R = Q en, 

and e t > ½ t ~ for t > 0, we infer that  R > 2 to. 

log (M, (R) 

If # = ein0n, we find by (6.5.6) that  

R 

l_fa~ 

_>,~er° logxM,(ro) e > - 

Hence 

But for every polynomial 

< M,(e) 
znv ~ n~ 

for [z I >_O, and thus according to (6.5.3) 

R 
(6.5.8) lira = log M, (R) ~ log --- 

The inequalities (6.5.7) and (6.5.8) show the contradiction, since we have chosen 
R so that  

Thus our assumption that  the number of zeros of P,  (z) in S is o (n~) is false 
and theorem 6.5 is proved. 

An immediate consequence of this theorem is the following. If a sequence 
of polynomials satisfies (6.5.2) and (6.5.3) and if there exists a domain S of the 
type just considered in which the number of zeros of P~ (z) is o (n~), then 

. +  

i7m± log tP,(z)l =o 
v---> oo ~q/v 

for all z, and the number of zeros in a circle ]z]< R is o (nv) for every R, as 
fol]ows from Jensen's theorem (lemma I in 6.3). 
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6.6. CA•LSON'S results for the partial sums of entire functions of order ~, 
0 < ~ < o% may be derived from theorem 6.5. The following example shows in 
which way tha t  is done. 

Let  {P~ (z)}~ ¢ be the sequence of partial sums of 

~,=o \ # /  

which is an entire function of order 1. 
We put  

v 

w h e r e  

Then a(,~)< e ~ and we see that  

• a(~ ) z ~ 
It~O 

a ( , ) = (  v _ l ' - " .  
\ v -  # /  

(6.6.1) ]Q,(z)l_ < ~ e,(1-~ ~)~'< 1 
/~=0 e 

1 - e  for I z l - < - -  
g 

We have a~ ~ =  1 for all v and thus 

(6.6.2) M a x  I Q, (z) l > 2". 
I z l - 2  

The inequalities (6.6.1) and (6.6.2) show that  theorem 6.5 is applicable. As 
domain S we take the union of a sector with ver tex at the origin and a neigh- 
borhood of the origin. We find that  Q~(z), and hence P~ (z), have zeros in 

e v e r y  sector with vertex at the origin and we get the estimate, given by 
CARLSON, for the number of zeros. From (6.6.1) and from Hurwitz 's theorem 

as applied to P~ (z), we conclude tha t  if u is fixed, the number  N~ of zeros of 
P~ (z) in the domain 

satisfies 

' p c  

u<l~l< 1-- ~ 

N 
l i m - "  = 1. 

For  estimates by  general entire functions which show that theorem 6.5 is appli- 
cable, we refer to CARLSON [4, p. 5--7]. 

6.7. In  a paper of 1922 SzEG5 [21] studied sequences of polynomials which 
are uniformly convergent in every domain interior to a curve C. Let  the se- 
quence be {P~ (z)}7, with 
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SZEG5 proved that,  i] 

P, (z )=  ~ a~ )z " .  
.u=O 

w=q~(z )=z  +co+ c~ +. . .  
Z 

maps the exterior o] C con]ormally on ]w[> V, then 

_ _  1 1 
(6.7.1) lim [a(, ") [7 _< _ .  

I] there is equality in (6.7.1), then every point o] C is a limit-point o] zeros 
o/ the polynomials in the sequence. 

If  C1 is a curve in the interior of C and ~1 (z) is the corresponding function, 
mapping the exterior of C1 on ]w[> •1, SZEO6 considered P~ (z)[~1 (z)] - ' .  Since 
this function is regular outside C1, it follows from the maximum-modulus theorem 
tha t  

(6.7.2) I~"1 < Max P" (z) I = 1 Max [Pv (z)[. 

The inequality (6.7.1) follows easily from this relation as we can find curves 
with ~1 arbitrarily close to Z. I t  may also be seen from (6.7.2) that  theorem 
6.3 implies the second proposition of SZEO6. We want to prove tha t  every 
point of C is a limit-point of the zeros of the polynomials of the sequence. 
For  that  purpose we consider a curve C2 enclosing a point ¢ of C but interior 
to the union of a neighborhood of ¢ and the interior of C. The curve C~ is 
taken so close to C that  72>7  (ef. SZEGO'S paper). Then it follows from 
(6.7.2) that  

1 

Max lim ]P, (z)[~ >_ ~2 > 1 
z E C z v-->oo 

and 6.3 is applicable. 
SZEG6 points out that  the second part of h i s theorem gives a sufficient but 

not  a necessary condition that  every point of C should be a limit-point. He 
gives the example (c¢) quoted on p. 37. He later showed [22] that  equality in 
(6.7.1) is the necessary and su]]icient condition that all but o (v) o] the zeros should 
be arbitrarily near C ]or large v. 

6.8. Similar problems for partial sums of power series are treated in a paper 
by CARLSON [2]. CARLSO~ also studies the number of zeros of arbitrary subse- 
quences of the partial sums of a power series with finite radius of convergence. 
We conclude this section by proving certain corresponding results for the partial 
sums of entire functions. 

Suppose that  

](z)= ~ a,z  ~, ao--- 1 
Y = 0  
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is an entire function of order ~, tha t  is 

1 
lira log [a. [ 1 

~-~ I, log ~ Q 

We consider a sequence of partial sums 

P .  (z) = E a , z  ~ 
VffiO 

where n runs through a sub-sequence {n,} of the positive integers, such that  
lira nv = co. To simplify our equations, we shall only write lim and presume 

v - - ~ O  n- - ->oO 

that  n goes through {n,}. Then, if Mn (r)= Max I Pn (z) l, 
Izl=r 

(6.8.1) Qn (4) = log M,, (n a) > 0 

will be a convex function of 2 by the three-circles theorem. 
Suppose that  amnnam,~ is the maximal term in Pn(na). Then 

M,(na)<(n+ l).la,%l.n~m,~ 
and  

Q.(2) < l o g ( n + 1 )  loglam,.[ 2ran 
(6.8.2) q . ( 4 ) - n l o g n _  n l o g n  + - - n l e g n  ~ n " 

Now mn obviously is a non-decreasing function of n and thus we have either 
• m n < m  or l immn~oO.  

n . -¢ -¢ ,o  

In the first case 

lim q.  (4) _< O, 

and in the second case 

lira q~ (2) _< lim .___2- ,_~ ~ 2 < 2 - - -  

Hence  there exists a convex function q (4) satisfying 

(6.8.3) 0_<q(2)=limn_~ q ~ ( 2 ) - < M a x f 0 ' 2 - ~ }  

b y  virtue of (6.8.1). 
From the convexity af q (4) we infer tha t  the limit 

tim q (4) 

Q 
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exists and from (6.8.1) and (6.8.3) it is seen that  0_<q__<l. 
the number of zeros of Pn (z) in I z[ < n  a, we put  

and 

- -  N .  (n a) 
lira - -  p ( 2 )  < 1 

If N~ (n a) denotes, 

We are going to show that  for every sequence {n~} p < q. By Jensen's formula. 
it is found that  

1 

nO 2 g  

0_<lim,~, n l o g l f  N--"-"(-r) d r = l i m n  r n--*= 2 g n  llog n f l°g[Pn(naet°)]clO<q(1--q) =0' 
0 0 

and 
1 
--t-6 

nO 

, ~  n log n r 
0 

But 

and thus 

for every e >  0, and hence 

1 - + e  
no 

f Nn(r)dr 
r 

t 

n~ 

(1) 
>-Nn n~ . e . l o g n  

lira - -  
n-->~o 

(1) 
q ~ + e  

n 8 

O<_p<_q<_l. 

A necessary and su]]icient condition that q < 1 /or a sequence o] partial sums given. 
by {n,) is that, /or # running through the integers given by 

(6.8.4) 

where q < q ' < l ,  we have 

q' n~ < # <_ n~ 

1 
log 1 

lim [a~_____J > - .  
~_~ # log # 

The necessity is proved as follows. 
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For every #_< n we have 

tha t  is 

and 

la~,] n~" < Mn (n ~) 

log la, I + 2 ~ <-qn (~) 
n log n n 

<q  (3.). 
~-,~ L/~ log/~ n log n nJ 

For # given by (6.8.4) we evidently have 

q,. l ~  l°g la~,l +Xq,<q(~). 
, - .~ # log # 

Then there exists a (~ (~) such that  

if 

tha t  is 

q' liml°g ]aI'l + Xq' < (,~- ~) (q + ~) 
, _ ~  # log # 

~< 1 +~(~) 

lira log lax ] 
~-~o¢ /~ leg/% 

- -  < - . - - ~ ( e )  1 -  

for /~ given by (6.8.4). 
But then we need only choose 5 (~) so that  q+ ~ < q' and we find 

1 lira log Inn I < _ _ 
~-~ # log # 

for the #:s just mentioned. 
The sufficiency of the condition follows easily from (6.8.2). 

Everywhere convergent sequences of p o l y n o m i a l s  

7.1. We finally turn to the problem of restricting the position of the zeros 
of a sequence of polynomials in such a way that  the uniform convergence of 

• the sequence in some domain implies its convergence everywhere. We generalize 
the theorem of LI~DWA~T and P6LYA, quoted in the introduction, by weakening 
the conditions they imposed on the set occupied by the zeros. Generalizations 
of the theorem in other directions, for instance by weakening the convergence 
conditions, have been given by SzXsz [20] and KO~EVAAR [11]. 
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7.2. We formulate the following lemma which we will use in the proof of 
our theorem. 

L e m m a .  Let g (z) be an analytic /unction regular in the sector So de/incd by 
o <_ I~ I < to, I arg ~ I <- ~o. Suppose t ~  

Ig(z) l<-M 

/or 0 < [ z ] < ~ , ,  largz[<v2o , and that ( A > 0 )  

Re(g  (z)) <_A 

/or z E S  o. De/ine S~ by O < ] z l < r ~ < r  o, l a r g z l < y h < ~ o .  Then 

(7.2.1) l a (~)1 -< c (So, s1, ~) (A + M) 

]or z E St, where C (So, $I, ?) depends on the geometrical configuration but not on 
A or on M. 

The proof follows from a well-known thevrem of Borel and Carath6odory 
(see for instance [23, p. 174]) by conformal mapping of the sector So on the 
unit circle. 

7.3. T h e o r e m .  Suppose that a sequence o] polynomials converges uni/ormly 
]or I zl < 1 to a limit-]unction ~ 0  and suppose that no polynomial has any zeros 
either in R e (z)>_ a, or in the sector o] angle ~ de/incd by 

7~ 
:r < ~ <  arg z < q + v  ~< ~ .  
2 -  

Then the sequence converges uni/ormly in every bounded domain, the limit-/unction 
being an entire /unction o/ order <_ 2. 

If a < 1 the theorem follows from that  of LINDWART and P6LYA, but  other 
cases are not covered by tha t  theorem. The first part of our proof coincides 
with the original proof of LINDWART and P6LYA. 

We call the sector and the half-plane mentioned in the theorem S cch H 
respectively. The polynomials in the sequence are called P ~ ( z ) a n d  we may 
suppose that  P,  (0) = 1. 

We choose a point z o and a positive number 8 such that  a circle with center 
z o and radius 2 8 lies in the interior of both H and S. Let  C denote the circle 
]z -Zol  < 8. We c~nsider the sequence of polynomials {Q~ (z)}~ ¢, where 

P~ (Zo + z) 
(7.3.1) Q~ (z)= P~(zo) 

If we put  

P~(z)= 1-[ 1 -  , 
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we find 

(7.3.2) 

~ I e n c e  

(7.3.3) 

and 

(7.3.4) 

1 z o +z 

n n .fly) nv ( Z t 
Q~ (z)= l I  "~' H 1 + :~z.(;-) • 

: 1 1 ZO .u = 1 Z 0 - -  Z:# / 
(*9 Z# 

n ,  1 

Q;(o)= E ~(~) 
p = l  ZO-- # 

" "  Re(z  o -  (~)~ " "  1 
, z~ / > 2 ~ f f i  Re (Q~ (o))= Z (~) ~ - 

To obtain a bound for [Q, (z)[ we use the inequality 

(7.3.5) eRe(~)+½ I~l~_> [ 1 + z[ 

which follows as (z = x + iy)  

e z'+y*+2z >__ 1 + x 2 + y~ + 2x = (1 + x) 2 + y2. 

If  we apply (7.3.5) to each factor in (7.3.2) we find, by use of (7.3.3) and of 
(7.3.4), that  

(7.3.6) 
nv[ ( )11 1 loglQ,(z) l~  Z R e  z +-2 <__ 

/z=l 

", 1 , ,  ~ 1 
-< I~1 1 ~  + 2 , , . 1 1 % - ~  -<l~l'lQ:(°)l+ [e;(o)l. 

Now, as (7.3.1) shows, 

' ~ f ] < 2 Max [ l°g P~ (z)[" (7.3.7) IQ,(O)I= 1 log Q ; ( ¢ ) d ¢ _ o , ~ c  

log P~(z) denotes that branch of the function which tends to 0 when z->0, 
and is a. regular function in the domain formed by  S and H. But  from (7.3.1), 
it is seen that 

log I P, (zO + z) l = log I P, (~o)[ + log I Q, (z) l 

and application of (7.3.6) and (7.3.7) gives 

21~1 1~12~MaxllogP,(z)l loglP~(zo+z)l<_ 1 + - ~ - + 2 ~ ]  ~ c  
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Hence 

(7.3.8) log ]P, (z) l-< P (I ~]) Max I log P, (z) l 
Z E C  

where F (]z]) is a quadratic function of I~1 whose coefficients depend only oll 
z0 and 6 (and thus cn q, # and a) but not on v. (If C is contained in the 
circle of uniform convergence, (7.3.8) gives an upper bound for ]P, (z)l which 
is independent of v and the theorem follows with the help of a well-known 
theorem of Vitali.) 

To obtain the same result in our more general case we consider two bounded 
,sectors So and $1 of the type studied in lemma 7.2 and such that  CcSIc 
c S o c S .  

Then (7.3.8) tells us that  

Max log [P, (z)] _< K- Max I log P, (z)] 
Z E S  0 zEC 

where K is independent of v. Hence, from (7.2.1), 

(7.3.9) Max I log P,  (z) l < K .  C (So, $1, 1) [Max ]'log P,  (z) t + M], 
Z E S  1 z ¢ C  

f IIogP,(z)l<_M for zeS and 0<1~1-<1. 
Since we want to prove that  {llogP,(z)l}r is uniformly bounded for zeC, 

it will be sufficient in the sequel to consider thcse P,  (z) for which 

Max ] log P,  (z)]> M. 
z f i C  

We then rewrite (7.3.9) as 

(7.3.10) Max [ log P,  (z)] _< L-Max  ] log P,  (z)]. 
z E S  1 z ~ C  

Since C lies in the interior of $1, it f~llows from the two-constant theorem that  
there exists a 2, 0 < 2 <  1, such that 

(7.3.11] Max [10g P,  (z) [ _< [ Max ] log P, (z) []~ [Max Ilog P,(~)131-~ 
z~C z e  UflS 1 z e S  1 

where U is [ z ] < l .  If (7.3.10) is applied to (7.3.11), we find 

Max ] log P,  (z)] < M ~ L 1-a [Max I log P,  (z)I] ~-a 
z e C  z e C  

that  is 
1 - 4  

Max I log P, (z) l -< M- L T .  
z e C  

We have thus found a bound for Max] log  P, (z) l which is independent of v. 
Z E C  
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From (7.3.8) we infer tha t  {P~ (z)}T is bounded in every bounded domain 
and our theorem follows from the theorem of Vitali. 

7.4. As the proof of theorem 7.3 indicates, it is not necessary tha t  the zero- 
free domain, commcting the domain of convergence with the half-plane, be a 
sector. The assumption that  there exists a zero-free half-plane, however, cannot 
be removed as the example below shows. Other similar examples may  be found 
in a paper  by  SAXER [18] on sequences of rational functions. 

Theorem 7.3, like the theorem of LINDWART and P6LYA, may  be easily ex- 
tended to cover the case when there are a bounded number  of zeros in the 
domains which we have previously required to be free f rom zeros. 

E x a m p l e .  Suppose tha t  co (x)> 0 is a function of x satisfying 

lim ~o (x) = ~o, 

lira co (x). x - t  = 0. 
X-->oO 

We consider the sequence of polynomials {P~ (z)}T, where 

~2 tv P~(z)= 1 zco(~) + 

zw (~) + + 1 + + • i ~ + [ ~  (~)]2 ~ + [ ~  (~)]2] ~ + [~ (~)]~ 
z 2 ]v] 

+ [., o,)]V J 

The zeros of P ,  (z) are all purely imaginary with the exception of a zero of 
multiplicity ~ at  z = co (V) + i V~. 

The sequence converges to e 2~ if Re(z)>O but  it is not convergent if 
R e (z) < 0. I f  we translate the origin to z = 1, we have an example of a sequence 
which is uniformly convergent in a circle around the origin and which does not 
converge to an entire function, although its zeros are situated in a domain tha t  
may,  by  suitable choice of the function co (x), be made to approximate  arbi- 
trari ly closely the domain in theorem 7.3. 

These problems are related to one treated by  KOREVAAR [11]. According to 
him, a set R is regular, if every entire function, all zeros of which belong to 
R, is the uniform limit, in every bounded region, of a sequence of polynomials 
which have zeros only in R. He characterizes such regular sets. A set of the 
type considered in our example is regular in the sense of KO~EVAAR, but  that  
of the kind considered in theorem 7.3, is, of course, not regular. 
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