# Contributions to information theory for abstract alphabets 

By Alexandra Ionescu Tulcea ${ }^{1}$

In this paper we give some results centering around B. McMillan's theorem in information theory. The paper is presented in the abstract setting developed by A. Perez in [9] and [10]. In § 1 we prove some preliminary results. The main theorems are given in § 2. They deal with mean convergence of order $p$ (where $l \leqslant p<\infty$ ), domination by a function in $L^{p}$, as well as couvergence almost everywhere. § 3 is devoted to various remarks and comments. In particular, it is shown here that various classical theorems from information theory for finite alphabets are particular cases of the results proved in this paper. The appendix contains a short and direct proof of the fact that (essentially, this follows also from the general theorem 1), in the case of a finite alphabet, the almost-everywhere convergence holds in McMillan's theorem.

## 1. Preliminary results

Let $X$ be a set. Let $\mathcal{B}$ be a $\sigma$-algebra of subsets of $X, \lambda$ and $\varrho$ two probabilities on $\mathcal{B}$. We say that $\lambda$ is absolutely continuous with respect to $\varrho$, and we write $\lambda<\varrho$, whenever the relations $E \in \mathcal{B}, \varrho(E)=0$ imply $\lambda(E)=0$; we denote by $d \lambda / d \varrho$ the corresponding Radon-Nikodym density.

Throughout this paper we shall use the following notations:

$$
\log ^{+} t=\left\{\begin{array}{ll}
\log t & \text { if } t>1 \\
0 & \text { if } t \leqslant 1
\end{array} \text { and } \log ^{-} t= \begin{cases}\log t & \text { if } t<1 \\
0 & \text { if } t \geqslant 1\end{cases}\right.
$$

Let $\left(\mathcal{C}_{n}\right)_{1 \leqslant n<\infty}$ be a sequence of $\sigma$-algebras on $X$, such that $\mathcal{C}_{n} \subset \mathcal{C}_{n+1}$ for each $n \geqslant 1$; denote with $\mathcal{C}_{\infty}$ the $\sigma$-algebra generated by $\mathrm{U}_{n=1}^{\infty} \mathcal{C}_{n}$. If $\lambda=\lambda_{\infty}$ is a probability on $\mathcal{C}_{\infty}$, we shall denote with $\lambda_{n}$ the restriction of $\lambda$ to $\mathcal{C}_{n}$.

Proposition 1. Let $\left(\mathcal{C}_{n}\right)_{1 \leqslant n<\infty}$ be a sequence of $\sigma$-algebras on $X$ such that $\mathcal{C}_{n} \subset \mathrm{C}_{n+1}$ for each $n \geqslant 1$. Let $\mathcal{C}_{\infty}$ be the $\sigma$-algebra generated by $\mathrm{U}_{n=1}^{\infty} \mathcal{C}_{n}$, and $\lambda=\lambda_{\infty}, \varrho=\varrho_{\infty}$ two probabilities on $\mathcal{C}_{\infty}$ such that $\lambda_{n}<\varrho_{n}$ for each $n \geqslant 1$. Then:
(i) For each $t>0$ we have
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$$
\begin{equation*}
\lambda\left(\left\{x \left\lvert\, \inf _{1 \leqslant n<\infty} \frac{d \lambda_{n}}{d \varrho_{n}}(x)<t\right.\right\}\right) \leqslant t \tag{1}
\end{equation*}
$$

(ii) There is $1<q<\infty$ such that $\sup _{1 \leqslant n<\infty} \int\left(d \lambda_{n} / d \varrho_{n}\right)^{q} d \varrho_{n}$ is finite, if and only if there are two constants $C>0, \delta>0$ verifying the inequality

$$
\begin{equation*}
\lambda\left(\left\{\left.x\left|\sup _{1 \leqslant n<\infty}\right| \log \frac{d \lambda_{n}}{d \varrho_{n}}(x) \right\rvert\,>t\right\}\right) \leqslant C e^{-t \delta} \tag{2}
\end{equation*}
$$

for every $t>0$.
(i) Let $t>0$ and define the sets

$$
\begin{equation*}
A(t)=\left\{x \left\lvert\, \inf _{1 \leqslant n<\infty} \frac{d \lambda_{n}}{d \varrho_{n}}(x)<t\right.\right\} \tag{3}
\end{equation*}
$$

and

$$
\left.\begin{array}{l}
A_{1}(t)=\left\{x \left\lvert\, \frac{d \lambda_{1}}{d \varrho_{1}}(x)<t\right.\right\}  \tag{4}\\
A_{j}(t)=\left\{x \left\lvert\, \inf \left(\frac{d \lambda_{1}}{d \varrho_{1}}(x), ., \frac{d \lambda_{j-1}}{d \varrho_{j-1}}(x)\right) \geqslant t\right., \frac{d \lambda_{j}}{d \varrho_{j}}(x)<t\right\}, \quad j \geqslant 2
\end{array}\right\}
$$

It is easily seen that for each $t>0$ we have

$$
\begin{gather*}
A_{j}(t) \cap A_{k}(t)=\phi \quad \text { if } \quad j \neq k, \quad 1 \leqslant j, k<\infty  \tag{5}\\
A(t)=\bigcup_{j=1}^{\infty} A_{j}(t)  \tag{6}\\
\lambda\left(A_{j}(t)\right) \leqslant t \varrho\left(A_{j}(t)\right) \text { for each } 1 \leqslant j<\infty \tag{7}
\end{gather*}
$$

Using (5), (6) and (7), we deduce immediately the inequality (1).
(ii) For each $t>0$ define

$$
\begin{equation*}
B(t)=\left\{x \left\lvert\, \sup _{1 \leqslant n<\infty} \frac{d \lambda_{n}}{d \varrho_{n}}(x)>t\right.\right\} \tag{8}
\end{equation*}
$$

It is clear that $\left(A\left(e^{-t}\right)\right.$ is defined by (3)):

$$
\begin{equation*}
\left\{\left.x\left|\sup _{1 \leqslant n<\infty}\right| \log \frac{d \lambda_{n}}{d \varrho_{n}}(x) \right\rvert\,>t\right\}=A\left(e^{-t}\right) \cup B\left(e^{t}\right) \tag{9}
\end{equation*}
$$

for every $t>0$. Assume now that there exists $1<q<\infty$ such that

$$
\sup _{1 \leqslant n<\infty} \int\left(\frac{d \lambda_{n}}{d \varrho_{n}}\right)^{q} d \varrho_{n}
$$

is finite. In this case $\lambda_{\infty}<\varrho_{\infty}$ and $\left[\left(d \lambda_{n} / d \varrho_{n}\right)^{q}\right]_{1 \leqslant n \leqslant \infty}$ is a $\varrho$-semi-martingale ${ }^{(1)}$; it then follows that $\int\left(\sup _{1 \leqslant n \leqslant \infty}\left(d \lambda_{n} / d \varrho_{n}\right)^{q} d \varrho\right.$ is finite (see [2], p. 319, p. 317). For $t>0$ we have

$$
\begin{align*}
e^{t(\alpha-1)} \lambda\left(B\left(e^{t}\right)\right) & \leqslant \int_{B\left(e^{t}\right)}\left(\sup _{1 \leqslant n \leqslant \infty} \frac{d \lambda_{n}}{d \varrho_{n}}\right)^{\alpha-1} d \lambda \\
& \leqslant \int_{B\left(e^{t}\right)}\left(\sup _{1 \leqslant n \leqslant \infty} \frac{d \lambda_{n}}{d \varrho_{n}}\right)^{Q-1} \cdot \frac{d \lambda_{\infty}}{d \varrho_{\infty}} d \varrho \\
& \leqslant \int_{B\left(e^{e}\right)}\left(\sup _{1 \leqslant n \leqslant \infty} \frac{d \lambda_{n}}{d \varrho_{n}}\right)^{q} d \varrho . \tag{10}
\end{align*}
$$

Using (1), (9) and (10), we deduce immediately (2). Conversely, assume that there exist two constants $C>0, \delta>0$ verifying the inequality (2) for every $t>0$. Let $1<q<\delta+1$. Then, for each $t>1$ we have

$$
\begin{aligned}
& \lambda\left(\left\{x \left\lvert\,\left(\sup _{1 \leqslant n<\infty} \frac{d \lambda_{n}}{d \varrho_{n}}(x)\right)^{q-1}>t\right.\right\}\right) \\
& \quad \leqslant \lambda\left(\left\{\left.x\left|\sup _{1 \leqslant n<\infty}\right| \log \frac{d \lambda_{n}}{d \varrho_{n}}(x) \right\rvert\,>\log \sqrt{\frac{q-1}{t}}\right\}\right) \\
& \quad \leqslant C / t^{\delta /(G-1)} .
\end{aligned}
$$

It follows that $\int\left[\sup _{1 \leqslant n<\infty}\left(d \lambda_{n} / d \varrho_{n}\right)\right]^{q-1} d \lambda$ is finite, and hence that

$$
\sup _{1 \leqslant n<\infty} \int\left(\frac{d \lambda_{n}}{d \varrho_{n}}\right)^{\alpha} d \varrho_{n}
$$

is finite. Thus the proposition is proved.
Let $\left(\mathcal{C}_{n}\right)_{1 \leqslant n<\infty}$ be a sequence of $\sigma$-algebras on $X$ such that $\mathcal{C}_{n} \subset \mathcal{C}_{n+1}$ for each $n \geqslant 1, \mathcal{C}_{\infty}$ the $\sigma$-algebra generated by $U_{n=1}^{\infty} \mathrm{C}_{n}$, and $\lambda=\lambda_{\infty}, \varrho=\varrho_{\infty}$ two probabilities on $\mathcal{C}_{\infty}$. We may now give the following consequences of proposition 1:

Corollary 1. Suppose that $\lambda_{n} \prec \varrho_{n}$ for each $n \geqslant 1$. Then:
(i) $\sup _{1 \leqslant n<\infty}\left(-\log ^{-} \frac{d \lambda_{n}}{d \varrho_{n}}\right) \in L^{p}\left(X, C_{\infty}, \lambda\right)$ for each $1 \leqslant p<\infty$;
(ii) $\lim \inf _{n \rightarrow \infty} \frac{1}{n} \log \frac{d \lambda_{n}}{d \varrho_{n}}(x) \geqslant 0 \quad \lambda$-almost everywhere.
(i) Using (1) ((i), proposition 1), we can write

$$
\begin{equation*}
\lambda\left(\left\{x \left\lvert\, \sup _{1 \leqslant n<\infty}\left(-\log ^{-} \frac{d \lambda_{n}}{d \varrho_{n}}(x)\right)>t\right.\right\}\right)=\lambda\left(\left\{x \left\lvert\, \inf _{1 \leqslant n<\infty} \frac{d \lambda_{n}}{d \varrho_{n}}(x)<e^{-t}\right.\right\}\right) \leqslant e^{-t} \tag{11}
\end{equation*}
$$
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$$
\sup _{1 \leqslant n<\infty}\left[-\log ^{-} \frac{d \lambda_{n}}{d \underline{\varrho}_{n}}\right]
$$
belongs to $L^{p}\left(X, \mathcal{C}_{\infty}, \lambda\right)$ for each $1 \leqslant p<\infty$.
(ii) From (i) follows in particular that
$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log ^{-} \frac{d \lambda_{n}}{d \varrho_{n}}(x)=0
$$
$\lambda$-almost everywhere. Therefore,
$$
\lim \inf _{n \rightarrow \infty} \frac{1}{n} \log \frac{d \lambda_{n}}{d \varrho_{n}}(x) \geqslant \lim \inf _{n \rightarrow \infty} \frac{1}{n} \log ^{+} \frac{d \lambda_{n}}{d \varrho_{n}}(x) \geqslant 0
$$
$\lambda$-almost everywhere, and hence (ii) is proved.
Corollary 2. Suppose that $\lambda_{\infty}<\varrho_{\infty}$. Then for each $1 \leqslant p<\infty$ the following assertions are equivalent:
(a) $\sup _{1 \leqslant n<\infty} \int\left|\log \left(d \lambda_{n} / d \varrho_{n}\right)\right|^{p} d \lambda_{n}$ is finite;
(b) $\sup _{1 \leqslant n<\infty} \int\left[\log ^{+}\left(d \lambda_{n} / d \varrho_{n}\right)\right]^{p} d \lambda_{n}$ is finite;
(c) $\log \left(d \lambda_{\infty} / d \varrho_{\infty}\right) \in L^{p}\left(X, C_{\infty}, \lambda\right)$;
(d) $\log ^{+}\left(d \lambda_{\infty} / d \varrho_{\infty}\right) \in L^{p}\left(X, C_{\infty}, \lambda\right)$;
(e) $\lim _{n \rightarrow \infty}\left\|\log \left(d \lambda_{n} / d \varrho_{n}\right)-\log \left(d \lambda_{\infty} / d \varrho_{\infty}\right)\right\|_{D}=0$.

Let us remark that

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \log ^{+} \frac{d \lambda_{n}}{d \varrho_{n}}(x)=\log ^{+} \frac{d \lambda_{\infty}}{d \varrho_{\infty}}(x),  \tag{12}\\
& \lim _{n \rightarrow \infty} \log ^{-} \frac{d \lambda_{n}}{d \varrho_{n}}(x)=\log ^{-} \frac{d \lambda_{\infty}}{d \varrho_{\infty}}(x), \tag{13}
\end{align*}
$$

$\lambda$-almost everywhere (since $\lim _{n \rightarrow \infty} \frac{d \lambda_{n}}{d \varrho_{n}}(x)=\frac{d \lambda_{\infty}}{d \varrho_{\infty}}(x) \cdot \varrho$-almost everywhere and $\frac{d \lambda_{\infty}}{d \varrho_{\infty}}(x) \neq 0 \quad \lambda$-almost everywhere $)$. On the other hand, $\left(\frac{d \lambda_{n}}{d \varrho_{n}} \cdot \log ^{+} \frac{d \lambda_{n}}{d \varrho_{n}}\right)_{1 \leqslant n \leqslant \infty}$ is a $\varrho$-semi-martingale, provided that $\int \frac{d \lambda_{\infty}}{d \varrho_{\infty}} \cdot \log ^{+} \frac{d \lambda_{\infty}}{d \varrho_{\infty}} d \varrho$ is finite; equivalently $\left[\log ^{+} \frac{d \lambda_{n}}{d \varrho_{n}}\right]_{1 \leqslant n \leqslant \infty}$ is a $\lambda$-semi-martingale, provided that $\int \log ^{+} \frac{d \lambda_{\infty}}{d \varrho_{\infty}} d \lambda$ is finite.

Using (i), corollary 1, the relations (12) and (13), and a classical result on semi-martingales of non-negative functions, (see [2], p. 325), we can easily establish the equivalence of (a), (b), (c), (d) and (e).

## 2. Main theorems

Let $Y$ be a set, $\mathcal{C}$ a $\sigma$-algebra of subsets of $Y$, and $X=\prod_{n \in Z} X_{n}\left({ }^{1}\right)$, where $X_{n}=Y$ for all $n \in Z$. For each $n \in Z$, denote by $p r_{n}$ the projection of $X$ onto $X_{n}$, and by $B_{n}$ the $\sigma$-algebra $\left\{p r_{n}^{-1}(E) \mid E \in C\right\}$. For each part $I \subset Z$, denote by $B_{i}$ the $\sigma$-algebra generated by $\bigcup_{n \in I} \mathcal{B}_{n}$. If $I=\{n\}$, then $\mathcal{B}_{\{n\}}=\mathcal{B}_{n}$; for $I=Z$, we shall write $\mathcal{B}$ instead of $\boldsymbol{B}_{Z}$. Denote with $\tau$ the mapping $\left(x_{n}\right)_{n: \in ~} \rightarrow\left(x_{n+1}\right)_{n \in Z}$ of $\boldsymbol{X}$ onto $X$. The mapping $\tau$ is $\boldsymbol{B}$-measurable and $\tau\left(\boldsymbol{B}_{n}\right)=\boldsymbol{B}_{n-1}$ for each $n \in \mathbb{Z}$. Let now $\lambda$ be a probability on $\mathcal{B}$. For each part $I \subset Z$, we shall denote with $\lambda_{I}$ the restriction of $\lambda$ to $\mathcal{B}_{I}$. If $I=\{n\}$, we shall write $\lambda_{n}$ instead of $\lambda_{\{n\}}$. The probability $\lambda$ is stationary if for every $E \in B, \lambda\left(\tau^{-1}(E)\right)=\lambda(E)$.

Let $(I(s))_{s \in T}$ be a family of disjoint parts of $Z$; for each $s \in T$, let $\nu_{I(s)}$ be a probability on $\mathcal{B}_{I(s)}$. In what follows we shall denote with $\otimes_{s \in T} \nu_{I(s)}$ the (probability on $\mathcal{B}_{\left.\mathrm{U}_{1} \in \boldsymbol{r}_{I(s)}\right)}$ ) direct product of the $\nu_{I(s)}$.

A probability $y$ on $B$ has the property $(A)$ if $\nu$ is stationary and $\nu=\otimes_{n \in z} v_{n}$. We shall say that a system $\{\mu, \nu\}$ of probabilities defined on $\mathcal{B}$ has the property $(B)$ if $\mu_{(0 ., n-1)}<\nu_{(0 \ldots n-1)}$ for each $n \geqslant 1$. A system $\{\mu, \nu\}$ of probalities defined on $B$ has the property $(P E)$ if $\{\mu, \nu\}$ has the property $(B)$ and if

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \frac{d \mu_{(0, \ldots n-1)}}{d v_{(0, \ldots n-1)}}(x)=h(x)
$$

exists, is finite, and $h(\tau(x))=h(x) \mu$-almost everywhere. We say that $\{\mu, \nu\}$ has the property ( $M E_{q}$ ), where $1 \leqslant q<\infty$, if $\{\mu, \nu\}$ has the property ( $B$ ) and if there exist two functions $\hbar \in L^{q}(X, B, \mu), G^{*} \in L^{q}(X, \mathcal{B}, \mu)$ such that:
( $\alpha$ ) $h$ is invariant under $\tau(h \circ \tau=h)$;
( $\beta$ ) $\left|\frac{1}{n} \log \frac{d \mu_{(0, \ldots n-1)}}{d \nu_{(0, \ldots n-1)}}\right| \leqslant G^{*}$ for all $n \geqslant 1$;
( $\gamma$ ) $\lim _{n \rightarrow \infty}\left\|\frac{1}{n} \log \frac{d \mu_{(0 \ldots n-1)}}{d v_{(0 \ldots, n-1)}}-h\right\|_{\ell}=0$,
Let now $\{\mu, \nu\}$ be a system of probabilities on $\mathcal{B}$ such that (see [10]):
(C) $\mu$ is stationary;
(D) $\mu_{(. .,-1,0)}<\mu_{(. .,-2,-1)} \otimes \mu_{0}$;
(E) $\mu_{0}<\nu_{0}$.

If $v$ has the property $(A)$, then, using $(C),(D),(E)$, we deduce:
${ }^{1} Z=\{. .,-1,0,1, \ldots\}$.

$$
\begin{align*}
& \qquad \mu_{(\ldots-1,0)}<\mu_{(\ldots,-2,-1)} \otimes v_{0} ;  \tag{14}\\
& \mu_{(-n, \ldots-1,0)}<\mu_{(-n, \ldots-1)} \otimes v_{0} \text { for all } n \geqslant 1 ;  \tag{15}\\
& \text { the system }\{\mu, \nu\} \text { has the property (B). } \tag{16}
\end{align*}
$$

Let now

We then have

$$
\left.\begin{array}{l}
f_{n}=\frac{d \mu_{(0, \ldots n-1)}}{d v_{(0, \ldots n-1)}} \text { for } 1 \leqslant n<\infty ; \\
g_{0}=\frac{d \mu_{0}}{d \nu_{0}}, \quad g_{k}=\frac{d \mu_{(-k \ldots,-1,0)}}{d \mu_{(-k, \ldots-1)} \otimes v_{0}} \text { for } \quad 1 \leqslant k<\infty ;  \tag{17}\\
g_{\infty}=\frac{d \mu_{(\ldots,-1,0)}}{d \mu_{(\ldots-1)} \otimes v_{0}} .
\end{array}\right\}
$$

左

$$
\begin{equation*}
\frac{1}{n} \log f_{n}=\frac{1}{n} \sum_{k=0}^{n-1} \log g_{k} \circ \tau^{k} \tag{18}
\end{equation*}
$$

for all $n \geqslant 1$.
Theorem 1. Let $\{\mu, \nu\}$ be a system of probabilities on $\mathcal{B}$ satisfying (C), (D) and (E). Suppose that $v$ has the property (A). Then:
(i) The sequence $\left[(1 / n) \log f_{n}\right]_{1 \leqslant n<\infty}$ converges in $L^{1}(X, \mathcal{B}, \mu)$ if and only if $\sup _{0 \leq k<\infty} \int \log ^{+} g_{k} d \mu$ is finite; if $h$ is the limit of the sequence $\left[(1 / n) \log f_{n}\right]_{1 \leqslant n<\infty}$ in $L^{1}(X, \mathcal{B}, \mu)$, then $h \geqslant 0, \mu$-almost everywhere.
(ii) If $1<q<\infty$ and $\sup 0 \leqslant k<\infty \int\left(\log ^{+} g_{k}\right)^{q} d \mu$ is finite, then the system $\{\mu, \nu\}$ has the properties ( $M E_{a}$ ) and ( $P E$ ).
(iii) If, in particular, there exists $1<p<\infty$ such that sup ${ }_{0<k<\infty} \int g_{k}^{p} d \mu_{(-k \ldots-1)} \otimes v_{0}$ is finite, then the system $\{\mu, \nu\}$ has the properties $(P E)$ and ( $M E_{q}$ ) for all $1 \leqslant q<\infty$. In this case, there exist a function $G^{*}$, dominating the sequence $\left[(1 / n) \log f_{n}\right]_{1 \leqslant n<\infty}$, and two constants $C_{1}>0, \delta_{1}>0$, veritying the inequality

$$
\begin{equation*}
\mu\left(\left\{x \mid G^{*}(x)>t\right\}\right) \leqslant C_{1} e^{-t \delta_{1}} \tag{19}
\end{equation*}
$$

for each $t>0$.
(i) Assume that $\sup _{0 \leqslant t<\infty} \int \log ^{+} g_{k} d \mu$ is finite. Using corollary 2, we deduce that $\log g_{\infty} \in L^{1}(X, \mathcal{B}, \mu), \log g_{k} \in L^{1}(X, \mathcal{B}, \mu)$ for each $k \geqslant 0$, and that

$$
\lim _{k \rightarrow \infty}\left\|\log g_{k}-\log g_{\infty}\right\|_{1}=0
$$

The argument of B. McMillan (see [8]; see also A. Perez [10]) shows then that the sequence $\left[(1 / n) \log f_{n}\right]_{1 \leqslant n<\infty}$ converges in $L^{1}(X, B, \mu)$; if $h$ is the limit function, then (use (ii), corollary 1) $h(x) \geqslant 0 \mu$-almost everywhere. Conversely, assume that the sequence $\left[(1 / n) \log f_{n}\right]_{1 \leqslant n<\infty}$ converges in $L^{1}(X, \mathcal{B}, \mu)$. By (i), corollary 1

$$
\begin{equation*}
G^{\prime}=\sup _{0 \leqslant k<\infty}\left(-\log ^{-} g_{k}\right) \in L^{a}(X, B, \mu) \quad \text { for each } \quad 1 \leqslant q<\infty . \tag{20}
\end{equation*}
$$

Using (18), we obtain for each $n \geqslant 1$
whence

$$
\begin{align*}
& \frac{1}{n} \sum_{k=0}^{n-1} \log ^{+} g_{k} \circ t^{k} \leqslant\left|\frac{1}{n} \log f_{n}\right|+\frac{1}{n} \sum_{k=0}^{n-1} G^{\prime} \circ t^{k}, \\
& \frac{1}{n} \sum_{k=0}^{n-1} \int \log ^{+} g_{k} d \mu \leqslant\left\|\frac{1}{n} \log f_{n}\right\|_{1}+\left\|G^{\prime}\right\|_{1} \leqslant M \tag{21}
\end{align*}
$$

where $M$ is a constant independent of $n$. But $\int \log ^{+} g_{k} d \mu \leqslant \int \log ^{+} g_{k+1} d \mu$ for each $k \geqslant 0$, since the sequence $\left(\log ^{\dagger} g_{k}\right)_{0 \leq n<\infty}$ is a $\mu$-semi-martingale (see for instance the proof of corollary 2). We deduce then from (21) that $\int \log ^{+} g_{k} d \mu \leqslant M$ for each $k \geqslant 0$, and hence that $\sup _{0 \leqslant k<\infty} \int \log ^{+} g_{k} d \mu$ is finite.
(ii) Assume that $1<q<\infty$ and that $\sup _{0 \leqslant k<\infty} \int\left(\log ^{+} g_{k}\right)^{q} d \mu$ is finite. Since the sequence $\left(\left.\log ^{+} \dot{g_{k}}\right|_{0 \leqslant k \leqslant \infty}\right.$ is a $\mu$-semi-martingale, we have then (see [2], p. 317):

$$
\begin{equation*}
G^{\prime \prime}=\sup _{0 \leqslant k<\infty} \log ^{+} g_{k} \in L^{\alpha}(X, \mathcal{B}, \mu) . \tag{22}
\end{equation*}
$$

From (20) and (22) we get

$$
\begin{equation*}
G=\sup _{0 \leqslant k<\infty}\left|\log g_{k}\right| \leqslant G^{\prime}+G^{\prime \prime} \tag{23}
\end{equation*}
$$

Now $G \in L^{q}(X, \mathcal{B}, \mu)$, since $G^{\prime} \in L^{q}(X, B, \mu)$ and $G^{\prime \prime} \in L^{q}(X, B, \mu)$. On the other hand, $\lim _{k \rightarrow \infty} \log g_{k}(x)=\log g_{\infty}(x) \mu$-almost everywhere. Hence we can apply a generalized ergodic theorem (see [1] and [7]) and deduce the existence of a function $h \in L^{\boldsymbol{g}}(X, \mathcal{B}, \mu)$, invariant under $\tau$, such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} \log g_{k}\left(\tau^{k}(x)\right)=h(x) \tag{24}
\end{equation*}
$$

$\mu$-almost everywhere. Therefore the system $\{\mu, v\}$ has the property $(P E)$. To complete the proof of (ii), we have to show that the system $\{\mu, v\}$ has also the property ( $M E_{q}$ ). By the "dominated ergodic theorem", we have

$$
\begin{equation*}
G^{*}=\sup _{1 \leqslant n<\infty} \frac{1}{n} \sum_{k=0}^{n-1} G_{O} \tau^{k} \in L^{q}(X, B, \mu) \tag{25}
\end{equation*}
$$

Using (24), (25) and the obvious fact that $G^{*}$ dominates the sequence $\left[(1 / n) \log f_{n}\right]_{1 \leq n<\infty}$, we deduce that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\frac{1}{n} \log f_{n}-h\right\|_{a}=0 \tag{26}
\end{equation*}
$$

Hence the system $\{\mu, \nu\}$ has the property ( $M E_{a}$ ), and thus (ii) is proved.
(iii) From the hypothesis and from (ii), proposition 1, we deduce that the function $G$ defined in (23) satisfies the inequality

$$
\begin{equation*}
\mu(\{x \mid G(x)>t\}) \leqslant C e^{-t \delta} \tag{27}
\end{equation*}
$$
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for each $t>0, C>0$ and $\delta>0$ being suitable constants. It follows that $G \in L^{q}(X, B, \mu)$ for every $l \leqslant q<\infty$; hence $\sup _{0 \leqslant k<\infty} \int\left(\log ^{+} g_{k}\right)^{q} d \mu$ is finite for each $1 \leqslant q<\infty$, and so, by (ii) above, the system $\{\mu, \nu\}$ has the properties ( $P E$ ) and ( $M E_{q}$ ) for each $1 \leqslant q<\infty$. The inequality (19) follows from (27) and the "maximal ergodic theorem" (see [3], p. 676) applied to the functions $G, G^{*}$ defined by (23) and (25), respectively. In fact, it is clear that the inequality (19) is satisfied for suitable $C_{1}>0, \delta_{1}>0$, when $0<t \leqslant 1$. For $t \geqslant 1$, the inequality (19) can be proved, for instance, (1) using the following relations:

$$
\mu\left(\left\{x \mid G^{*}(x)>t\right\}\right) \leqslant \frac{2}{t} \int_{\{x \mid G(x)>t / 2\}} G \cdot d \mu \leqslant \frac{2}{t}\|G\|_{2} \cdot \mu\left(\left\{x \left\lvert\, G(x)>\frac{t}{2}\right.\right\}\right)^{\frac{1}{2}} .
$$

Hence the theorem is completely proved.
Theorem 2. Let $\nu$ be a probability on $B$ having the property $(A)$, and $\lambda, \mu$ two probabilities on $\mathcal{B}$ such that $\lambda<\mu$. Assume that the system $\{\mu, \nu\}$ has the property (PE). Then:
(i) The system $\{\lambda, \nu\}$ has the property ( $P E$ ) and we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \frac{d \lambda_{(0, \ldots n-1)}}{d \nu_{(0, \ldots, 1)}}(x)=\lim _{n \rightarrow \infty} \frac{1}{n} \log \frac{d \mu_{(0, \ldots n-1)}}{d v_{(0, \ldots n-1)}}(x)=h(x) \geqslant 0 \tag{28}
\end{equation*}
$$

$\lambda$-almost everywhere.
(ii) If $1 \leqslant q<\infty$ and if the sequence

$$
\left(\left(\frac{1}{n} \log ^{+} \frac{d \lambda_{(0, \ldots n-1)}}{d v_{(0, \ldots n-1)}}\right)^{q}\right)_{1 \leqslant n<\infty}
$$

is $\lambda$-uniformly integrable, then

$$
\lim _{n \rightarrow \infty}\left\|\frac{1}{n} \log \frac{d \lambda_{0}(, \ldots n-1)}{d v_{(0, \ldots n-1)}}-h\right\|_{q}=0
$$

(iii) In particular, if there exist constants $1<p<\infty, a \geqslant 1$, such that

$$
\int\left(\frac{d \lambda_{(0, \ldots n-1)}}{d v_{(0, \ldots n-1)}}\right)^{p} d v_{(0, \ldots n-1)}=O\left(a^{n}\right) \quad \text { when } n \rightarrow \infty
$$

then the system $\{\lambda, \nu\}$ has the property $\left(M E_{q}\right)$ for every $1 \leqslant q<\infty$, and $0 \leqslant h(x)$ $\leqslant \log a /(p-1) \lambda$-almost everywhere.
(i) Let us remark first that for $n \geqslant 1$ we have

[^2]\[

$$
\begin{equation*}
\frac{d \lambda_{(0, \ldots n-1)}}{d \nu_{(0, \ldots n-1)}}(x)=\frac{d \lambda_{(0, \ldots n-1)}}{d \mu_{(0, \ldots n-1)}}(x) \cdot \frac{d \mu_{(0, \ldots n-1)}}{d \nu_{(0, \ldots n-1)}}(x) \tag{29}
\end{equation*}
$$

\]

$v_{(0, \ldots n-1)}$-almost everywhere, and hence also $\lambda_{(0, \ldots n-1)}$-almost everywhere. It follows that

$$
\begin{equation*}
\frac{1}{n} \log \frac{d \lambda_{(0, \ldots n-1)}}{d v_{(0, \ldots n-1)}}(x)=\frac{1}{n} \log \frac{d \lambda_{(0, ., n-1)}}{d \mu_{(0, ., n-1)}}(x)+\frac{1}{n} \log \frac{d}{d} \frac{\mu_{(0, \ldots n-1)}}{\nu_{(0, \ldots n-1)}}(x) \tag{30}
\end{equation*}
$$

$\lambda$-almost everywhere (obviously, $\left(d \lambda_{(0, \ldots n-1)} / d \nu_{(0, \ldots n-1)}\right)(x) \neq 0 \quad \lambda$-almost everywhere). Since the system $\{\mu, \nu\}$ has the property $(P E)$ and since $\lambda<\mu$, there exists a function $h \geqslant 0$ (use (ii), corollary l) and finite $\lambda$-almost everywhere, such that $h(\tau(x))=h(x)$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \frac{d \mu_{(0, \ldots n-1)}}{d v_{(0, \ldots n-1)}}(x)=h(x) \tag{31}
\end{equation*}
$$

$\lambda$-almost everywhere. Hence to prove (i), it will be enough (in view of (30) and (31)) to show that $\lim _{n \rightarrow \infty}(1 / n) \log \left(d \lambda_{(0, \ldots n-1)} / d \mu_{(0, \ldots n-1)}\right)(x)=0 \lambda$-almost everywhere. But the sequence $\left(d \lambda_{(0, \ldots n-1)} / d \mu_{(0, \ldots n-1)}\right)_{1 \leqslant n<\infty}$ is a $\mu$-martingale, and since $\lambda_{(0,1, \ldots)}<\mu_{(0,1, \ldots)}$, we deduce that

$$
\lim _{n \rightarrow \infty} \frac{d \lambda_{(0, \ldots n-1)}}{d \mu_{(0, \ldots n-1)}}(x)=\frac{d \lambda_{(0.1, \ldots)}}{d \mu_{(0,1, \ldots)}}(x) \neq 0
$$

$\lambda$-almost everywhere. It follows that

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \frac{d \lambda_{(0, \ldots n-1)}}{d \mu_{(0, \ldots n-1)}}(x)=0
$$

$\lambda$-almost everywhere. Hence (i) is proved.
(ii) follows immediately from (i) and corollary 1 . In fact, it is enough to remark that

$$
\begin{equation*}
\sup _{1 \leqslant n<\infty}\left(-\frac{1}{n} \log ^{-} \frac{d \lambda_{(0, \ldots n-1)}}{d \nu_{(0, \ldots n-1)}}\right) \in L^{Q}(X, \mathcal{B}, \lambda) \text { for each } 1 \leqslant q<\infty \tag{32}
\end{equation*}
$$

(iii) By hypothesis there are constants $1<p<\infty, a \geqslant 1, M>0$ such that $\int\left(d \hat{\lambda}_{(0, \ldots n-1)} / d \nu_{(0, \ldots n-1)}\right)^{p-1} d \lambda_{(0, \ldots n-1)} \leqslant M a^{n}$ for each $n \geqslant 1$. It follows that for each $n \geqslant 1$ and $t>0$

$$
\begin{equation*}
\lambda\left(\left\{x \left\lvert\, \frac{1}{n} \log ^{+} \frac{d \lambda_{(0 \ldots n-1)}}{d \nu_{(0 \ldots n-1)}}(x)>t\right.\right\}\right) \leqslant M a^{n} e^{-n(p-1) t} \tag{33}
\end{equation*}
$$

It is then easily seen that for $t>\log a /(p-1)$ we have
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$$
\begin{gathered}
\lambda\left(\left\{x \left\lvert\, \sup _{1 \leqslant n<\infty}\left(\frac{1}{n} \log ^{+} \frac{d \lambda_{(0, \ldots n-1)}}{d v_{(0, \ldots n-1)}}(x)\right)>t\right.\right\}\right) \\
\leqslant \sum_{n=1}^{\infty} \lambda\left(\left\{x \left\lvert\, \frac{1}{n} \log ^{+} \frac{d \lambda_{(0, \ldots n-1)}}{d v_{(0 \ldots n-1)}}(x)>t\right.\right\}\right) \leqslant M a /\left(\epsilon^{(p-1) t}-a\right) .
\end{gathered}
$$

We deduce that

$$
\begin{equation*}
\sup _{1 \leqslant n<\infty}\left(\frac{1}{n} \log ^{+} \frac{d \lambda_{(0, \ldots n-1)}}{d v_{(0, \ldots n-1)}}\right) \in L^{q}(X, \mathcal{B}, \lambda) \text { for each } 1 \leqslant q<\infty . \tag{34}
\end{equation*}
$$

From (32) and (34) follows

$$
\begin{equation*}
\sup _{1 \leqslant n<\infty}\left|\frac{1}{n} \log \frac{d \lambda_{(0, \ldots n-1)}}{d v_{(0, . ; n-1)}}\right| \in L^{q}(X, B, \lambda) \text { for each } 1 \leqslant q<\infty . \tag{35}
\end{equation*}
$$

Hence, by (ii) above, the system $\{\lambda, \nu\}$ has the property ( $M E_{q}$ ) for every $1 \leqslant q<\infty$. To complete the proof of (iii), we have to show that $h(x) \leqslant \log a /(p-1)$ $\lambda$-almost everywhere. Let $T>\log a /(p-1)$ and define

$$
E_{n}(T)=\left\{x \left\lvert\, \frac{1}{n} \log ^{+} \frac{d \lambda_{(0 . \ldots n-1)}}{d v_{(0 \ldots n-1)}}(x)>T\right.\right\} \text { for } n \geqslant 1
$$

and $E_{\infty}(T)=\{x \mid h(x)>T\}$; let $\varphi_{E_{n}(T)}, \varphi_{E_{\infty}(T)}$ be the characteristic functions of the sets $E_{n}(T)$ and $E_{\infty}(T)$, respectively. Since

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log ^{+} \frac{d \lambda_{(0, \ldots n-1)}}{d v_{(0 \ldots n-1)}}(x)=h(x)
$$

$\lambda$-almost everywhere (see corollary 1), it follows that $\varphi_{E_{\infty}(T)}(x) \leqslant \lim \inf _{n \rightarrow \infty} \varphi_{E_{n}(T)}(x)$ $\lambda$-almost everywhere. From (33) we deduce that $\lim _{n \rightarrow \infty} \lambda\left(E_{n}(T)\right)=0$, and hence, applying Fatou's theorem, that $\lambda\left(E_{\infty}(T)\right)=0$. Since $T>\log a /(p-1)$ was arbitrary, we conclude that $\lambda(\{x \mid h(x)>\log a /(p-1)\})=0$. This completes the proof of the theorem.

## 3. Remarks

(1) Concerning corollary 2, see siso [9]. (2) Consarning (i), theorem 1, sse also [10]. (3) The condition

$$
\int\left(\frac{d \lambda_{(0, \ldots n-1)}}{d v_{(0, \ldots n-1)}}\right)^{p} d \nu_{(0 \ldots n-1)}=O\left(a^{n}\right)
$$

when $n \rightarrow \infty \quad(1<p<\infty, a \geqslant 1)$ of (iii), theorem 2, was suggested by the reading of [5]. (4) Let $Y, C, X$ and $\tau$ be the objects introduced in the beginning of $\S 2$, and assume that: $Y$ is a finite set (=alphabet), $\mathcal{C}$ is the set of all subsets of $Y$. Let $a$ be the number of elements (= letters) of $Y$. Define the prob-
ability $\nu$ on $B$ as follows: $\nu=\otimes_{n \in Z} \nu_{n}$, where $\nu_{n}\left[p r_{n}^{-1}(\{y\})\right]=1 / a$ for each $y \in Y$ and $n \in Z$.
(I) Let $\mu$ be a stationary probability on $B$. It is clear that the system $\{\mu, \nu\}$ satisfies $(C),(D),(E)$ and also that $\nu$ has the property $(A)$. Let us also remark that $g_{k}(x) \leqslant a, \mu_{(-k, \ldots-1)} \otimes y_{0}$-almost everywhere, for each $k \geqslant 0$ (obviously, the $g_{k}$ 's are defined by (17)). From (iii), theorem 1, it then follows that the system $\{\mu, \nu\}$ has the properties $(P E)$ and ( $M E_{q}$ ) for all $1 \leqslant q<\infty$. These results contain in particular those given in [5] for discrete stationary sources.
(II) Let $\lambda$ be an almost periodic probability on $\mathcal{B}$ in the sense of [5]. There exists then a stationary probability $\mu$ on $\mathcal{B}$, such that $\lambda<\mu$ (see [5]). Let us remark now that $\left(d \lambda_{(0, \ldots n-1)} / d v_{(0, \ldots n-1)}\right)(x) \leqslant a^{n}, v_{(0, \ldots n-1)}$-almost everywhere, for each $n \geqslant 1$. As we saw in (I), the system $\{\mu, v\}$ has the property (PE); from (i) and (iii), theorem 2, it then follows that the system $\{\lambda, \nu\}$ has the properties $(P E)$ and $\left(M E E_{q}\right)$ for all $1 \leqslant q<\infty$, and that $0 \leqslant h(x) \leqslant \log a \lambda$-almost everywhere (since $\|h\|_{\infty} \leqslant\left(\log a^{p}\right) /(p-1)=(p /(p-1)) \log a$ for each $\left.1<p<\infty\right)$. These results contain in particular those given in [5] for discrete almost periodic sources.

## APPENDIX

Let $(X, \mathcal{B}, P)$ be a probability space. A measurable measure-preserving transformation of $(X, B, P)$ is a mapping $\tau$ of $X$ into $X$ such that $\tau^{-1}(E) \in \mathcal{B}$ and $P\left(\tau^{-1}(E)\right)=P(E)$ for every $E \in \overline{\mathcal{B}}$. For any set $E \in \mathcal{B}$ and $\sigma$-algebra $\mathcal{C} \subset \mathcal{B}$, we denote with $P(E \mid C)$ the conditional probability of $E$ relative to $C$. For any finite $\sigma$-algebra $\mathcal{A} \subset \mathcal{B}$, we denote with $\pi(\mathcal{A})$ the (uniquely determined) partition of the space $X$ such that the $\sigma$-algebra generated by $\pi(\mathcal{A})$ coincides with $\mathcal{A}$, and with $C(\mathcal{A})$ the number of elements of $\pi(\mathcal{A})$. If $\left(\mathcal{C}_{t}\right)_{t}$ is a family of $\sigma$-algebras contained in $\mathcal{B}$, we denote with $\mathrm{V}_{\iota} \mathrm{C}_{l}$ the $\sigma$-algebra generated by $\mathrm{U}_{i} \mathrm{C}_{i}$.

Let $\mathcal{A} \subset \mathcal{B}$ be a finite $\sigma$-algebra, $\mathcal{C} \subset \mathcal{B}$ an arbitrary $\sigma$-algebra. The information of $\mathcal{A}$ and the conditional information of $\mathcal{A}$ relative to $C$ are defined by the equations (we write $0 \log 0=0,-\log 0=+\infty$ and we denote with $\varphi_{A}$ the characteristic function of the set $(A)$ :

$$
I(\mathcal{A})(x)=-\sum_{A \in \pi(A)} \varphi_{A}(x) \log P(A)
$$

for every $x \in X$, and

$$
I(A \mid C)(x)=-\sum_{A \in \tilde{\pi}(A)} \varphi_{A}(x) \log P(A \mid C)(x)
$$

for almost every $x \in X$, respectively.
Lemma. Let $\mathcal{A} \subset \mathcal{B}$ be a finite $\sigma$-algebra, $\left(\mathcal{C}_{n}\right)_{0 \leqslant n<\infty}$ a sequence of $\sigma$-algebras such that $\mathbb{C}_{n} \subset \mathbb{C}_{n+1} \subset \mathcal{B}$ for each $n \geqslant 0$. For every $t>0$ we have

$$
P\left(\left\{x \mid \sup _{0 \leqslant n<\infty} 1\left(\mathcal{A} \mid \mathcal{C}_{n}\right)(x)>t\right\}\right) \leqslant C(\mathcal{A}) e^{-t} .
$$
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The proof is straightforward and similar to that of (i), proposition $1{ }^{(1)}$. It will be enough to show that for each $A \in \pi(\mathcal{A})$ and $t>0$

$$
\text { (*) } P\left(\left\{x \mid \sup _{0 \leqslant n<\infty} I\left(\mathcal{A} \mid C_{n}\right)(x)>t\right\} \cap A\right) \leqslant e^{-t} .
$$

Fix now $A \in \pi(A)$ and define the sets

$$
\begin{aligned}
& F(t)=\left\{x \mid \sup _{0 \leqslant n<\infty} I\left(\mathcal{A} \mid \mathcal{C}_{n}\right)(x)>t\right\} \cap A \\
& F_{0}(t)=\left\{x \mid P\left(A \mid C_{0}\right)(x)<e^{-t}\right\} \\
& F_{k}(t)=\left\{x \mid \inf _{0 \leqslant j \leqslant k-1} P\left(A \mid \mathcal{C}_{j}\right)(x) \geqslant e^{-t}, P\left(A \mid C_{k}\right)(x)<\epsilon^{-t}\right\}, k \geqslant 1
\end{aligned}
$$

for every $t>0$. It is easily seen that for each $t>0$ we have:
( $\alpha$ ) $\quad F_{n}(t) \cap F_{m}(t)=\phi$ if $n \neq m, 0 \leqslant n, m<\infty$;
( $\beta$ ) $\quad F_{n}(t) \in \mathcal{C}_{n}$ for every $n \geqslant 0$;
( $\gamma$ ) $P\left(F_{n}(t) \cap A\right) \leqslant e^{-t} P\left(F_{n}(t)\right)$ for every $n \geqslant 0$;
( $\delta$ ) $\quad F^{\prime}(t)=\bigcup_{n-0}^{\infty} F_{n}(t) \cap A$.
From $(\alpha),(\gamma)$ and $(\delta)$ the inequality (*) follows immediately; hence the lemma is proved.

Remarks. (1) Let $u$ be a strictly decreasing (not necessarily convex or concave) mapping of $[0,1]$ onto $[\delta,+\infty](\delta \geqslant 0)$ and let $v=u$. The above lemma holds for every $t>\delta$ (and the method of proof is the same) if we replace everywhere $-\log$ by $u$ and $e^{-t}$ by $v(t)$. (2) Let $\boldsymbol{A} \subset \mathcal{B}$ be a finite $\sigma$-algebra, and $\left(\mathcal{C}_{n}\right)_{0 \leqslant n<\infty}$ a sequence of $\sigma$-algebras such that $\mathcal{C}_{n} \subset \mathcal{C}_{n+1} \subset B$ for each $n \geqslant 0$. Then: (2a) $\sup _{0 \leqslant n<\infty} I\left(\mathcal{A} \mid \mathrm{C}_{n}\right)$ belongs to $L^{a}(X, \mathcal{B}, P)$ for every $1 \leqslant q<\infty ;(2 b) \lim _{n \rightarrow \infty} I\left(\mathcal{A} \mid \mathcal{C}_{n}\right)(x)$ exists and is finite $P$-almost everywhere. The assertion (2a) is a consequence of the above lemma, and ( $2 b$ ) follows from the fact that for every $A \in \pi(\mathcal{A})$, $\left(P\left(A \mid C_{n}\right)\right)_{0 \leqslant n<\infty}$ is a martingale. (3) Let $\tau$ be a measurable measure-preserving transformation of $(X, B, P), \mathcal{A} \subset \mathcal{B}$ a finite $\sigma$-algebra, and $\left(\mathcal{C}_{n}\right)_{0 \leqslant n<\infty}$ the sequence of $\sigma$-algebras defined as follows: $C_{0}=\{X, \phi\}, C_{k}=V_{i=1}^{k} \tau^{-i} A$ for $k \geqslant 1$. It is clear that $\mathcal{C}_{n} \subset \mathcal{C}_{n+1} \subset B$ for each $n \geqslant 0$. Let us remark now that for every $n \geqslant 1$

$$
I\left(\mathrm{~V}_{i=0}^{n-1} \tau^{-t} \mathcal{A}\right)=I(\mathcal{A}) \circ \tau^{n-1}+\sum_{k=1}^{n-1} I\left(\mathcal{A} \mid V_{i-1}^{k} \tau^{-t} \mathcal{A}\right) \circ \tau^{n-1-k}
$$

(see [4]). Since the sequence $\left(I(\mathcal{A}), I\left(\mathcal{A} \mid \tau^{-1} \mathcal{A}\right), ., I\left(\mathcal{A} \mid V_{i-1}^{k} \tau^{-i}, \mathcal{A}\right),\right.$. ) satisfies ( $2 a$ ) and ( $2 b$ ) (see remark (2) above), we can apply a generalized ergodic theorem (see [1] and [7]) and deduce the existence of a function $h$, belonging to $L^{q}(X, B, P)$ for every $l \leqslant q<\infty$, invariant under $\tau$, such that

[^3]$$
\lim _{n \rightarrow \infty}\left\|I\left(\sum_{i=0}^{n-1} \tau^{-i} \mathcal{A}\right) / n-h\right\|_{q}=0 \text { for every } 1 \leqslant q<\infty
$$
and

In this way we obtain the classical form of McMillan's theorem in information theory (see [4], [5], [6], [8]), as well as the assertion that almost everywhere convergence holds in McMillan's theorem. See also [1] and the remarks made in [4]. (4) The results contained in this appendix were presented on February 9, 1960, in a seminar on information theory held at Yale University under the direction of Professor S. Kakutani.
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