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Some connections between ergodie theory and the iteration 
of  polynomials 

By ToM S. PITCHER and JOHN R. KINNEY 

I. Introduction 

In  a recent paper [1] Brolin has shown some connections between the theory of the 
iteration of polynomials in the complex plane and the ergodic transformations in- 
dueed by the polynomials. [1] contains an exposition of the classical theory of 
iteration and a bibliography of the subject. 

Consider a polynomial P of degree N and its iterates P= given by  P~ (z) = P(P~_i  (z)). 
The fixpoints of P,  i.e., solutions of P ,  (z) = z are classified as repulsive if IP&(z) l > 1, 
indifferent if IP~(=)l = i and attractive if IP~(~)l < 1. Primary interest centers on 
the set F of points where (P=) is not a normal family. F can also be characterized 
as the closure of the set of repulsive fixpoints. Replacing P by  L o P o L  -1 with Z 
a linear function only subjects the fixpoints to a linear transformation so we can 
assume that  

N-2 
P(z) = zN+ ~ as z ~. 

I t  can be shown that  F is compact, contains no open set and is completely in- 
variant under P, i.e., F= P(F)= B-i(F). 

H. The equilibrium measure for F 

In  [1] Brolin defines a natural probability measure on F as follows. Choose any 
point z o in the plane with at most two exceptions and let #~ be the atomic measure 
assigning weight N - "  to each root of Pn(z )=z  o. The/zn converge weakly to a prob- 
ability measure # supported on F, independent of the starting point z0./x is invariant 
under the transformation P and in fact, P is an ergodic transformation of F into 
itself under this measure. 

I t  also turns out that  # is the equilibrium measure for F, that  is, it minimizes 
the energy integral 

f f  1 I(v) = log ~ - ~  v(dz) v(dw) 

among all Borel probability measures v supported on F. 
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Let  c 1 . . . . .  c~ be the  cr i t ical  po in ts  of the  inverses  of P and  for  each 0 ~< 0 < 2 
let  l~(O) be the  half  l ine [c~+~e '°, 0 < ) ~ <  oo]. W e  can f ind a 00 for which  the  ha l l  
l ines a re  al l  d i s t inc t  a n d  a ~ > 0  such t h a t  a n y  two half  lines 1~(01), l j(Oz)with 
00- (~<0~ ,  02<0o+(~  in tersec t  in a po in t  outs ide  _~ if a t  all.  Thus  the  sets  A(O)= 
F N (11(0) U ... U l~(O)) are  d is jo int  for 0 in th is  in terva l  so we can  choose one, s ay  
wi th /~(A(~))  = 0. I f  we make  the  cuts /1(~)  . . . . .  l~(0) the  inverses  gl . . . . .  gN of P are  
def ined on F - A ( 0 ) .  I t  is easi ly  seen t h a t  

1~ f 
N i~I 

and  hence t h a t  
1 

I t  follows t h a t  ~u(P, (A(~) )=  0 for all  n and  hence t h a t  

Fo= F -  U P,,(A((J)) 

has /~ -measure  1. 
Now the  g / s  are  def ined  in a ne ighborhood  of each po in t  of F o and  since each g~ 

takes  F 0 in to  itself, al l  the  inverses ga, o ga, o . . .  o ga. of Pn are  def ined in a neigh- 

borhood  of each  po in t  of F 0. This does no t  i m p l y  t h a t  the re  a re  ne ighborhoods  in  
which the  inverses  of all  t he  P ,  are  defined. 

W e  can now define the  integer  va lued  func t ion  ~ (z) for  z in F 0 to  be the  solu- 
t ion  of 

g%(=) (P ,  (z)) = P , _  1 (z). 

I t  is eas i ly  seen t h a t  
g=,(z) o g=,(~) o . . .  o g=,(~)(p, (z))= z 

and  t h a t  o~(P(z))= a , + l  (z). W e  will wr i te  

I , ( /~ 1 . . . . .  ft,) = [z I a,(z) = fl,, i : 1 . . . . .  n] 

and  I ,  (z) = In (al  (z) . . . . .  a ,  (z)). 

The t r ans fo rma t ion  z ~ [gl (z), cc2 (z) . . . .  ] m a p s  F into  a sequence space and,  as 
the  fol lowing theorem shows, i t  t akes /~  into  the  "Bernoul l i  t r i a l "  measure .  

Theorem 2.1. Under t~ the con are independent random variables with distribution 

1 

Proof. The  set I,~{fl 1 . . . . .  ft,) conta ins  al l  the  po in ts  g p o  ... o g~{w) where  

Pro(w) = % a n d  no o the r  solut ions of P~+m (z )=  z 0. Hence,  the  set  h a s / ~ + m  measure  
N -n and  thus  also # measure  N -~. 
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I n  connect ion  wi th  the  nex t  theorem i t  should be r e m a r k e d  t h a t  in the  case 
P(z)  = z ~, 2' is t he  un i t  circle, ju is Lebesgue measure  and the  P~ are of course tr i-  

gonometr ic  funct ions  a n d  t h a t  ir~ the  case P(z) = z 2 - 2, E = [ - 2, 2], # = C d x / I / 4  - x ~ 
a n d  the  P~ are  a snbsequence  of the  Chebycheff  polynomials .  

The  funct ions  1, z, z 2 . . . .  are cont inuous  and  bounded  on F ,  hence are  square  in- 
t egrab le  wi th  respec t  to  /~. Le t  Q0 = 1, Q1 . . . .  be the  corresponding sequence of 
o r thonorma l  po lynomia l s  hav ing  posi t ive  leading coefficients. 

Theorem 2.2. 

If ]' QN. = ]zl~(dz) P .  ( n = 0 , 1 , 2  . . . .  ). 

Proo]. P~ has degree N"  and  leading coefficient 1. Also 

fl 
F o r  n = 0, t ak ing  Po(z )=  z, we have  

Qo (z)Po (z) #(dz) = f ~l~ (dz) = ~ ~,=1 

since ~ l g a ( z )  is the  coefficient of z N-1 in P which is 0. F o r  n >  1 a n d  k < N  n we 
have  

f zkP,(z) #(dz) 

f N = N  - ~  ~ 
~i ... ~ffil 

( g ~ ,  o . . .  o g~,(z))k/~(dz). 

But  the  s u m m a t i o n  is ~ w k ex t ended  over  the  roots  of P~ (w)=  z and  this  sym- 
met r i c  func t ion  depends  only on the  f irst  k coefficients in 

P~ (w) - z = w N" + c 1 w N"- 1 + .. .  + c ~  

and  hence is a cons tan t  A independen t  of z. Thus,  

f z k ~,(z)/~(dz) = AN-" fS#(dz) = O. 

III.  The p o l y n o m i a l s  z 2 - P  for p > 2 

I n  this  sect ion we dea l  wi th  a special  class of P ' s .  We assume tha t  the re  exis ts  
a s imply  connected  domain  D conta ining F and  conta ining none of the  cri t ical  
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points of the functions P~ nor any limit points of them. I t  is known (see [1]) tha t  
in this case the set of inverses 

[g=,o ... o g=.l 1 < ~ < i V ,  l < n <  ~ ]  

forms a normal  family in D having only constant limiting functions. We can extend 
the ~ to all of F in this case and we write 

(7.(z, w ) =  g=,~ o g=,~) o . . .  o g=.(~ (w). 

Theorem 3.1. For/ixed z, Gn(z, w) converge8 to z uni/ormly on compact subsets of D. 
The convergence is uni/orm on F × F. 

Proo/. To prove the first assertion we have only to show tha t  the constant limit 
is z but  this is obvious since Gn(z, Pn (z))= z for each n. For  each z e F  we can find 
an n such tha t  IG=(z,w)-zl<s/2 for all w e F  and m~>n. Thenforz 'e ln(z) f l  
[~' I I ~ - z ' l  < ~/2]  we have 

I a,, (z', w) - ~ ' l =  ] On(~, g=.+~¢, o . . .  o g=.,, ,, (w)) --~'l "<< 8/~ + Ix - -~ ' l<  ~. 

The In (z) are open, in this special case, so this gives an open covering of F and the 
proof is now completed in the usual way. 

We now choose a w E F which is not  a fix point and set 

~n (Z) = G. (Z, W). 

By Theorem 3.1 en = max  l~n(z) -z l  
zEav 

goes to zero as n goes to ~ .  None of the numbers 

O'=j o . . .  o 9'=,,+1 (w)  - g = j  o . . .  o ~'=,,(w) 

vanishes since P(w) ~= w so, setting ~k = ~k (z), we can write 

1 log I~on+l (=) - ~n (z)] 
n 

= n  k=z l°g I ~ ~  I 

1 
+ -  log [0+1 (Pn-z (z)) - Q~ (Pn-l (z)) [. 

Using the facts that  g~, gi', g~' and (g~)-t are bounded on F we can easily show tha t  

] g=~(en+l-, , (P,,(z)))  - g=~(~n_,.(e,~(z))) 
log ~ ~ ~  - log Ig=.(P~(z))l ~ c e . - ~ .  -< 
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n ~  

Thus 1 log ]@,+a(z)-~,(z)1-1 ~ log lg:,(Pk(z))l+O(et)+A, 
--T$ k ~ l  

where [A[ = 1  [log[@l+~(P._~(z))-@~(P,~_z(z))[[=O(1). 

Theorem 3.2. With/~-probability one 

lira I log le~+~(~)-~.(~)1 = - H  

and lira sup 1 log ] ~, (z) - z I = - H, 

where _lNf H = - ~ - 5  log Ig,'(~)t~(a~). 

Prool. The aa form a stationary ergodie sequence and log I g~k (Pz (z))] is bounded 
so the ergodie theorem applies to 

][ n - !  • 

- ~ log lg~(Pk(z))] 
~k=l 

and this plus the estimates above proves the firs~ assertion. For any positive e and 
large enough n, 

k ~ l  k = l  

e - n ( H - e )  

l - -  e - (H-8 )~  

SO 

On the other hand 

1 
Iim sup - log l@,(z)-z I ~< - H .  

so the opposite inequality also obtains. 
The polynomials P(z)= z~-p for p >2  satisfy the special requirements of this 

section. I t  can be shown [1] that  inthis case E ~  [ -  ½-  }/~+p, ½+ l '¼+p] and the 
critical points are - p, P("p) ,  1'2 ( - P), etc. Computation shows that 

- p <  - ½ -  V~+p and ½+ } ~ p < P ( - p ) < P 2 ( - p )  < .-. 

so we can take D to be the plane with the intervals ( -  ~ ,  - p ]  and [ P ( -  p), ~ )  
removed. 
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Brolin [1] has given an  upper  bound for the Hausdor f f  dimension of F for  

p >/2 + V2. We are now in a posit ion to  give a lower bound for p > 2. 

Theorem 3.3. Let $'v be the F set /or z ~ -  p, p > 2 and lav the associated measure. 
Then 

1 
dim (Fv) >1 

f log (x + 19) ia~,(dx) 
1 + "  

2 log 2 

Proo/. I n  this case g~ (x )=  _+ l/x-+ p and  the  r ight  hand  side is equal  to  log 2/H.  
We are going to make  use of L e m m a  2 of [2] (or, m o r e a c c u r a t e l y ,  of the second 
half  of the  proof). I t  is p roved  there  t h a t  if D= (x) is the dyadic  in terval  of order  n 
containing x and  if A is a subset  of 

Ix  I log, ~u(D. (x)) a |  
1 I 

Um2P < 
1 

with/x(A) > 0  then  dim (A) 1> ~. 
I t  is easily seen t h a t  the sets I , (x )  are contained in disjoint intervals  for this 

case (see [1], p. 126). I f  we write 

Ixl = sup I -yl 
Z, ye l  

and set  A(n,e)=[x[ II,,(x)l>~e-m(x+") for all m>~n], 

then  [xl I ~ a + 1 (x) - ~ (x) 1/> e-  re(u+ ~) for all m >/n] c A(n, e), 

so ~(A(n, e) ) -~ l  as n-~ ¢¢ for  a n y  posi t ive e. 
Take  n so large t h a t  #(A(n, e)) > 0 and  k so large t h a t  

- k l o g 2  F l < - n .  
H + e  

If  m~ is the largest  integer such t h a t  

2 -I¢ < e-ink (H+6), 

then  - (rag+ 1) ( H +  e) ~< - k log 2 so t h a t  

- k l o g  2 
- m k ~ < - -  + - l ~ < - n .  

H + e  

At mos t  two sets of the  form Imk(X)for xEA(n ,  e )can intersect  a dyadic  in terval  
of order k and  IX(Imp(X))= 2 -m* SO 
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log2(/~(D~(x) N A(n, 8))) <~ - m~ + 1 <~ - -  
- k log  2 

H + e  
+2.  

Replacing/x by ~n, ttn(B) # (B  N A(n,e))  
la(A(n, e)) 

in the result quoted above we see that dim (A(n, e)) >~ (log 2)/(H + e) for all n with 
#(A(n,  e)) > O. Since [J hA(n, e) c F 

dim (F)/> (log 2 ) / ( H +  e) 

and the proof is completed by letting e ~ 0. 
We wish to estimate the integral in the above theorem. 

when the 05 are independent and are ± I with equal probability. Thus 

A~,= ½[log ( p +  ~/p + 0z 1/.--~-.) + log ( p -  yp+O2~)~..)] 

= ½log ( ¢ - p ~  o~1/~ + o..¢:) 

= ~ log ( (¢ -  ¢ -  p -  o.V'~ o ~ T )  

=2-"E6og (B,/v/-0,+~]/~+0,+~ .7..)), 

whe,e Bo(p)=p and B.+,(p)=n:(p)-p. S~noe B.(p) t ~ and O.+,I/p+ 0.+,/.-U 
is in Fp and hence is bounded, we have 

Now 

A~ = lim 2 -n log B~ (p). 

2 -(n+l) log Bn +1 (P) = 2-(n+1) log  (B~ (p) - p) 

= 2 - n l o g B ~ ( p ) + 2  -(~+1) log(1 B ~ ) < 2 - ~ l o g B ~ ( p ) ,  

so that Av ~< ½ log B1 (p) = ½ log (p~ - p). 

Combining this with Brolin's result we have 

[ [ 1 +  -21---0-~g2 J ~<dimF~< 1 +  2log 

where the left hand inequality holds for p/> 2 and the right hand one for p >1 2 + Y~2. 
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