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#### Abstract

We prove an addition formula for Jacobi functions $\varphi_{\lambda}^{(\alpha, \beta)}\left(\alpha \geqq \beta \geqq-\frac{1}{2}\right)$ analogous to the known addition formula for Jacobi polynomials. We exploit the positivity of the coefficients in the addition formula by giving the following application. We prove that the product of two Jacobi functions of the same argument has a nonnegative Fourier-Jacobi transform. This implies that the convolution structure associated to the inverse Fourier-Jacobi transform is positive.


## 1. Introduction

For fixed $\alpha, \beta$ Jacobi functions $\varphi_{\lambda}^{(\alpha, \beta)}$ form a continuous orthogonal system on $\mathbf{R}^{+}$with respect to the measure $(\operatorname{sh} t)^{2 \alpha+1}(\operatorname{ch} t)^{2 \beta+1} d t$, generalizing the cosines $\varphi_{\lambda}^{(-1 / 2,-1 / 2)}(t)=\cos \lambda t$. In [3], [6], [10] the authors developed harmonic analysis for Jacobi function expansions, including a positivity result for the convolution product associated to these expansions.

The main result of the present paper is a similar positivity result for the dual case, i.e. the convolution product associated to the inverse Fourier-Jacobi transform $\left(\alpha \geqq \beta \geqq-\frac{1}{2}\right)$. Equivalently, we prove that the Fourier-Jacobi transform $a\left(\lambda_{1}, \lambda_{2}, \cdot\right)$ of the product $t \mapsto \varphi_{\lambda_{1}}^{(\alpha, \beta)}(t) \varphi_{\lambda_{2}}^{(\alpha, \beta)}(t),\left(\lambda_{1}, \lambda_{2} \in \mathbf{R}\right)$ is nonnegative. By using group theoretic considerations Flensted-Jensen [4] and Mizony [14] proved this result for special values of $\alpha, \beta$. A similar positivity result of the dual convolution structure associated to Jacobi polynomial expansions was first proved by Gasper [8].

Koornwinder [13] applied the addition formula for Jacobi polynomials in order to obtain a new proof of the just mentioned result of Gasper's. Here we follow a similar approach and, therefore, we have first to derive the addition formula for Jacobi functions. This addition formula is an expansion of

$$
\varphi_{\lambda}^{(\alpha, \beta)}\left(\operatorname{Arcch}\left|\operatorname{ch} t_{1} \cdot \operatorname{ch} t_{2}+r e^{i \psi} \operatorname{sh} t_{1} \cdot \operatorname{sh} t_{2}\right|\right)
$$

[^0]in terms of certain orthogonal polynomials $R_{k, l}$ in the two variables $r \cos \varphi$ and $r^{2}$, with expansion coefficients
$$
\gamma_{k, l}^{(\alpha, \beta)}(\lambda) \varphi_{\lambda, k, l}^{(\alpha, \beta)}\left(t_{1}\right) \varphi_{\lambda, k, l}^{(\alpha, \beta)}\left(t_{2}\right)
$$
where the functions $\varphi_{\lambda, k, l}^{(\alpha, \beta)}$ are "associated Jacobi functions" and $\gamma_{k, l}^{(\alpha, \beta)}(\lambda) \geqq 0$ for real $\lambda$. The nonnegativity of the coefficients $\gamma_{k, l}$ is of crucial importance for our applications of the addition formula.

In a companion paper [7] we give another application of the addition formula for Jacobi functions. It presents a new approach to certain results of Kostant's dealing with a characterization of those values of $\lambda$ for which a spherical function $\varphi_{\lambda}$ on a given noncompact rank one symmetric space is positive definite.

In a forthcoming paper we will derive similar results as in the present paper for the functions

$$
\begin{equation*}
\varphi_{\lambda, v}^{\alpha}(y, \theta):=\left(e^{i \theta} \operatorname{ch} y\right)^{v} \varphi_{\lambda}^{(\alpha, v)}(y) \tag{1.1}
\end{equation*}
$$

which were studied by the first author [4], [5] in the cases $\alpha=0,1,2, \ldots$ by an interpretation as spherical functions.

## 2. The addition formula for Jacobi functions: statement of the result

The Jacobi function $\varphi_{\lambda}^{(\alpha, \beta)}$ is given (cf. [6]) by

$$
\begin{gather*}
\varphi_{\lambda}^{(\alpha, \beta)}(t):={ }_{2} F_{1}\left(\frac{1}{2}(\alpha+\beta+1+i \lambda), \frac{1}{2}(\alpha+\beta+1-i \lambda) ; \alpha+1 ;-(\operatorname{sh} t)^{2}\right),  \tag{2.1}\\
t \in \mathbf{R}, \lambda \in \mathbf{C}, \alpha \in \mathbf{C} \backslash\{-\mathbf{N}\}, \beta \in \mathbf{C} .
\end{gather*}
$$

On writing

$$
\begin{equation*}
R_{\mu}^{(\alpha, \beta)}(z):={ }_{2} F_{1}\left(-\mu, \mu+\alpha+\beta+1 ; \alpha+1 ; \frac{1}{2}(1-z)\right) \tag{2.2}
\end{equation*}
$$

we have

$$
\begin{equation*}
\varphi_{\lambda}^{(\alpha, \beta)}(t)=R_{(i \lambda-\alpha-\beta-1) / 2}^{(\alpha, \beta)}(\operatorname{ch} 2 t) . \tag{2.3}
\end{equation*}
$$

If $\alpha, \beta>-1, n \in \mathbf{Z}_{+}$then $R_{n}^{(\alpha, \beta)}(x)$ is a polynomial of degree $n$ in $x$ satisfying $R_{n}^{(\alpha, \beta)}(1)=1$ and the orthogonality relations

$$
\begin{equation*}
\frac{\Gamma(\alpha+\beta+2)}{2^{\alpha+\beta+1} \Gamma(\alpha+1) \Gamma(\beta+1)} \int_{-1}^{1} R_{m}^{(\alpha, \beta)}(x) R_{n}^{(\alpha, \beta)}(x)(1-x)^{\alpha}(1+x)^{\beta} d x=\left(\pi_{n}^{(\alpha, \beta)}\right)^{-1} \delta_{m, n} \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\pi_{n}^{(\alpha, \beta)}=\frac{(2 n+\alpha+\beta+1)(\alpha+1)_{n}(\alpha+\beta+2)_{n}}{(n+\alpha+\beta+1)(\beta+1)_{n} n!} \tag{2.5}
\end{equation*}
$$

Here $(a)_{k}:=a(a+1) \ldots(a+k-1)$. Note that $P_{n}^{(\alpha, \beta)}(x)=\left((\alpha+1)_{n} / n!\right) R_{n}^{(\alpha, \beta)}(x)$ is the classical Jacobi polynomial (cf. Szegő [16]).

We shall need a family $R_{n, m}^{(\alpha, \beta)}$ of orthogonal polynomials on

$$
\Omega:=\left\{(x, y) \in \mathbf{R}^{2} \mid x^{2} \leqq y \leqq 1\right\}
$$

with respect to the normalized measure

$$
\begin{equation*}
d m_{\alpha, \beta}(x, y)=\frac{\Gamma(\alpha+\beta+(5 / 2))}{\Gamma(\alpha+1) \Gamma(\beta+1) \Gamma(1 / 2)}(1-y)^{\alpha}\left(y-x^{2}\right)^{\beta} d x d y . \tag{2.6}
\end{equation*}
$$

These polynomials can be defined in terms of Jacobi polynomials by

$$
\begin{gather*}
R_{n, m}^{(\alpha, \beta)}(x, y):=R_{m}^{(\alpha, \beta+n-m+(1 / 2))}(2 y-1) y^{(n-m) / 2} R_{n-m}^{(\beta, \beta)}\left(y^{-1 / 2} x\right),  \tag{2.7}\\
n, m \in \mathbf{Z}, \quad n \geqq m \geqq 0 \quad \text { and } \quad \alpha, \beta>-1 .
\end{gather*}
$$

The orthogonality relations are given by

$$
\begin{equation*}
\iint_{\Omega} R_{n, m}^{(\alpha, \beta)}(x, y) R_{k, l}^{(\alpha, \beta)}(x, y) d m_{\alpha, \beta}(x, y)=\left(\pi_{n, m}^{(\alpha, \beta)}\right)^{-1} \delta_{n, k} \delta_{m, l}, \tag{2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\pi_{n, m}^{(\alpha, \beta)}=\frac{(2 n-2 m+2 \beta+1)(n+m+\alpha+\beta+(3 / 2))(\alpha+1)_{m}(2 \beta+2)_{n-m}(\alpha+\beta+(5 / 2))_{n}}{(n-m+2 \beta+1)(n+\alpha+\beta+(3 / 2)) m!(n-m)!(\beta+(3 / 2))_{n}}, \tag{2.9}
\end{equation*}
$$

cf. $[12, \S 3]$ and $[13, \S 2]$.
If $\alpha_{\downarrow}-1$ or $\beta_{\downarrow}-1$ then the measure $d m_{\alpha, \beta}(x, y)$ weakly tends to a measure with support on one of the edges of the orthogonality region. An easy calculation shows:

$$
\begin{align*}
& \pi_{n, m}^{(-1, \beta)} R_{n, m}^{(-1, \beta)}(x, 1)=\delta_{m, 0} \pi_{n}^{(\beta, \beta)} R_{n}^{(\beta, \beta)}(x),  \tag{2.10}\\
& \pi_{n, m}^{(\alpha,-1)} R_{n, m}^{(\alpha,-1)}\left(x, x^{2}\right)=\left\{\begin{array}{lll}
\pi_{2 n}^{(\alpha, \alpha)} R_{2 n}^{(\alpha, \alpha)}(x) & \text { if } \quad m=n, \\
\pi_{2 n-1}^{(\alpha, \alpha)} R_{2 n-1}^{(\alpha, \alpha)}(x) & \text { if } & m=n-1, \\
0 & \text { if } & m \leqq n-2 .
\end{array}\right.
\end{align*}
$$

The associated Jacobi functions $\varphi_{\lambda, k, l}^{(\alpha, \beta)}$ are defined in terms of Jacobi functions by

$$
\begin{gather*}
\varphi_{\lambda, k, l}^{(\alpha, \beta)}(t)=(\operatorname{sh} t)^{k+l}(\operatorname{ch} t)^{k-l} \varphi_{\lambda}^{(\alpha+k+l, \beta+k-l)}(t),  \tag{2.12}\\
k, l \in \mathbf{Z}, \quad k \geqq l \geqq 0 .
\end{gather*}
$$

Now we can state the addition theorem:
Theorem 2.1. Let $\alpha>\beta>-\frac{1}{2}$, then

$$
\begin{equation*}
\varphi_{\lambda}^{\left(x_{\lambda}, \beta\right)}\left(\Lambda\left(-t_{1}, t_{2}, r, \psi\right)\right)= \tag{2.13}
\end{equation*}
$$

$$
=\sum_{k=0}^{\infty} \sum_{l=0}^{k} \gamma_{k, l}^{(\alpha, \beta)}(\lambda) \varphi_{\lambda, k, l}^{(\alpha, \beta)}\left(t_{1}\right) \varphi_{\lambda, k, l}^{(\alpha, \beta)}\left(t_{2}\right) \pi_{k, l}^{(\alpha-\beta-1, \beta-(1 / 2))} R_{k, l}^{(\alpha-\beta-1, \beta-(1 / 2))}\left(r \cos \psi, r^{2}\right),
$$

where $t \in \mathbf{R}, \lambda \in \mathbf{C}, r \in[0,1], \varphi \in[0, \pi]$,

$$
\begin{equation*}
\Lambda\left(t_{1}, t_{2}, r, \psi\right):=\operatorname{Arcch}\left(\left|\operatorname{ch} t_{1} \operatorname{ch} t_{2}+r e^{i \psi} \operatorname{sh} t_{1} \operatorname{sh} t_{2}\right|\right) \tag{2.14}
\end{equation*}
$$

$$
\begin{equation*}
\gamma_{k, i}^{(\alpha, \beta)}(\lambda)= \tag{2.15}
\end{equation*}
$$

$$
=\frac{(1 / 2(\alpha+\beta+1+i \lambda))_{k}(1 / 2(\alpha+\beta+1-i \lambda))_{k}(1 / 2(\alpha-\beta+1+i \lambda))_{l}(1 / 2(\alpha-\beta+1-i \lambda))_{l}}{(\alpha+1)_{k+l}(\alpha+1)_{k+l}} .
$$

Furthermore, the double series in (2.13) converges absolutely, uniformly for $\left(t_{1}, t_{2}, r, \psi\right)$ in compact subsets of $\mathbf{R}^{2} \times[0,1] \times[0, \pi]$.

Remark 2.2. If $\alpha=\beta>-\frac{1}{2}, r=1$ or $\alpha>\beta=-\frac{1}{2}, \varphi=0, \pi$ then (2.13) still holds. In view of (2.10), (2.11) it then degenerates to a single series. The two cases are related by the quadratic transformation

$$
\begin{equation*}
\varphi_{\lambda}^{(\alpha,-(1 / 2))}(2 t)=\varphi_{2 \lambda}^{(\alpha, \alpha)}(t), \tag{2.16}
\end{equation*}
$$

cf. $[10,(2.8)]$. A further degeneracy in the addition formula occurs if $\alpha=\beta=-\frac{1}{2}$, $r=1, \varphi=0$ or $\pi$. Then (2.13) has only two terms at the right hand side.

Our addition formula was earlier proved by Whittaker \& Watson [18, § 15.71] in the case $\alpha=\beta=0$ and by Henrici [9, (80)] in the case $\alpha=\beta$. A group theoretic derivation in the case $\alpha=\beta \in\left\{0, \frac{1}{2}, \ldots\right\}$ was given by Vilenkin [17, Chap. 10, § 3.5].

Corollary 2.3. Let $\lambda \in \mathbf{C}, \alpha>\beta>-\frac{1}{2}$. Then $\gamma_{k, l}^{(\alpha, \beta)} \geqq 0$ for all $k, l$ iff $\lambda \in \mathbf{R} \cup i\left[-s_{0}, s_{0}\right] \cup\{ \pm i(\alpha+\beta+1)\}$, where $s_{0}:=\min \{\alpha+\beta+1, \alpha-\beta+1\}$.

Proof. Use that

$$
\left(\frac{1}{2}(\alpha+\beta+1+i \lambda)\right)_{k}\left(\frac{1}{2}(\alpha+\beta+1-i \lambda)\right)_{k}=\Pi_{j=0}^{k-1} \frac{1}{4}\left((\alpha+\beta+j+1)^{2}+\lambda^{2}\right)
$$

and similarly with $\beta, k$ replaced by $-\beta, l$.

## 3. Proof of the addition formula for Jacobi functions

The proof we will give below is analogous to the proof of the addition formula for Jacobi polynomials in [12]. The main difficulty compared to the Jacobi polynomial case is the convergence proof of the series in (2.13).

Fix $\alpha, \beta$ such that $\alpha>\beta>-\frac{1}{2}$ and let $d \tilde{m}_{\alpha, \beta}(r, \psi)$ be the measure on $[0,1] \times[0, \pi]$ such that

$$
\begin{equation*}
\int_{0}^{1} \int_{0}^{\pi} f\left(r \cos \psi, r^{2}\right) d \tilde{m}_{\alpha, \beta}(r, \psi)=\iint_{\Omega} f(x, y) d m_{\alpha-\beta-1, \beta-(1 / 2)}(x, y) \tag{3.1}
\end{equation*}
$$

for all continuous functions $f$ on $\Omega$ (cf. (2.6)). For $\mu \in \mathbf{C}$ and $t_{1}, t_{2} \in \mathbf{R}$ we have the product formula (cf. [6, (4.1)]):

$$
\begin{equation*}
R_{\mu}^{(\alpha, \beta)}\left(\operatorname{ch} 2 t_{1}\right) R_{\mu}^{(\alpha, \beta)}\left(\operatorname{ch} 2 t_{2}\right)=\int_{0}^{1} \int_{0}^{\pi} R_{\mu}^{(\alpha, \beta)}\left(\operatorname{ch} 2 \Lambda\left(t_{1}, t_{2}, r, \psi\right)\right) d \tilde{m}_{\alpha, \beta}(r, \psi) \tag{3.2}
\end{equation*}
$$

Lemma 3.1. Let $k \geqq l \geqq 0, k, l \in \mathbf{Z}$. Then

$$
\begin{align*}
& \int_{0}^{1} \int_{0}^{\pi} R_{\mu}^{(\alpha, \beta)}\left(\operatorname{ch} 2 \Lambda\left(t_{1}, t_{2}, r, \psi\right)\right) R_{k, l}^{(\alpha-\beta-1, \beta-(1 / 2))}\left(r \cos \psi, r^{2}\right) d \tilde{m}_{\alpha, \beta}(r, \psi)  \tag{3.3}\\
& \quad=\frac{(-1)^{k+l}(-\mu)_{k}(-\mu-\beta)_{l}(\mu+\alpha+\beta+1)_{k}(\mu+\alpha+1)_{l}}{(\alpha+1)_{k+l}(\alpha+1)_{k+l}} \\
& \times\left(\operatorname{sh} t_{1} \operatorname{sh} t_{2}\right)^{k+l}\left(\operatorname{ch} t_{1} \operatorname{ch} t_{2}\right)^{k-l} R_{\mu-k}^{(\alpha+k+l, \beta+k-l)}\left(\operatorname{ch} 2 t_{1}\right) \\
& \times R_{\mu-k}^{(\alpha+k+l, \beta+k-l)}\left(\operatorname{ch} 2 t_{2}\right)
\end{align*}
$$

Proof. Apply Lemma 4.1 in [12] and observe that formula (4.7) in [12] can immediately be generalized to the case of noninteger $n$. Finally apply the product formula (3.2).

The functions $(r, \psi) \rightarrow R_{k, l}^{(\alpha-\beta-1, \beta-(1 / 2))}\left(r \cos \psi, r^{2}\right)(k, l \in \mathbf{Z}, k \geqq l \geqq 0)$ form a complete orthogonal basis of the Hilbert space $L^{2}\left([0,1] \times[0, \pi], d \tilde{m}_{\alpha, \beta}\right)$. The lemma gives the "Fourier" coefficients of $R_{\mu}^{(\alpha, \beta)}\left(\operatorname{ch} 2 \Lambda\left(t_{1}, t_{2}, r, \psi\right)\right)$ with respect to this basis. The corresponding expansion with $t_{1}$ replaced by $-t_{1}$, and $\mu$ by $\frac{1}{2}(i \lambda-\alpha-\beta-1)$ and with substitution of (2.3) and (2.12) shows that, for fixed $t_{1}, t_{2}, \lambda, \alpha, \beta$, (2.13) holds in $L^{2}$-sense with respect to the measure $d \tilde{m}_{\alpha, \beta}$.

The absolute and uniform convergence of (2.13) will follow from a general result for expansions of $C^{\infty}$-functions $f(x, y)$ in terms of the polynomials $R_{n, m}^{(\alpha, \beta)}(x, y)$ (see Theorem 3.6 below). First we need estimates for $R_{n, m}^{(\alpha, \beta)}(x, y)$ as $n \rightarrow \infty$.

Lemma 3.2. If $\alpha \geqq \beta+\frac{1}{2} \geqq 0, \quad n, m \in \mathbf{Z}, \quad n \geqq m \geqq 0 \quad$ and $\quad x^{2} \leqq y \leqq 1 \quad$ then $\left|R_{n, m}^{(\alpha, \beta)}(x, y)\right| \leqq 1$.

Proof. For fixed $n, m, \alpha, \beta$ with $\alpha \geqq\left|\beta+\frac{1}{2}\right|$ we have

$$
\begin{equation*}
R_{m}^{(\alpha, \beta+n-m+(1 / 2))}(2 y-1)=\sum_{l=0}^{m} c_{l} R_{l}^{(0, n-m)}(2 y-1) \tag{3.4}
\end{equation*}
$$

with $c_{l} \geqq 0$, cf. Askey \& Gasper [1, Theorems 1 and 2]. Now using that

$$
\begin{equation*}
\left|R_{n-m}^{(\beta, \beta)}\left(y^{-(1 / 2)} x\right)\right| \leqq R_{n-m}^{(\beta, \beta)}(1)=1 \quad \text { if } \quad \beta \geqq-\frac{1}{2}, \quad x^{2} \leqq y \tag{3.5}
\end{equation*}
$$

(cf. Szegő [16, Theorem 7.32.1]), and

$$
\left|R_{l}^{(0, n-m)}(2 y-1) y^{(n-m) / 2}\right| \leqq\left|R_{l}^{(0, n-m)}(2 \cdot 1-1) 1^{(n-m) / 2}\right|=1
$$

(cf. SZEGŐ [16, Theorem 7.2]), we obtain for $\alpha \geqq \beta+\frac{1}{2} \geqq 0$ and $x^{2} \leqq y \leqq 1$ that

$$
\begin{aligned}
\left|R_{n, m}^{(\alpha, \beta)}(x, y)\right| & =\left|\sum_{l=0}^{m} c_{l} R_{l}^{(0, n-m)}(2 y-1) y^{(n-m) / 2} R_{n-m}^{(\beta, \beta)}\left(y^{-(1 / 2)} x\right)\right| \\
& \leqq \sum_{l=0}^{m} c_{l}\left|R_{l}^{(0, n-m)}(2 y-1) y^{(n-m) / 2}\right| \leqq \sum_{l=0}^{m} c_{l}=1
\end{aligned}
$$

where the last equality is obtained by putting $y=1$ in (3.4).
The inequality proved above was already announced in [11, (5.2)], however with slightly incorrect conditions on $\alpha$ and $\beta$.

Lemma 3.3. For each $\alpha, \beta>-1$ there exists $\chi \geqq 0$ such that

$$
\begin{equation*}
R_{n, m}^{(\alpha, \beta)}(x, y)=\mathcal{O}\left(n^{x}\right) \quad \text { as } \quad n \rightarrow \infty \tag{3.6}
\end{equation*}
$$

uniformly for $m \in\{0,1, \ldots, n\}$ and $(x, y) \in \Omega$.
Proof. For $\alpha \geqq \beta+\frac{1}{2} \geqq 0$ the result follows from the previous lemma. In the case $\alpha \geqq\left|\beta+\frac{1}{2}\right|, \beta<-\frac{1}{2}$ we reproduce the proof of Lemma 3.2 with (3.5) replaced by

$$
R_{n-m}^{(\beta, \beta)}\left(y^{-(1 / 2)} x\right)=\mathcal{O}(n-m) \quad \text { as } \quad n-m \rightarrow \infty
$$

uniformly on $\Omega$ (cf. SzEGŐ [16, Theorem 7.32.1]). In order to handle the case $\alpha<\left|\beta+\frac{1}{2}\right|$ we use the recurrence relation

$$
\begin{gathered}
(\alpha+1)\left(n+m+\alpha+\beta+\frac{3}{2}\right) R_{n, m}^{(\alpha, \beta)}(x, y) \\
=(m+\alpha+1)\left(n+\alpha+\beta+\frac{3}{2}\right) R_{n, m}^{(\alpha+1, \beta)}(x, y)-m\left(n+\beta+\frac{1}{2}\right) R_{n-1, m-1}^{(\alpha+1, \beta)}(x, y)
\end{gathered}
$$

which follows from Erdélyi [2, 10.8(35)]. Iteration of this identity reduces the problem to the case $\alpha \geqq\left|\beta+\frac{1}{2}\right|$ and the desired estimate follows.

Next we introduce the partial differential operator

$$
\begin{gather*}
D^{(\alpha, \beta)}:=\left(1-x^{2}\right) \frac{\partial^{2}}{\partial x^{2}}+4 x(1-y) \frac{\partial^{2}}{\partial x \partial y} \\
+4 y(1-y) \frac{\partial^{2}}{\partial y^{2}}-(2 \alpha+2 \beta+4) x \frac{\partial}{\partial x}+(2-(4 \alpha+4 \beta+10) y) \frac{\partial}{\partial y} \tag{3.7}
\end{gather*}
$$

Lemma 3.4. For $f, g \in C^{2}(\Omega)$ we have

$$
\begin{equation*}
\iint_{\Omega}\left(D^{(\alpha, \beta)} f\right) g d m_{\alpha, \beta}=\iint_{\Omega} f\left(D^{(\alpha, \beta)} g\right) d m_{\alpha, \beta} \tag{3.8}
\end{equation*}
$$

Proof. Use integration by parts. If $\alpha, \beta$ are not too small then the vanishing of the stock terms is clear and (3.8) follows. The case of general $\alpha, \beta>-1$ then follows by analytic continuation of (3.8) with respect to $\alpha$ and $\beta$.

## Lemma 3.5.

$$
\begin{equation*}
D^{(\alpha, \beta)} R_{n, m}^{(\alpha, \beta)}(x, y)=-(n+m)(n+m+2 \alpha+2 \beta+3) R_{n, m}^{(\alpha, \beta)}(x, y) . \tag{3.9}
\end{equation*}
$$

Proof. It is clear from (2.7) and (2.8) that $R_{n, m}^{(\alpha, \beta)}(x, y)$ is the polynomial with "highest" term const $\cdot x^{n-m} y^{m}$ which is obtained by orthogonalization of the sequence $1, x, y, x^{2}, x y, y^{2}, x^{3}, x^{2} y, \ldots$ with respect to the measure $d m_{\alpha, \beta}(x, y)$. Formula (3.7) implies that

$$
\begin{equation*}
D^{(\alpha, \beta)}\left(x^{k-l} y^{l}\right)=-(k+l)(k+l+2 \alpha+2 \beta+3) x^{k-l} y^{l}+\text { 'lower" terms. } \tag{3.10}
\end{equation*}
$$

Application of (3.8) and (3.10) yields:

$$
\begin{gathered}
\iint_{\Omega} D^{(\alpha, \beta)} R_{n, m}^{(\alpha, \beta)}(x, y) x^{k-l} y^{l} d m_{\alpha, \beta}(x, y) \\
=\iint_{\Omega} R_{n, m}^{(\alpha, \beta)}(x, y) D^{(\alpha, \beta)}\left(x^{k-l} y^{l}\right) d m_{\alpha, \beta}(x, y)=0
\end{gathered}
$$

if $k<n$ or $k=n, l<m$. Formula (3.10) also implies that

$$
D^{(\alpha, \beta)} R_{n, m}^{(\alpha, \beta)}(x, y)=-(n+m)(n+m+2 \alpha+2 \beta+3) R_{n, m}^{(\alpha, \beta)}(x, y)+\text { "lower" terms. }
$$

Now (3.9) follows by orthogonality.
For $f \in L^{1}\left(\Omega, d m_{\alpha, \beta}\right)$ let

$$
\begin{equation*}
f^{\wedge}(n, m):=\iint_{\Omega} f(x, y) R_{n, m}^{(\alpha, \beta)}(x, y) d m_{\alpha, \beta}(x, y) \tag{3.11}
\end{equation*}
$$

As a consequence of Lemmas 3.3, 3.4 and 3.5 and the estimate $\pi_{n, m}^{(\alpha, \beta)}=$ $\mathcal{O}\left(n^{2|\alpha|+2|\beta|+2}\right)$ as $n \rightarrow \infty$, uniformly in $m$, we conclude:

Theorem 3.6. Let $f \in C^{\infty}(\Omega)$. Then for each $x>0$ we have

$$
\begin{equation*}
f^{\wedge}(n, m)=\mathcal{O}\left(n^{-x}\right) \quad \text { as } \quad n \rightarrow \infty \tag{3.12}
\end{equation*}
$$

uniformly in m. Furthermore, the series

$$
\begin{equation*}
\sum_{n=0}^{\infty} \sum_{m=0}^{n} f^{\wedge}(n, m) \pi_{n, m}^{(\alpha, \beta)} R_{n, m}^{(\alpha, \beta)}(x, y) \tag{3.13}
\end{equation*}
$$

converges absolutely, uniformly on $\Omega$, and its sum equals $f(x, y)$. If $f$ depends on an additional parameter $s \in S$ such that, for each $k \in \mathbf{Z}_{+},\left(D^{(\alpha, \beta)}\right)^{k} f$ is uniformly bounded on $\Omega \times S$ then the estimate (3.12) and the absolute convergence of (3.13) are also uniform on $S$.

Application of this theorem to the series (2.13) completes the proof of Theorem 2.1. The cases $\alpha=\beta>-\frac{1}{2}, r=1$ and $\alpha>\beta=-\frac{1}{2}, \varphi=0, \pi$ can be proved in an analogous but more simple way.

## 4. Positivity of the convolution structure associated with the inverse Fourier-Jacobi transform

The Fourier-Jacobi transform $\mathscr{I}_{\alpha, \beta}$ of order $(\alpha, \beta), \alpha>-1$, is defined by

$$
\begin{equation*}
\left(\mathscr{I}_{\alpha, \beta} f\right)(\lambda)=f^{\wedge}(\lambda):=\int_{0}^{\infty} f(t) \varphi_{\lambda}^{(\alpha, \beta)}(t) d \mu_{\alpha, \beta}(t) \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
d \mu_{\alpha, \beta}(t):=(2 \pi)^{-(1 / 2)} 2^{2(\alpha+\beta+1)}(\operatorname{sh} t)^{2 \alpha+1}(\operatorname{ch} t)^{2 \beta+1} d t \tag{4.2}
\end{equation*}
$$

and $f$ belongs to the class $C_{0}^{\infty}$ of even $C^{\infty}$-functions of compact support on $\mathbf{R}$. We now assume that $\alpha \geqq \beta \geqq-\frac{1}{2}$. Then the inverse Fourier transform $\mathscr{I}_{\alpha, \beta}^{-1}$ is given by

$$
\begin{equation*}
f(t)=\int_{0}^{\infty} f^{\wedge}(\lambda) \varphi_{\lambda}^{(\alpha, \beta)}(t) d v_{\alpha, \beta}(\lambda) \tag{4.3}
\end{equation*}
$$

where

$$
\begin{gather*}
d v_{\alpha, \beta}(\lambda):=(2 \pi)^{-(1 / 2)}\left|c_{\alpha, \beta}(\lambda)\right|^{-2} d \lambda, \quad \text { and }  \tag{4.4}\\
c_{\alpha, \beta}(\lambda):=\frac{2^{\alpha+\beta+1-i \lambda} \Gamma(i \lambda) \Gamma(\alpha+1)}{\Gamma((\alpha+\beta+1+i \lambda) / 2) \Gamma((\alpha-\beta+1+i \lambda) / 2)} \tag{4.5}
\end{gather*}
$$

Then $\mathscr{I}_{\alpha, \beta}$ extends to an isomorphism of

$$
L^{2}\left([0, \infty), d \mu_{\alpha, \beta}\right) \quad \text { onto } \quad L^{2}\left([0, \infty), d v_{\alpha, \beta}\right)
$$

See [3] or [10] for a proof of these facts.
In [6] we calculated the kernel $K_{\alpha, \beta}\left(t_{1}, t_{2}, t_{3}\right)$ such that

$$
\begin{equation*}
\int_{0}^{1} \int_{0}^{\pi} f\left(\Lambda\left(t_{1}, t_{2}, r, \psi\right)\right) d \tilde{m}_{\alpha, \beta}(r, \psi)=\int_{0}^{\infty} f\left(t_{3}\right) K_{\alpha, \beta}\left(t_{1}, t_{2}, t_{3}\right) d \mu_{\alpha, \beta}\left(t_{3}\right) \tag{4.6}
\end{equation*}
$$

for all $f \in L_{\mathrm{loc}}^{1}\left([0, \infty), d \mu_{\alpha, \beta}\right)$, cf. (2.14), (3.1) and (4.2) for the definitions of $\Lambda$, $d \tilde{m}_{\alpha, \beta}, d \mu_{\alpha, \beta}$, respectively. Using this we defined the convolution of two functions $f, g \in L^{1}\left([0, \infty), d \mu_{\alpha, \beta}\right)$ by

$$
\begin{equation*}
(f * g)\left(t_{1}\right):=\int_{0}^{\infty} \int_{0}^{\infty} f\left(t_{2}\right) g\left(t_{3}\right) K_{\alpha, \beta}\left(t_{1}, t_{2}, t_{3}\right) d \mu_{\alpha, \beta}\left(t_{2}\right) d \mu_{\alpha, \beta}\left(t_{3}\right) \tag{4.7}
\end{equation*}
$$

Notice that we can also write this in the form

$$
\begin{equation*}
(f * g)\left(t_{1}\right)=\int_{0}^{\infty} f\left(t_{2}\right) \int_{0}^{1} \int_{0}^{\pi} g\left(\Lambda\left(t_{1}, t_{2}, r, \psi\right)\right) d \tilde{m}_{\alpha, \beta}(r, \psi) d \mu_{\alpha, \beta}\left(t_{2}\right) \tag{4.8}
\end{equation*}
$$

From now on let $\alpha$ and $\beta$ be fixed such that $\alpha>\beta>-\frac{1}{2}$. For convenience, in subsequent formulas all indices $\alpha, \beta$ will be dropped.

Remember (cf. [3, Lemma 14]) that there exists $K=0$ such that

$$
\begin{equation*}
\left|\varphi_{\lambda}(t)\right| \leqq K(1+t) e^{(|\operatorname{Im} \lambda|-(\alpha+\beta+1)) t} \quad \text { for all } \quad \lambda \in \mathbf{C}, t \in[0, \infty) \tag{4.9}
\end{equation*}
$$

Also, if $1 \leqq p<2$ and $F \in L^{p}([0, \infty), d \mu)$ then $F^{\wedge}$ exists and is continuous on $[0, \infty)$ (cf. [6, Lemma 3.1]) and

$$
\begin{equation*}
\|F * g\|_{2} \leqq \text { const. }\|g\|_{2} \text { for all } g \in L^{2}([0, \infty), d \mu), \tag{4.10}
\end{equation*}
$$

cf. [6, Theorem 5.5].
Let $(f \mid g)$ denote the inner product of $f, g \in L^{2}([0, \infty), d \mu)$.
Lemma 4.1. Let $1 \leqq p<2$ and $F \in L^{p}([0, \infty), d \mu)$. Then $F^{\wedge}(\lambda) \geqq 0$ for all $\lambda \in[0, \infty)$ iff

$$
\begin{equation*}
(F * g \mid g) \geqq 0 \quad \text { for all } \quad g \in C_{0}^{\infty} . \tag{4.11}
\end{equation*}
$$

Proof. Since $\mathscr{I}_{\alpha, \beta}$ is a $L^{2}$-isomorphism and $(F * g)^{\wedge}=F^{\wedge} \cdot g^{\wedge}$ we have

$$
\begin{equation*}
(F * g \mid g)=\int_{0}^{\infty} F^{\wedge}(\lambda)\left|g^{\wedge}(\lambda)\right|^{2} d v(\lambda) \tag{4.12}
\end{equation*}
$$

for all $g \in L^{2}([0, \infty), d \mu)$. If $F^{\wedge} \geqq 0$ then (4.11) follows. On the other hand assume (4.11) for all $g \in C_{0}^{\infty}$. By continuity, (4.11) holds for all $g \in L^{2}([0, \infty), d \mu)$. Hence, in view of (4.12), $F^{\wedge} \geqq 0$.

In the proof of Lemma 4.3 we need an approximate identity with the following properties:

Lemma 4.2. There is a family $\left\{w_{\varepsilon} \mid \varepsilon>0\right\}$ of functions on $\mathbf{R}$ such that

$$
\begin{equation*}
w_{\varepsilon} \in C_{0}^{\infty}, \operatorname{supp}\left(w_{\varepsilon}\right) \subset[-\varepsilon, \varepsilon], w_{\varepsilon} \geqq 0 ; \tag{i}
\end{equation*}
$$

(ii) $\int_{0}^{\infty} w_{\varepsilon}(t) d \mu(t)=1$;
(iii) $w_{\varepsilon}^{\wedge} \geqq 0$;
(iv) $\lim _{\varepsilon \nmid 0} w_{\varepsilon}^{\wedge}(\lambda)=1$, uniformly for $\lambda$ in compact subsets of $\mathbf{R}$.

Proof. Choose $v \in C_{0}^{\infty}$ such that $\operatorname{supp}(v) \subset[-1,1], v \geqq 0$ and $\int_{0}^{\infty} v(t) d \mu(t)=1$. Just as in [3, Lemma 16] define

$$
v_{\varepsilon}(t):=\varepsilon^{-1}\left(\frac{\operatorname{sh} \varepsilon^{-1} t}{\operatorname{sh} t}\right)^{2 \alpha+1}\left(\frac{\operatorname{ch} \varepsilon^{-1} t}{\operatorname{ch} t}\right)^{2 \beta+1} v\left(\varepsilon^{-1} t\right)
$$

Then $v_{\varepsilon} \in C_{0}^{\infty}, \operatorname{supp}\left(v_{\varepsilon}\right) \subset[-\varepsilon, \varepsilon], v_{\varepsilon} \geqq 0, \int_{0}^{\infty} v_{\varepsilon}(t) d \mu(t)=1$ and $v_{\varepsilon}^{\wedge}$ is real-valued. Also $v_{\varepsilon}^{\wedge}(\lambda) \rightarrow 1$ as $\varepsilon \downarrow 0$, uniformly for $\lambda$ in compact subsets of $\mathbf{R}$ (cf. [3, Lemma 16(i)]). Now let $w_{\varepsilon}:=v_{\varepsilon / 2} * v_{\varepsilon / 2}$. Then (i) follows from (4.8) (observe that $\operatorname{supp}(f * g) \subset \operatorname{supp}(f)+\operatorname{supp}(g))$ and (ii), (iii), (iv) are immediately obtained from $\hat{w_{\varepsilon}^{\prime}}(\lambda)=\left(v_{\varepsilon / 2}^{\hat{2}}(\lambda)\right)^{2}$. (Put $\lambda=i(\alpha+\beta+1)$ for the proof of (ii).)

Lemma 4.3. Let $1 \leqq p<2$. Let $F \in L^{p}([0, \infty), d \mu)$ such that $F$ is essentially bounded in some neighbourhood of 0 and $F^{\wedge} \geqq 0$. Then $F^{\wedge} \in L^{1}([0, \infty), d v)$ and

$$
\begin{equation*}
F(t)=\int_{0}^{\infty} F^{\wedge}(\lambda) \varphi_{\lambda}(t) d v(\lambda) \tag{4.13}
\end{equation*}
$$

almost everywhere on $[0, \infty)$.

Proof. For some $\varepsilon_{0}>0$ we have $A:=\operatorname{ess}_{\sup }^{0 \leqq t \leq \varepsilon_{0}}|F(t)|<\infty$. Let $w_{\varepsilon}$ be as in Lemma 4.2. Then $\left|\left(F \mid w_{\varepsilon}\right)\right| \leqq A \int_{0}^{\varepsilon} w_{\varepsilon}(t) d \mu(t)=A$ if $\varepsilon \leqq \varepsilon_{0}$. It follows from the proof of [6, Theorem 3.2] that $\left(F \mid w_{\varepsilon}\right)=\int_{0}^{\infty} F^{\wedge}(\lambda) w_{\varepsilon}^{\wedge}(\lambda) d \nu(\lambda)$. Hence, since $F^{\wedge} \geqq 0$ and $w_{\varepsilon}^{\wedge} \geqq 0$, we have for each $M>0$ and $\varepsilon \leqq \varepsilon_{0}$ :

$$
\int_{0}^{M} F^{\wedge}(\lambda) w_{\varepsilon}^{\wedge}(\lambda) d v(\lambda) \leqq \int_{0}^{\infty} F^{\wedge}(\lambda) w_{\varepsilon}^{\wedge}(\lambda) d v(\lambda)=\left(F \mid w_{\varepsilon}\right) \leqq A .
$$

It follows from condition (iv) in Lemma 4.2 that $\int_{0}^{M} F^{\wedge}(\lambda) d v(\lambda) \leqq A$ for each $M>0$. Hence $F^{\wedge} \in L^{1}([0, \infty), d v)$. Finally, formula (4.13) is implied by the fact that

$$
\int_{0}^{\infty} F(t) g(t) d \mu(t)=\int_{0}^{\infty} F^{\wedge}(\lambda) g^{\wedge}(\lambda) d v(\lambda)=\int_{0}^{\infty}\left(\int_{0}^{\infty} F^{\wedge}(\lambda) \varphi_{\lambda}(t) d v(\lambda)\right) g(t) d \mu(t)
$$

for all $g \in C_{0}^{\infty}$.
See Stein \& Weiss [15, Cor. 1.26] for an analogous result for Fourier transforms.

Let $\lambda_{1}, \lambda_{2} \in \mathbf{R}$. By (4.9) the function $t \mapsto \varphi_{\lambda_{1}}(t) \varphi_{\lambda_{2}}(t)$ is in $L^{p}$ for all $p>1$. Let

$$
\begin{equation*}
a\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right):=\left(\varphi_{\lambda_{1}} \varphi_{\lambda_{2}}\right)^{\wedge}\left(\lambda_{3}\right)=\int_{0}^{\infty} \varphi_{\lambda_{1}}(t) \varphi_{\lambda_{2}}(t) \varphi_{\lambda_{3}}(t) d \mu(t) \tag{4.14}
\end{equation*}
$$

Theorem 4.4. The function $a$ is nonnegative on $\mathbf{R}^{3}$.
Proof. In view of Lemma 4.1 we have to prove that for all $g \in C_{0}^{\infty}$

$$
\left(\varphi_{\lambda_{1}} \varphi_{\lambda_{2}} * g \mid g\right) \geqq 0
$$

The left hand side of the above inequality equals

$$
\begin{equation*}
\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} g\left(t_{1}\right) \overline{g\left(t_{2}\right)} \varphi_{\lambda_{1}}\left(t_{3}\right) \varphi_{\lambda_{2}}\left(t_{3}\right) K\left(t_{1}, t_{2}, t_{3}\right) d \mu\left(t_{1}\right) d \mu\left(t_{2}\right) d \mu\left(t_{3}\right) \tag{4.15}
\end{equation*}
$$

We first compute, using (4.6),

$$
\begin{gathered}
\int_{0}^{\infty} \varphi_{\lambda_{1}}\left(t_{3}\right) \varphi_{\lambda_{2}}\left(t_{3}\right) K\left(t_{1}, t_{2}, t_{3}\right) d \mu\left(t_{3}\right) \\
=\int_{0}^{1} \int_{0}^{\pi} \varphi_{\lambda_{1}}\left(\Lambda\left(t_{1}, t_{2}, r, \psi\right)\right) \varphi_{\lambda_{2}}\left(\Lambda\left(t_{1}, t_{2}, r, \psi\right)\right) d \tilde{m}(r, \psi)
\end{gathered}
$$

We can now use the addition formula (2.13) for $\varphi_{\lambda_{1}}$ and $\varphi_{\lambda_{2}}$, and the orthogonality relations (2.8) for $R_{k, l}^{(\alpha-\beta-1, \beta-(1 / 2))}$ to find that this is equal to

$$
\sum_{k=0}^{\infty} \sum_{l=0}^{k} \gamma_{k, l}\left(\lambda_{1}\right) \gamma_{k, l}\left(\lambda_{2}\right) \varphi_{\lambda_{1}, k, l}\left(-t_{1}\right) \varphi_{\lambda_{1}, k, l}\left(t_{2}\right) \varphi_{\lambda_{2, k}, l}\left(-t_{1}\right) \varphi_{\lambda_{2}, k, l}\left(t_{2}\right)
$$

with absolute convergence, uniformly on compact subsets of $\left(t_{1}, t_{2}\right) \in \mathbf{R}^{2}$. Now inserting in (4.15) and using that $\varphi_{\lambda, k, l}(-t)=(-1)^{k+l} \varphi_{\lambda, k, l}(t)$ is real-valued we find that

$$
\left(\varphi_{\lambda_{1}} \varphi_{\lambda_{2}} * g \mid g\right)=\sum_{k=0}^{\infty} \sum_{l=0}^{k} \gamma_{k, l}\left(\lambda_{1}\right) \gamma_{k, l}\left(\lambda_{2}\right)\left|\int_{0}^{\infty} g(s) \varphi_{\lambda_{1}, k, l}(s) \varphi_{\lambda_{2}, k, l}(s) d \mu(s)\right|^{2} \geqq 0
$$

since $\gamma_{k, l}(\lambda) \geqq 0$ if $\lambda \in \mathbf{R}$.

Corollary 4.5.. For real $\lambda_{1}, \lambda_{2}$ the function $\lambda_{3} \mapsto a\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ is in $L^{1}([0, \infty), d v)$ and

$$
\begin{equation*}
\varphi_{\lambda_{1}}(t) \varphi_{\lambda_{2}}(t)=\int_{0}^{\infty} a\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \varphi_{\lambda_{3}}(t) d v\left(\lambda_{3}\right) \tag{4.16}
\end{equation*}
$$

Proof. Use Lemma 4.3.
Putting $t=0$ in (4.16) we get

$$
\begin{equation*}
\int_{0}^{\infty} a\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) d v\left(\lambda_{3}\right)=1 \tag{4.17}
\end{equation*}
$$

For $\chi, \psi \in L^{1}([0, \infty), d v)$ define the dual convolution product

$$
\begin{equation*}
(\chi \circ \psi)\left(\lambda_{1}\right):=\int_{0}^{\infty} \int_{0}^{\infty} \chi\left(\lambda_{2}\right) \psi\left(\lambda_{3}\right) a\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) d v\left(\lambda_{2}\right) d v\left(\lambda_{3}\right) \tag{4.18}
\end{equation*}
$$

Application of (4.17) and (4.16) yields
Corollary 4.6. If $\chi, \psi \in L^{1}([0, \infty), d v)$ then $\chi \circ \psi \in L^{1}([0, \infty), d v)$,

$$
\begin{equation*}
\|\chi \circ \psi\|_{1} \leqq\|\chi\|_{1}\|\psi\|_{1} \tag{4.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{I}_{a, \beta}^{-1}(\chi \circ \psi)=\mathscr{I}_{\alpha, \beta}^{-1}(\chi) \mathscr{I}_{\alpha, \beta}^{-1}(\psi) . \tag{4.20}
\end{equation*}
$$

Furthermore, if $\chi, \psi \geqq 0$ then $\chi \circ \psi \geqq 0$.
By standard arguments (cf. for instance [6, Theor. 5.4]), we get
Corollary 4.7. If $1 \leqq p, q, r \leqq \infty$ and $p^{-1}+q^{-1}-1=r^{-1}$, then for $\chi \in L^{p}(d v)$, $\psi \in L^{q}(d v)$, the function $\chi \circ \psi$ is well-defined and satisfies

$$
\|\chi \circ \psi\|_{r} \leqq\|\chi\|_{p}\|\psi\|_{q} .
$$

Remark 4.8. The previous results also hold if $\alpha=\beta>-\frac{1}{2}$ or $\alpha>\beta=-\frac{1}{2}$. They can be derived in the same way.

Remark 4.9. There is a striking contrast between the convolution product (4.7) and the dual convolution product (4.18). It follows from (4.9) and (4.14) that the kernel $a\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ is analytic on

$$
\left\{\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \in \mathbf{C}^{3}| | \operatorname{Im} \lambda_{1}\left|+\left|\operatorname{Im} \lambda_{2}\right|+\left|\operatorname{Im} \lambda_{3}\right|<\alpha+\beta+1\right\}\right.
$$

In particular, for fixed $\lambda_{1}, \lambda_{2} \in \mathbf{R}$, the function $\lambda_{3} \mapsto a\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ is analytic for $\left|\operatorname{Im} \lambda_{3}\right|<\alpha+\beta+1$. Hence, the restriction of this function to $\mathbf{R}$ has no compact support, in contrast with the function $t_{3} \mapsto K\left(t_{1}, t_{2}, t_{3}\right)$. Also, if $\chi, \psi \in L^{1}([0, \infty), d v)$ then $\chi \circ \psi$ is analytic on the strip $\{\lambda \in \mathbf{C}||\operatorname{Im} \lambda|<\alpha+\beta+1\}$.

Remark 4.10. The kernel $a(r, s, t)$ was explicitly calculated by Mizony [14] for $\beta=-\frac{1}{2}$ and $\alpha=0$ or $\frac{1}{2}$. It would be of interest to generalize his results to the case of general $\alpha\left(\beta=-\frac{1}{2}\right)$, or even to general $(\alpha, \beta)$.

Remark 4.11. By using a group theoretic interpretation of the functions (1.1) the following extension of our results was proved in [4, § 12]:

Let $\alpha \in \mathbf{Z}^{+}, \beta \supseteqq 0$. Let $D_{\alpha, \beta}$ denote the finite set $\left\{\lambda=\operatorname{in} \in i \mathbf{R} \mid \exists m \in \mathbf{Z}^{+}\right.$such that $|\eta|=\beta-\alpha-1-2 m>0\}$. Then

$$
\begin{gather*}
\varphi_{\lambda_{1}}^{(\alpha, \beta)}(t) \varphi_{\lambda_{2}}^{(\alpha, \beta)}(t)=\int_{0}^{\infty} a\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \varphi_{\lambda_{3}}^{(\alpha, \beta)}(t) d v\left(\lambda_{3}\right)  \tag{4.21}\\
\quad+\sum_{\lambda_{3} \in D_{\alpha, \beta}} a\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \varphi_{\lambda_{3}}^{(\alpha, \beta)}(t)\left\|\varphi_{\lambda_{3}}^{(\alpha, \beta)}\right\|_{2}^{-2}
\end{gather*}
$$

with

$$
a\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \geqq 0 \quad \text { for } \quad \lambda_{1}, \lambda_{2}, \lambda_{3} \in \mathbf{R} \cup D_{\alpha, \beta}
$$

In a forthcoming paper we will prove this result by analytic methods, also for noninteger $\alpha$.

Remark 4.12. Let $\alpha \geqq \beta \geqq-\frac{1}{2}, \quad \gamma \geqq \delta \geqq-\frac{1}{2}$ and $\gamma+\delta<\alpha+\beta$. Then $\varphi_{\lambda}^{(\alpha, \beta)} \in L^{p}\left([0, \infty), d \mu_{\gamma, \delta}\right)$ for some $p, 1 \leqq p<2$ (cf. (4.9)) and

$$
\begin{equation*}
b_{\alpha, \beta ; \gamma, \delta}\left(\lambda_{0}, \lambda\right):=\int_{0}^{\infty} \varphi_{\lambda_{0}}^{(\alpha, \beta)}(t) \varphi_{\lambda}^{(y, \delta)}(t) d \mu_{y, \delta}(t) \tag{4.22}
\end{equation*}
$$

is well-defined for $\lambda, \lambda_{0} \in \mathbf{R}$. As another application of the addition formula it is possible to prove the nonnegativity of $b_{\alpha, \beta ; \gamma, \delta}\left(\lambda_{0}, \lambda\right)$ under certain conditions for $\alpha, \beta, \gamma, \delta$ (cf. the analogous results in Theorem 4.2 and Corollary 6.1 of [13]). In particular, we obtain that

$$
\begin{equation*}
\varphi_{\lambda_{0}}^{(\alpha, \delta)}(t)=\int_{0}^{\infty} b_{\alpha, \delta ; \gamma, \delta}\left(\lambda_{0}, \lambda\right) \varphi_{\lambda}^{(\gamma, \delta)}(t) d v(\lambda) \tag{4.23}
\end{equation*}
$$

with nonnegative $b$ for $\alpha>\gamma \geqq \delta \geqq-\frac{1}{2}$, and

$$
\begin{equation*}
\varphi_{\lambda_{0}}^{(\alpha, \beta)}(t)=2^{3 / 2} \pi^{-(1 / 2)} \int_{0}^{\infty} b_{\alpha, \beta ;-(1 / 2),-(1 / 2)}\left(\lambda_{0}, \lambda\right) \cos \lambda t d t \tag{4.24}
\end{equation*}
$$

with nonnegative $b$ for $\alpha \geqq \beta \geqq-\frac{1}{2},(\alpha, \beta) \neq\left(-\frac{1}{2},-\frac{1}{2}\right)$. However, much stronger results on the nonnegativity of $b$ (as conjectured in [4, § 12]) can be obtained by using the addition formula for the functions (1.1). Therefore, we postpone a more detailed discussion of this problem to our subsequent paper.

## References

1. Askey, R., Gasper, G., Jacobi polynomial expansions of Jacobi polynomials with non-negative coefficients, Proc. Camb. Phil. Soc. 70 (1971), 243-255.
2. Erdélyi, A., Magnus, W., Oberhettinger, F., Tricomi, F. G., Higher Transcendental Functions, Vol. II, McGraw-Hill, New York, 1953.
3. Flensted-Jensen, M., Paley-Wiener type theorems for a differential operator connected with symmetric spaces, Ark. Mat. 10 (1972), 143-162.
4. Flensted-Jensen, M., The spherical functions on the universal covering of $\operatorname{SU}(n-1,1)$ / SU ( $n-1$ ), Kobenhavns Universitet Mat. Institut Preprint Series (1973), No. 1.
5. Flensted-Jensen, M., Spherical functions on a simply connected semisimple Lie group. II. The Paley-Wiener theorem for the rank one case, Math. Ann. 228 (1977), 65-92.
6. Flensted-Jensen, M., Koornwinder, T. H., The convolution structure for Jacobi function expansions, Ark. Mat. 11 (1973), 245-262.
7. Flensted-Jensen, M., Koornwinder, T. H., Positive definite spherical functions on a noncompact, rank one symmetric space, in Analyse harmonique sur les groupes de Lie, II, Séminaire Nancy-Strasbourg 1975-77, Lecture Notes in Mathematics, SpringerVerlag, to appear.
8. GaSPEr, G., Linearization of the product formula of Jacobi polynomials, I, II, Canad. J. Math. 22 (1970), 171—175, 582—593.
9. Henrict, P., Addition theorems for Legendre and Gegenbauer functions, J. Rational Mech. Anal. 4 (1955), 983-1018.
10. Koornwinder, T. H., A new proof of a Paley-Wiener type theorem for the Jacobi transform, Ark. Mat. 13 (1975), 145-159.
11. Koornwinder, T. H., Two-variable analogues of the classical orthogonal polynomials, pp. 435-495 in Theory and application of special functions (R. Askey, ed.), Academic Press, New York, 1975.
12. Koornwinder, T. H., Jacobi polynomials, III. An analytic proof of the addition formula, SIAM J. Math. Anal. 6 (1975), 533-543.
13. Koornwinder, T. H., Positivity proofs for linearization and connection coefficients of orthogonal polynomials satisfying an addition formula, J. London Math. Soc., to appear.
14. Mizony, M., Algèbres et noyaux de convolution sur le dual sphérique d'un groupe de Lie semi-simple, non-compact et de rang 1, Publ, Dép. Math. (Lyon) 13 (1976), 1-14.
15. Stein, E. M., Weiss, G., Fourier analysis on Euclidean spaces, Princeton University Press, Princeton, N. J., 1971.
16. Szegó, G., Orthogonal polynomials, Amer. Math. Soc. Colloquium Publications, Vol. 23, American Mathematical Society, Providence, R. I., Fourth ed., 1975.
17. Vilenkin, N. J., Special functions and the theory of group representations, Amer. Math. Soc. Transl. of Math. Monographs, Vol. 22, American Mathematical Society, Providence, R. I., 1968.
18. Whittaker, E. T., Watson, G. N., A course of modern analysis, Cambridge University Press, Fourth ed., 1935.

Mogens Flensted-Jensen Matematisk Institut Universitetsparken 5 DK-2100 Copenhagen Denmark

Tom H. Koornwinder Mathematisch Centrum 2e Boerhaavestraat 49 1091 AL Amsterdam The Netherlands


[^0]:    * The first author was partially supported by the Danish Natural Science Research Council.

