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## 1. Introduction

In a recent paper [2] we have developed the Weyl calculus of pseudo-differential operators in $\mathbf{R}^{n}$ for quite general symbols. As an application we shall now extend and improve the estimates given by Tulovskii and Šubin [5] for the error term in the asymptotic formula for the number $N(\lambda)$ of eigenvalues $\leqq \lambda$ of certain pseudodifferential operators $P=p^{w}(x, D)$ in $\mathbf{R}^{n}$,

$$
\begin{equation*}
N(\lambda) \sim(2 \pi)^{-n} \iint_{p(x, \xi)<\lambda} d x d \xi \tag{1.1}
\end{equation*}
$$

The first results of this type were obtained by H. Weyl for second order operators, and $\mathbf{R}$. Courant later isolated the maximum-minimum principle for eigenvalues from the proof. A new approach which also gives asymptotic formulas for the eigenfunctions by means of Tauberian arguments was introduced by Carleman, and these methods were developed by Gåding [1] to a general proof of (1.1) for higher order elliptic operators in bounded sets in $\mathbf{R}^{n}$. The methods used in [5] are more closely related to the earlier methods of Weyl, however. They start from the observation that $N(\lambda)$ is the trace of the orthogonal projection $E$ on the space spanned by the eigenvectors corresponding to eigenvalues $\leqq \lambda$. Thus $E$ is self adjoint and

$$
\begin{equation*}
E^{2}-E=0, \quad E(P-\lambda) E \leqq 0, \quad(I-E)(P-\lambda)(I-E) \geqq 0 . \tag{1.2}
\end{equation*}
$$

Now the calculus of pseudo-differential operators allows one to satisfy these conditions approximately; one just takes $E$ with symbol $\chi_{\lambda}(p)$ where $\chi_{i}$ is a smooth approximation to the Heaviside function $H(\lambda-$.$) . Arguments from [5] which$ we recall in Section 2 lead from approximate solutions of (1.2) to estimates of $N(\lambda)$.

The main new point here is a careful discussion in Section 3 of the symbol classes containing $\chi_{\lambda}(p)$. The error estimates in (1.1) which follow in Section 4 are better than those of [5] since we have more general pseudo-differential operators available so that we can use a better smooth approximation $\chi_{\lambda}$ to the Heaviside function. The generality is needed even if $p$ is a "classical" symbol. It would not suffice to use the Beals-Fefferman calculus. (Robert [3] has recently given error estimates for (1.1) similar to those of [5] for such operators.) However, as indicated by an example discussed in Section 4, it is not likely that the improved results given here are optimal.

I would like to thank Victor Guillemin who called my attention to [5] when I lectured at MIT on the Weyl calculus.

## 2. Approximate spectral projections

Let $P$ be a self adjoint operator in a Hilbert space $H$ which has a discrete spectrum and is bounded from below. Denote by $N(\lambda)$ the number of eigenvalues $\leqq \lambda$. The following lemma is implicit in [5, Section 6] (see also [4, Section 28]).

Lemma 2.1. Let $E$ be a self adjoint operator of trace class such that PE is bounded. If

$$
\begin{equation*}
((P-\lambda) E u, E u) \leqq A(u, u), \quad u \in H \tag{2.1}
\end{equation*}
$$

where $\lambda \in \mathbf{R}$ and $A \geqq 0$, then

$$
\begin{equation*}
N(\lambda+4 A) \geqq \operatorname{Tr} E-2\left\|E-E^{2}\right\|_{\mathrm{Tr}} \tag{2.2}
\end{equation*}
$$

If instead of (2.1) we have in the domain of $P$

$$
\begin{equation*}
((P-\lambda)(u-E u), u-E u) \geqq-B(u, u) \tag{2.3}
\end{equation*}
$$

where $\lambda \in \mathbf{R}$ and $B \geqq 0$, then

$$
\begin{equation*}
N(\lambda-4 B-0) \leqq \operatorname{Tr} E+2\left\|E-E^{2}\right\|_{\mathrm{Tr}} \tag{2.4}
\end{equation*}
$$

Proof. Let $W_{0}$ and $W_{1}$ be the orthogonal complementary spaces spanned by eigenvectors of $E$ corresponding to eigenvalues $<1 / 2$ and $\geqq 1 / 2$ respectively. Since

$$
\left\|E-E^{2}\right\|_{\mathrm{Tr}}=\sum\left|\lambda_{j}-\lambda_{j}^{2}\right|
$$

where $\lambda_{j}$ are the eigenvalues of $E$, we have

$$
\begin{equation*}
\left|\operatorname{dim} W_{1}-\operatorname{Tr} E\right| \leqq 2\left\|E-E^{2}\right\|_{\mathrm{Tr}} \tag{2.5}
\end{equation*}
$$

In fact,

$$
\left|1-\lambda_{j}\right| \leqq 2\left|\lambda_{j}-\lambda_{j}^{2}\right| \quad \text { if } \quad \lambda_{j} \geqq 1 / 2, \quad\left|\lambda_{j}\right| \leqq 2\left|\lambda_{j}-\lambda_{j}^{2}\right| \quad \text { if } \quad \lambda_{j}<1 / 2
$$

so (2.5) follows by summation. When $u \in W_{1}$ we have $(u, u) \leqq 4(E u, E u)$ so

$$
((P-\lambda-4 A) E u, E u) \leqq 0, \quad u \in W_{1} .
$$

But $E W_{1}=W_{1}$ so the maximum minimum principle shows that $P$ has at least $\operatorname{dim} W_{1}$ eigenvalues $\leqq 4 A+\lambda$. Since $(u, u) \leqq 4(u-E u, u-E u), u \in W_{0}$, we obtain in the same way

$$
((P-\lambda+4 B) v, v) \geqq 0, \quad v \in W_{0},
$$

provided that $v$ is in the domain of $P$. Hence $P-\lambda+4 B$ has at most dim $W_{1}$ negative eigenvalues, which proves the lemma.

## 3. Hypoelliptic symbols

Let $g$ be a $\sigma$ temperate metric in $\mathbf{R}^{2 n}$ (see [2, Def. 4.1]) and set as in [2, (4.6)],

$$
h(x, \xi)^{2}=\sup \left(\frac{g_{x, \xi}}{g_{x, \xi}^{\sigma}}\right) .
$$

We shall always assume that $h \leqq 1$ ("the uncertainly principle") and later on we shall also have to require that for some $\delta>0$ and $C$

$$
\begin{equation*}
h(x, \xi) \leqq C(1+|x|+|\xi|)^{-\delta} . \tag{3.1}
\end{equation*}
$$

Let $p$ be a positive $g$ continuous function such that $p$ is a symbol of weight $p$,

$$
\begin{equation*}
p \in S(p, g) \tag{3.2}
\end{equation*}
$$

(See [2, section 2]) For special choices of the metric this is essentially a well known sufficient condition for hypoellipticity, and it always implies that $p$ has a parametrix:

Lemma 3.1. For any positive integer $N$ one can find $q \in S(1 / p, g)$ so that

$$
\begin{equation*}
q^{w} p^{w}-1=r_{N}^{w}, \quad r_{N} \in S\left(h^{N}, g\right) \tag{3.3}
\end{equation*}
$$

Proof. For $q_{0}=1 / p$ we have $q_{0} \in S(1 / p, g)$ by [1, Lemma 2.4], so the calculus [1, Theorem 4.2] gives

$$
1-q_{0}^{w} p^{w}=r^{w}, \quad r \in S(h, g)
$$

It follows that

$$
q^{w} p^{w}=1-\left(r^{w}\right)^{N} \quad \text { if } \quad q^{w}=\left(1+r^{w}+\ldots+\left(r^{w}\right)^{N-1}\right) q_{0}^{w}
$$

which proves (3.3).
A standard argument can be used to construct $q$ so that (3.3) is valid for any $N$, but we have no need for this in what follows. In the preceding argument the important point was that $1 / p \in S(1 / p, g)$. The proof of [1, Lemma 2.4] easily gives
also that $p^{a} \in S\left(p^{a}, g\right)$ for any real number $a$ and not only for $a=-1$. (See also the more general Proposition 3.5 below.) Using this fact with $a=-1 / 2$ we shall now prove

Lemma 3.2. For any $N$ we can find $q \in S(\sqrt{p}, g)$ so that

$$
\begin{equation*}
q^{w}\left(q^{w}\right)^{*}-p^{w}=r_{N}^{w}, \quad r_{N} \in S\left(h^{N} p, g\right) \tag{3.4}
\end{equation*}
$$

Proof. Put $q_{0}=p^{-1 / 2} \in S\left(p^{-1 / 2}, g\right)$. Then the calculus gives

$$
1-q_{0}^{w} p^{w} q_{0}^{w}=r^{w}
$$

where $r \in S(h, g)$ is real. If we denote the sum of the first $N$ terms in the power series expansion of $(1-x)^{1 / 2}$ at 0 by $T_{N}(x)$, then $1-x-T_{N}(x)^{2}$ is a polynomial divisible by $x^{N}$. Hence $1-r^{w}-T_{N}\left(r^{w}\right)^{2} \in S\left(h^{N}, g\right)$, so

$$
T_{N}\left(r^{w}\right)^{2}-q_{0}^{w} p^{w} q_{0}^{w} \in S\left(h^{N}, g\right)
$$

The product of $T_{N}\left(r^{w}\right)$ to the left by a parametrix for $q_{0}$, constructed according to Lemma 3.1, will now satisfy (3.4) since $T_{N}\left(r^{w}\right)$ is self adjoint.

The following simple technical lemma should have been included in [2]. Just as Lemmas 3.1 and 3.2 it does not require (3.1) but only that $h \leqq 1$.

Lemma 3.3. If $\chi_{j}$ is a bounded sequence in $S(1, g)$ with limit $\chi$, then $\chi_{j}^{w} u \rightarrow \chi^{w} u$ in $L^{2}$ for every $u \in L^{2}$.

Proof. We may assume that $\chi=0$ and in view of the uniform $L^{2}$ bound [2, Theorem 5.3], we may take $u \in \mathscr{S}$. Then we have $\chi_{j}^{w} u \rightarrow 0$ in $\mathscr{S}^{\prime}$, and since $\chi_{j}^{w} u$ is bounded in $\mathscr{S}$ by [2, Theorem 5.2] we obtain $\chi_{j}^{w} u \rightarrow 0$ in $\mathscr{P}$.

Theorem 3.4. If (3.1) is fulfilled and $p \in S(p, g)$ then $p^{w}(x, D)$ defines a self adjoint operator $P$ in $L^{2}$. It is bounded from below, and if $p \rightarrow \infty$ at $\infty$ then the spectrum is discrete.

Proof. The domain of $P$ consists of all $u \in L^{2}$ with $P u=p^{w}(x, D) u \in L^{2}$. That $P$ is closed follows from the continuity of $p^{w}$ in $\mathscr{S}^{\prime}$. To prove that $P$ is self adjoint it is sufficient to show that $P$ is the closure of its restriction to $\mathscr{S}$. Choose a sequence $\chi_{j} \in C_{0}^{\infty}\left(\mathbf{R}^{2 n}\right)$ which is bounded in $S(1, g)$ and converges to 1 . We may for example take the partial sums of a partition of unity corresponding to the metric $g$. If $u \in L^{2}$ we have $\chi_{j}^{w} u \in \mathscr{S}$ and $\chi_{j}^{w} u \rightarrow u$ in $L^{2}$ by Lemma 3.3. According to Lemma 3.1 we can choose $q \in S(1 / p, g)$ so that $1-q^{w} p^{w}=r^{w}, r \in S(1 / p, g)$, for $1 / p$ is bounded by a power of $1 / h$ since $p$ is $\sigma$ temperate and (3.1) is assumed. If $u \in L^{2}, p^{w}(x, D) u \in L^{2}$ we write

$$
p^{w} \chi_{j}^{w} u=p^{w} \chi_{j}^{w} q^{w} p^{w} u+p^{w} \chi_{j}^{w} r^{w} u .
$$

The symbols of $p^{w} \chi_{j}^{w} r^{w}$ and $p^{w} \chi_{j}^{w} q^{w}$ belong to a bounded set in $S(1, g)$ and converge to the symbols of $p^{w} r^{w}$ and $p^{w} q^{w}$ respectively, so with $L^{2}$ convergence we obtain from Lemma 3.3

$$
p^{w} \chi_{j}^{w} u \rightarrow p^{w} q^{w}\left(p^{w} u\right)+p^{w} r^{w} u=p^{w} u .
$$

To prove that $p$ is bounded from below we choose $q$ according to Lemma 3.2 so that $q^{w}\left(q^{w}\right)^{*}-p^{w}=r^{w}, r \in S(1, g)$. Then $r^{w}$ is bounded in $L^{2}$ and

$$
\left(p^{w} u, u\right) \geqq-\left(r^{w} u, u\right), \quad u \in \mathscr{P}
$$

which proves the assertion. Now assume that $p \rightarrow \infty$ at $\infty$ and choose $q$ according to Lemma 3.1 with $N=1$, say $q=1 / p$. Then $q^{w}$ and $r^{w}$ are both compact. Hence

$$
u=q^{w} p^{w} u-r^{w} u
$$

belongs to a compact set in $L^{2}$ when $\|u\|$ and $\|P u\|$ are bounded, which proves that the spectrum is discrete and completes the proof of Theorem 3.4.

So far we have only considered the symbol $\chi(p)$ when $\chi(t)=t^{\alpha}$, but now we shall consider more general choices. Let $a(t)^{2} d t^{2}$ be a slowly varying metric on $\mathbf{R}^{+}$, that is,

$$
\begin{equation*}
a(t)|s-t|<c \Rightarrow \frac{1}{C} \leqq \frac{a(t)}{a(s)} \leqq C . \tag{3.5}
\end{equation*}
$$

A sufficient condition for this is that

$$
\begin{equation*}
\left|a^{\prime}(t)\right| \leqq C^{\prime} a(t)^{2} \tag{3.6}
\end{equation*}
$$

for then we have

$$
\left|\frac{1}{a(t)}-\frac{1}{a(s)}\right| \leqq C^{\prime}|t-s|
$$

which implies (3.5) with $C=2$ and $c=1 / 2 C^{\prime}$. Let $m$ be $a^{2} d t^{2}$. continuous, say

$$
\begin{equation*}
\left|m^{\prime}(t)\right| \leqq C^{\prime \prime} m(t) a(t) \tag{3.7}
\end{equation*}
$$

and let $\chi \in S\left(m, a^{2} d t^{2}\right)$, thus

$$
\begin{equation*}
\left|\chi^{(k)}(t)\right| \leqq C_{k} m(t) a(t)^{k} \tag{3.8}
\end{equation*}
$$

For what metrics $G$ can we then conclude that $\chi(p) \in S(m(p), G)$ ? For first order derivatives this requires that

$$
\left|\chi^{\prime}(p)\langle d p, t\rangle\right| \leqq m(p) G(t)^{1 / 2}
$$

when (3.8) is fulfilled, so we need to know that

$$
a(p)^{2}|d p|^{2} \leqq G
$$

The second differential of $\chi(p)$ is

$$
\left.\chi^{\prime \prime}(p)\left\langle d p, t_{1}\right\rangle \backslash d p, t_{2}\right\rangle+\chi^{\prime}(p) p^{\prime \prime}\left(t_{1}, t_{2}\right)
$$

There is no new problem in estimating the first term, but for the second one we just have the bound

$$
C m(p) a(p) p g\left(t_{1}\right)^{1 / 2} g\left(t_{2}\right)^{1 / 2}
$$

so we also need to know that $a(p) p g \leqq G$. Thus we are led to define

$$
\begin{equation*}
G=a(p)^{2}|d p|^{2}+(1+p a(p)) g \tag{3.9}
\end{equation*}
$$

where a term $g$ has been included to make $G \geqq g$.
Proposition 3.5. If $p \in S(p, g)$ and $a(t)^{2} d t^{2}$ is a slowly varying metric on $\mathbf{R}^{+}$, then the metric $G$ defined by (3.9) is slowly varying. If $m$ is $a^{2} d t^{2}$ continuous and $\chi \in S(m, a)$ then $m(p)$ is $G$ continuous and $\chi(p) \in S(m(p), G)$.

Proof. To simplify notation we shall write $X$ instead of $(x, \xi)$ and so on, for the symplectic structure plays no role yet. Let $Y$ be in a small $G$ ball with center at $X$, that is,

$$
\begin{equation*}
a(p(X))^{2}\langle Y-X, d p(X)\rangle^{2}+(1+p(X) a(p(X))) g_{X}(Y-X)<c \tag{3.10}
\end{equation*}
$$

where $c$ is small. Since $g \leqq G$ we obtain a bound for $g_{Y} / g_{X}$ and $p(Y) / p(X)$ if $c$ is small enough. For $0<s<1$ it follows from Taylor's formula that

$$
|\langle Y-X, d p(X+s(Y-X))-d p(X)\rangle| \leqq C p(X) g_{X}(Y-X)
$$

so (3.10) gives

$$
a(p(X))|\langle Y-X, d p(X+s(Y-X))\rangle| \leqq c^{1 / 2}+C c
$$

Hence, by Taylor's formula,

$$
a(p(X))|p(Y)-p(X)| \leqq c^{1 / 2}+C c .
$$

If we choose $c$ small enough then (3.5) gives a bound for $a(p(Y)) / a(p(X))$, and if $m$ is $a^{2} d t^{2}$ continuous we also obtain a bound for $m(p(Y)) / m(p(X))$. By Taylor's formula we obtain as above, using (3.10),

$$
\begin{aligned}
a(p(X))^{2}|\langle t, d p(X)-d p(Y)\rangle|^{2} & \leqq C a(p(X))^{2} p(X)^{2} g_{X}(Y-X) g_{X}(t) \\
& \leqq C(1+a(p(X)) p(X)) g_{X}(t)
\end{aligned}
$$

and this completes the proof that the metric varies slowly.
To show that $\chi(p) \in S(m(p), G)$ we observe that the $k$-th differential of $\chi(p)$ is a linear combination of terms of the form

$$
\chi^{(j)}(p) p^{\left(k_{1}\right)} \ldots p^{\left(k_{j}\right)}
$$

with all $k_{v} \geqq 1$. We can estimate $\chi^{(j)}(p)$ by $m(p) a(p)^{j}$ so it suffices to prove that for $i \geqq 1$ we have

$$
\left|a(p) p^{(i)}\left(t_{1}, \ldots, t_{i}\right)\right| \leqq C_{i} \prod_{1}^{i} G\left(t_{v}\right)^{1 / 2}
$$
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For $i=1$ this is obvious because of the first term in (3.9), and for $i>1$ we note that the condition $p \in S(p, g)$ implies

$$
\begin{gathered}
\quad a(p)\left|p^{(i)}\left(t_{1}, \ldots, t_{i}\right)\right| \leqq a(p) C_{i} p \Pi_{1}^{i} g\left(t_{v}\right)^{1 / 2} \\
=C_{i} p a(p)(1+p a(p))^{-i / 2} \Pi_{1}^{i}\left((1+p a(p)) g\left(t_{v}\right)\right)^{1 / 2} .
\end{gathered}
$$

This completes the proof, for the factor in front of the product is bounded.
Next we shall examine when the uncertainty principle is valid.
Lemma 3.6. Let $g$ be a positive definite quadratic form in a symplectic vector space $W$ and let

$$
G(t)=\sigma(t, f)^{2}+g(t), \quad t \in W
$$

where $f$ is a fixed element in $W$. If $g \leqq h^{2} g^{\sigma}$ it follows then that

$$
G \leqq 2\left(g(f)+h^{2}\right) G^{\sigma} .
$$

Proof. We must show that $G^{a}(w) \leqq 1$ implies $G(w) \leqq 2\left(g(f)+h^{2}\right)$. Now $G^{\sigma}(w) \leqq 1$ means by definition that

$$
\sigma(t, w)^{2} \leqq \sigma(t, f)^{2}+g(t)
$$

The form $(\sigma(t, f), t) \rightarrow \sigma(t, w)$ can then be extended to $\mathbf{R} \oplus W$ with norm 1 , so

$$
\sigma(t, w)=a \sigma(t, f)+\sigma(t, b) \quad \text { where } \quad b \in W, \quad a \in \mathbf{R}, \quad a^{2}+g^{\sigma}(b) \leqq 1
$$

Thus we have $w=a f+b$, hence

$$
\begin{aligned}
G(w) & \leqq \sigma(b, f)^{2}+g(a f+b) \leqq g^{\sigma}(b) g(f)+2\left(a^{2} g(f)+g(b)\right) \\
& \leqq g^{\sigma}(b)\left(g(f)+2 h^{2}\right)+2 a^{2} g(f) \leqq 2\left(g(f)+h^{2}\right) .
\end{aligned}
$$

Let us now return to the metric (3.9). It is of the form discussed in Lemma 3.6 with $f=a(p) H_{p}$, where $H_{p}$ is the Hamilton field of $p$, and $g$ replaced by $(1+p a(p)) g$. Assuming that for the given metric

$$
g \leqq h^{2} g^{\sigma}
$$

we obtain

$$
G \leqq 2\left((1+p a(p)) a(p)^{2} g\left(H_{p}\right)+h^{2}(1+p a(p))^{2}\right) G^{\sigma}
$$

We may assume that $\langle d p, t\rangle^{2} \leqq p^{2} g(t)$. Then

$$
g^{\sigma}\left(H_{p}\right)=\sup \frac{\sigma\left(H_{p}, t\right)^{2}}{g(t)}=\sup \frac{\langle d p, t\rangle^{2}}{g(t)} \leqq p^{2}
$$

so $g\left(H_{\eta}\right) \leqq h^{2} p^{2}$ and

$$
\begin{equation*}
G \leqq 2(1+p a(p))^{3} h^{2} G^{\sigma} . \tag{3.11}
\end{equation*}
$$

Let $\gamma$ be any positive number such that

$$
\begin{equation*}
h \leqq C p^{-\gamma} \tag{3.12}
\end{equation*}
$$

and let $0<\delta<2 \gamma / 3$. If

$$
\begin{equation*}
1+t a(t) \leqq C(1+t)^{\delta} \tag{3.13}
\end{equation*}
$$

it follows from (3.11) that $G / G^{\sigma}$ is bounded by a negative power of $p$. From now on we also assume that for some $C$ and $N$

$$
\begin{equation*}
1+|x|+|\xi| \leqq C p(x, \xi)^{N} . \tag{3.14}
\end{equation*}
$$

Note that (3.1) follows from (3.14) and (3.12). Then it follows that $G$ has all the properties of the metric $g$ required at the beginning of the section:

Proposition 3.7. Assume that (3.5) and (3.12)-(3.14) are fulfilled and that $\delta<2 \gamma / 3$. Then the metric $G$ is $\sigma$ temperate and

$$
\frac{G_{x, \xi}}{G_{x, \xi}^{\sigma}} \leqq C(1+|x|+|\xi|)^{-c}
$$

for some $C, c>0$. If $m$ is $a(t)^{2} d t^{2}$ continuous and

$$
\begin{equation*}
\frac{m(s)}{m(t)} \leqq C(1+s+t)^{N} \tag{3.15}
\end{equation*}
$$

then $m(p)$ is $\sigma, G$ temperate.
Proof. There is a fixed bound for $G_{y, \eta}^{\sigma} / G_{x, \xi}^{\sigma}$ if $G_{x, \xi}(y-x, \eta-\xi)<c$, and if $G_{x, \xi}(y-x, \eta-\xi) \geqq c$ then $G_{x, \xi}^{\sigma}(y-x, \eta-\xi)>c H(x, \xi)^{-2}$ which bounds a positive power of $1+|x|+|\xi|$. Since
we have

$$
g_{x, \xi} \leqq G_{x, \xi} \leqq C(1+p(x, \xi) a(p(x, \xi)))^{2} g_{x, \xi} \leqq C^{\prime}(1+p(x, \xi))^{2 \delta} g_{x, \xi}
$$

$$
\begin{gathered}
g_{x, \xi}^{\sigma} \geqq G_{x, \xi}^{\sigma} \geqq g_{x, \xi}^{\sigma}(1+p(x, \xi))^{-2 \delta} C^{\prime-1} \\
C^{\prime-1} \frac{G_{y, \eta}^{\sigma}}{G_{x, \xi}^{\sigma}} \leqq(1+p(x, \xi))^{2 \delta} \frac{g_{y, \eta}^{\sigma}}{g_{x, \xi}^{\sigma}} \leqq C(1+p(x, \xi))^{2 \delta}\left(1+g_{x, \xi}^{\sigma}(x-y, \xi-\eta)\right)^{N} \\
\leqq C_{1}\left(1+p\left(C_{1}, \xi\right)\right)^{2 \delta(N+1)}\left(1+G_{x, \xi}^{\sigma}(x-y, \xi-\eta)\right)^{N} \leqq C_{2}\left(1+G_{x, \xi}^{\sigma}(x-y, \xi-\eta)\right)^{N^{\prime}} .
\end{gathered}
$$

Hence $G$ is $\sigma$ temperate and the last assertion follows in the same way.
As explained in the introduction we are interested in functions $\chi_{\lambda} \in S\left(1, a^{2} d t^{2}\right)$ which approximate the Heaviside function $H(\lambda-$.$) well when \lambda$ is a large positive number. Choose $\chi \in C^{\infty}$ so that $\chi(t)=1$ for $t<0$ and $\chi(t)=0$ for $t>1$, and set

$$
\chi_{\lambda, \varepsilon}(t)=\chi\left(\frac{t-\lambda}{\varepsilon}\right) .
$$

The derivative of order $j$ has the bound $C_{j} \varepsilon^{-j}$ when $\lambda<t<\lambda+\varepsilon$ and vanishes
elsewhere. Thus we want to choose $a(t)$ roughly equal to $1 / \varepsilon$ in $(\lambda, \lambda+\varepsilon)$ and so that (3.6) is fulfilled, that is, $1 / a(t)$ is Lipschitz continuous. To make $a$ as small as possible we therefore define

$$
\begin{equation*}
a_{\lambda, \varepsilon}(t)=\left(\varepsilon^{2}+(t-\lambda)^{2}\right)^{-1 / 2} . \tag{3.16}
\end{equation*}
$$

The condition (3.13) then becomes

$$
t^{2}\left(\varepsilon^{2}+(t-\lambda)^{2}\right)^{-1} \leqq C^{2}(1+t)^{2 \delta}, \quad t \geqq 0 .
$$

This condition is of course fulfilled if $t<2|t-\lambda|$, and if $|t-\lambda| \leqq t / 2$ then $t / 2 \leqq$ $\lambda \leqq 3 t / 2$ so the condition is fulfilled if

$$
\begin{equation*}
\varepsilon=\lambda^{1-\delta} \tag{3.17}
\end{equation*}
$$

Summing up, (3.17) implies (3.6) and (3.13). With this choice of $\varepsilon$ we shall write $\chi_{\lambda}$ and $a_{\lambda}$ instead of $\chi_{\lambda, \varepsilon}$ and $a_{\lambda, \varepsilon}$. The corresponding metric defined by (3.9) will be denoted by $G_{\lambda}$, and we have $e_{\lambda} \in S\left(1, G_{\lambda}\right)$ if $e_{\lambda}=\chi_{\lambda}(p)$. The calculus of pseudodifferential operators shows that the symbol of $e_{\lambda}^{w}\left(1-e_{\lambda}^{w}\right)$ is in $S\left(1, G_{\lambda}\right)$ and that it can be estimated by any negative power of $(1+|x|+|\xi|)$ except when $\lambda<p<$ $\lambda+\varepsilon$. This estimate is uniform with respect to $\lambda$, for in Propositions 3.5 and 3.7 the constants implied by the conclusions can be estimated in terms of those occurring in the hypotheses. We shall now estimate the trace norm (see [5, Section 4] and [2, Section 7]).

Lemma 3.8. If $q \in C_{0}^{\infty}\left(\mathbf{R}^{2 n}\right)$ and $N \geqq n+1$ then with $B$ denoting the unit ball

$$
\begin{equation*}
\left\|q^{w}\right\|_{\mathrm{T}_{\mathrm{r}}} \leqq C_{N}\left(\|q\|_{L^{1}}+\iint\left(\sup _{(y, \eta) \in B,|\alpha|=N}\left|D^{\alpha} q(x+y, \xi+\eta)\right|\right) d x d \xi\right) \tag{3.18}
\end{equation*}
$$

Proof. It is clear that $q^{w}$ is of trace class if $q \in \mathscr{S}$ (see e.g. [2, Lemma 7.2]). If $L$ is a real linear form in $\mathbf{R}^{2 n}$ and $q_{L}=q e^{i L}$ then the trace norm of $q_{L}^{w}$ is equal to that of $q^{w}$. In fact, by the unitary equivalence theorem [2, Theorem 4.3], we may assume that $L(x, \xi)$ depends on $x$ only, and then $q_{L}^{w}=e^{i L / 2} q^{w} e^{i L / 2}$ which proves the assertion. Hence we obtain

$$
\left\|(f q)^{w}\right\|_{\mathrm{T}_{\mathrm{r}}} \leqq\left\|\frac{\hat{f}}{(2 \pi)^{2 n}}\right\|_{L^{1}}\left\|q^{w}\right\|_{\mathrm{Tr}_{\mathrm{r}}}, \quad f \in C_{0}^{\infty},
$$

if we express $f$ in terms of $\hat{f}$ by Fourier's inversion formula. Choosing $q=1$ in $B$ we obtain by Bernstein's theorem

$$
\begin{equation*}
\left\|f^{w}\right\|_{\mathrm{Tr}} \leqq C \sum_{|\alpha| \leqq n+1} \sup \left|D^{\alpha} f\right|, \quad f \in C_{0}^{n+1}(B) \tag{3.19}
\end{equation*}
$$

Fix $\varphi \in C_{0}^{\infty}(B)$ with $\iint \varphi d x d \xi=1$ and set, now with any $q \in C_{0}^{\infty}\left(\mathbf{R}^{2 n}\right)$,

$$
q_{x, \xi}(y, \eta)=\varphi(y-x, \eta-\xi) q(y, \eta)
$$

If we show that

$$
\begin{equation*}
\left\|q_{x, \xi}^{w}\right\|_{\mathbf{T r}} \leqq C\left(\left\|q_{x, \xi}\right\|_{L^{1}}+\sup _{(y, \eta) \in B,||\alpha|=N}\left|D^{\alpha} q(x+y, \xi+\eta)\right|\right) \tag{3.20}
\end{equation*}
$$

then an integration with respect to $(x, \xi)$ gives (3.18). It is of course sufficient to prove (3.20) when $x=\xi=0$. Write

$$
q(y, \eta)=T(y, \eta)+R(y, \eta)
$$

where $T(y, \eta)$ is the Taylor polynomial of degree $N-1$. Then

$$
\sup _{(y, \eta) \in B,|x| \leqq N}\left|D^{\alpha} R(y, \eta)\right| \leqq C \sup _{(y, \eta) \in B,|\alpha|=N}\left|D^{\alpha} q(y, \eta)\right| .
$$

Hence the $L^{1}$ norm of $\varphi T=q_{0,0}-\varphi R$ can be estimated in terms of the right hand side of (3.20), so this is also possible for the coefficients of $T$ since all norms in the finite dimensional vector space of polynomials of degree $<N$ are equivalent. Thus we have

$$
\sup _{y, \eta} \sup _{|\alpha| \leqq N}\left|D^{\alpha} q_{0,0}(y, \eta)\right| \leqq C\left(\left\|q_{0,0}\right\|_{L^{1}}+\sup _{(y, \eta) \in B,|\alpha|=N}\left|D^{\alpha} q(y, \eta)\right|\right)
$$

so (3.20) follows from (3.19).
Theorem 3.9. Let $g$ be slowly varying and let mbe $g$ continuous, $g \leqq h^{2} g^{\sigma}$ where $h \leqq 1$. Then we have for every integer $k \geqq 0$

$$
\left\|q^{w}\right\|_{\mathbf{T r}_{\mathrm{r}}} \leqq C_{k}\left(\|q\|_{L^{1}}+\left\|h^{k} m\right\|_{L^{1}}\|q\|\right), \quad q \in S(m, g)
$$

where $\|q\|$ is a seminorm of $q$ in the symbol class $S(m, g)$ which only depends on $k$ and the constants in the slow variation and $g$ continuity assumed.

Proof. Let $\varphi_{i}$ be the partition of unity constructed in [2, Section 2], let $g_{i}$ be the metric at the center of the support of $\varphi_{i}$ and let $m=m_{i}, h=h_{i}$ there. It suffices to show that with $q_{i}=\varphi_{i} q$ we have when $N>n$

$$
\begin{equation*}
\left\|q_{i}^{k}\right\|_{\mathrm{T}_{\mathrm{r}}} \leqq C_{N}\left(\left\|q_{i}\right\|_{L^{1}}+h_{i}^{N / 2}\left|\operatorname{det} g_{i}\right|^{-1 / 2} \sup \left|q_{i}\right|_{N}^{g_{N}}\right) . \tag{3.21}
\end{equation*}
$$

In doing so we may assume that $\varphi_{i}$ is centered at 0 and that

$$
g_{i}=\sum_{1}^{n} \lambda_{j}\left(x_{j}^{2}+\xi_{j}^{2}\right), \quad \lambda_{j} \leqq h_{i} .
$$

The measure of the set of points at distance $\leqq 1$ from the support of $q_{i}$ is bounded by a constant times $\left|\operatorname{det} g_{i}\right|^{-1 / 2}$ and

$$
\sum_{|\alpha|=N} \sup \left|D^{\alpha} q_{i}\right| \leqq C h_{i}^{N / 2} \sup \left|q_{i}\right|_{N}^{\boldsymbol{g}_{i}}
$$

so (3.21) follows from (3.18).
We can apply Theorem 3.9 to $e_{\lambda}^{w}\left(1-e_{\lambda}^{w}\right)$, with $m=1$ and $g$ replaced by $G_{\lambda}$. When $k$ is chosen so large that $H_{\lambda}^{k}$ is integrable, if $H_{\lambda}^{2}=\sup G_{\lambda} / G_{\lambda}^{\sigma}$, and we recall
that the symbol is $\leqq C H_{\lambda}^{k}$ except when $\lambda<p<\lambda+\varepsilon$, we obtain

$$
\begin{equation*}
\left\|e_{\lambda}^{w}\left(1-e_{\lambda}^{w}\right)\right\|_{\mathbf{T}_{\mathbf{r}}} \leqq C_{1} \iint_{\lambda<p<\lambda+\varepsilon} d x d \xi+C_{2} \tag{3.22}
\end{equation*}
$$

To complete the preparations for the application of Lemma 2.1 in Section 4 we shall finally prove

Lemma 3.10. There exists a constant $C$ such that

$$
\begin{equation*}
e_{\lambda}^{w}\left(p^{w}-\lambda\right) e_{\lambda}^{w} \leqq C \varepsilon, \quad\left(1-e_{\lambda}^{w}\right)\left(p^{w}-\lambda\right)\left(1-e_{\lambda}^{w}\right) \geqq-C \varepsilon \tag{3.23}
\end{equation*}
$$

Proof. Let $f(t)=|t|$ when $|t|>1, f \in C^{\infty}$ and $f>0$ everywhere, and set

$$
f_{\lambda}(t)=\varepsilon f\left(\frac{t-\lambda}{\varepsilon}\right), \quad \varepsilon=\lambda^{1-\delta}
$$

Then $f_{\lambda}(t)=-(t-\lambda)$ when $t<\lambda-\varepsilon$ and $f(t)=t-\lambda$ when $t>\lambda+\varepsilon$, and it is clear that $a_{\lambda} f_{\lambda}$ has fixed upper and lower bounds. To prove that $f_{\lambda}$ satisfies (3.15) we observe that

$$
\frac{a_{\lambda}(t)}{a_{\lambda}(s)} \leqq 1+\frac{|t-s|}{\varepsilon} \leqq C(1+t+s)^{1+N}
$$

unless

$$
(t+s)^{N}<\varepsilon^{-1}=\lambda^{\delta-1}
$$

If $N$ is large this implies that $t+s<\lambda / 2$ and then $|t-\lambda|$ and $|s-\lambda|$ lie between $\lambda / 2$ and $\lambda$ so $a_{\lambda}(t) / a_{\lambda}(s)$ is bounded. Thus $a_{\lambda}$ satisfies (3.15) so $f_{\lambda}$ does, and $F_{\lambda}=f_{\lambda}(p)$ is $G_{\lambda}$ temperate. It is clear that

$$
F_{\lambda} \in S\left(F_{\lambda}, G_{\lambda}\right)
$$

with a uniform bound for each seminorm.
We shall now prove that

$$
\begin{equation*}
\left\|e_{\lambda}^{w}\left(p^{w}-\lambda+F_{\lambda}^{w}\right) e_{\lambda}^{w}\right\| \leqq C \varepsilon, \quad\left\|\left(1-e_{\lambda}^{w}\right)\left(p^{w}-\lambda-F_{\lambda}^{w}\right)\left(1-e_{\lambda}^{w}\right)\right\| \leqq C \varepsilon . \tag{3.24}
\end{equation*}
$$

To prove the first estimate we observe that $p-\lambda+F_{\lambda}$ is uniformly bounded in $S\left(F_{\lambda}(p / \lambda)^{v}, G_{\lambda}\right)$ for any $v>0$ since it is 0 for $p<\lambda-\varepsilon$. (That $p$ is $G_{\lambda}$ continuous is obvious since $g \leqq G_{\lambda}$, and $p$ is $\sigma, G_{\lambda}$ temperate since (3.15) is valid for $m(t)=t$.) All terms in the composition series for

$$
\begin{equation*}
e_{\lambda}^{w}\left(p^{w}-\lambda+F_{\lambda}^{w}\right) e_{\lambda}^{w} \tag{3.24}
\end{equation*}
$$

vanish except when $|p-\lambda|<\varepsilon$. Thus the symbol of (3.24) is bounded in $S\left(F_{\lambda}, G_{\lambda}\right)$, and when $|p-\lambda| \geqq \varepsilon$ it is bounded in $S\left(F_{\lambda}(p / \lambda)^{v} H_{\lambda}^{N}, G_{\lambda}\right)$ for any $v, N$. Now recall that $H_{\lambda} \leqq C p^{-\Gamma}$ for some $\Gamma>0$ depending only on the choice of $\delta$. If $N \Gamma>v+1$ we conclude that the symbol of (3.24) is bounded in $S\left(\varepsilon, G_{\lambda}\right)$ which proves the first estimate (3.24). The second one follows in the same way if we observe that $p-\lambda-F_{\lambda}=0$ when $p>\lambda+\varepsilon$ and that $1-e_{\lambda}$ is bounded in $S\left((p / \lambda)^{\nu}, G_{\lambda}\right)$ for any $\nu$.

What remains now is to establish a lower bound for $F_{\lambda}^{w}$. As in the proof of Theorem 3.4 it follows from Lemma 3.2 that one can find $R_{\lambda}$ bounded in $S\left(F_{\lambda} H_{\lambda}^{N}, G_{\lambda}\right)$ for any desired $N$ so that

$$
\begin{equation*}
F_{\lambda}^{w} \geqq R_{\lambda}^{w} . \tag{3.25}
\end{equation*}
$$

However, $F_{\lambda} H_{\lambda}^{N}$ need not be small near 0 so we have to use some supplementary arguments to show that the lower bound of $F_{\lambda}^{w}$ is $\geqq-C \varepsilon$.

Choose a decreasing function $\varphi$ on $\mathbf{R}$ so that $\varphi(t)=1$ for $t<1, \varphi(t)=0$ for $t>2$ and $\varphi(t)^{2}+\psi(t)^{2}=1$ for another $C^{\infty}$ function $\psi$. Then

$$
p_{\mu}=p \varphi\left(\frac{p}{\mu}\right)
$$

is uniformly bounded in $S(\mu, g)$ so for some $C>1$

$$
\left\|p_{\mu}\right\| \leqq C \mu, \quad \mu>1
$$

When $C \mu=\lambda$ we obtain

$$
\lambda-p_{\mu}^{w} \geqq 0
$$

Write $\Phi_{\lambda}=\varphi(3 p / \mu)$ which has support where $p<\mu$, thus $p_{\mu}=p$. Then

$$
\Phi_{\lambda}^{w}\left(\lambda-p_{\mu}^{w}\right) \Phi_{\lambda}^{w} \geqq 0
$$

and we shall estimate the difference between the operator on the left hand side and the operator with symbol $\Phi_{\lambda}^{2}(\lambda-p)$ which is the leading term in the composition series while the first order terms cancel. The symbol of the difference is bounded in $S\left((\lambda+p) h^{2}, g\right)$ and when $p>\mu$ it is bounded in $S\left((\lambda+p) h^{N}, g\right)$ for any $N$ since all terms in the composition series vanish. In that case

$$
h \leqq C p^{-\gamma} \leqq C^{\prime} \lambda^{-\gamma}
$$

so if $1-(N-1) \gamma<0$ we obtain that the symbol is bounded in $S\left(\lambda^{1-\gamma}, g\right)$ when $p>\mu$. When $\mu / 3<p<\mu$ the symbol is bounded in $S\left(\lambda^{1-2 \gamma}, g\right)$ since $\lambda h^{2}<C \lambda^{1-2 y}$ then. Finally, when $p<\mu / 3$ it is convenient to note that $\tilde{\Phi}_{\lambda}=1-\Phi_{\lambda} \in S\left((p / \lambda)^{v}, g\right)$ for any $v$. The error is therefore bounded in the symbol space with weight

$$
\lambda h^{2}\left(\frac{p}{\lambda}\right)^{\nu}<\lambda p^{-2 \gamma}\left(\frac{p}{\lambda}\right)^{\nu}<\lambda^{1-2 \gamma}
$$

if we choose $v=2 \gamma$. Summing up, the symbol of

$$
\Phi_{\lambda}^{w}\left(\lambda-p_{\mu}^{w}\right) \Phi_{\lambda}^{w}-\left(\Phi_{\lambda}^{2}(\lambda-p)\right)^{w}
$$

is bounded in $S\left(\lambda^{1-\gamma}, g\right)$ so the lower bound of $\left(\Phi_{\lambda}^{2}(\lambda-p)\right)^{w}$ is $\geqq-C \varepsilon$.
With $\Psi_{\lambda}=\psi(3 p / \mu)$ we obtain from (3.25)

$$
\begin{equation*}
\Psi_{\lambda}^{w} F_{\lambda}^{w} \Psi_{\lambda}^{w} \geqq \Psi_{\lambda}^{w} R_{\lambda}^{w} \Psi_{\lambda}^{w} \tag{3.26}
\end{equation*}
$$

Here $\Psi_{\lambda}$ is bounded in $S\left((p / \lambda)^{\nu}, G_{\lambda}\right)$ and $R$ is bounded in $S\left(F_{\lambda} H_{\lambda}^{N}, G_{\lambda}\right)$ for some large $N$ which we can choose as we like, so the symbol of the right hand side of (3.26) is bounded in $S\left(m, G_{\lambda}\right)$ with

$$
m=F_{\lambda} H_{\lambda}^{N}\left(\frac{p}{\lambda}\right)^{v} \leqq C(p+\lambda) p^{-N \Gamma}\left(\frac{p}{\lambda}\right)^{v}<C^{\prime} \lambda^{1-v}
$$

if $N$ is chosen so large that $N \Gamma>v+1$. Hence the norm of the operator on the right hand side of (3.26) is $O(\varepsilon)$. The symbol of

$$
\Psi_{\lambda}^{w} F_{\lambda}^{w} \Psi_{\lambda}^{w}-\left(F_{\lambda} \Psi_{\lambda}^{2}\right)^{w}
$$

is bounded in $S\left(m, G_{\lambda}\right)$ if $m=F_{\lambda} H_{\lambda}^{2}$, and outside supp $d \Psi_{\lambda}$ it is bounded in the symbol space with $m=(p / \lambda)^{\nu} F_{\lambda} H_{\lambda}^{N}$ for any $N$, so the arguments above are applicable there. In supp $d \Psi_{\lambda}$ we have $\mu / 3 \leqq p \leqq 2 \mu / 3$ so $H_{\lambda}$ is equivalent to $h$ and $F_{\lambda}$ to $\lambda$ there. Hence $F_{\lambda} H_{\lambda}^{2}<\lambda^{1-2 \gamma}$ there so the symbol in question is actually bounded in $S\left(\lambda^{1-2 \gamma}, G_{\lambda}\right)$. Hence the lower bound of $\left(\Psi_{\lambda}^{2} F_{\lambda}\right)^{w}$ is $\geqq-C \varepsilon$. The same is true of $\left(\Phi_{\lambda}^{2} F_{\lambda}\right)^{w}$ and adding we conclude that the lower bound of $F_{\lambda}^{w}$ is $\geqq-C \varepsilon$, which completes the proof.

## 4. The eigenvalue estimate

Let $p \in S(p, g)$ and assume as in Section 3 that

$$
\begin{gather*}
h(x, \xi)^{2}=\sup \frac{g_{x, \xi}}{g_{x, \xi}^{\sigma}} \leqq C p(x, \xi)^{-2 \gamma}  \tag{4.1}\\
1+|x|+|\xi| \leqq C p(x, \xi)^{N} . \tag{4.2}
\end{gather*}
$$

Denote the number of eigenvalues $\leqq \lambda$ of $p^{w}(x, D)$ by $N(\lambda)$, and let

$$
W(\lambda)=(2 \pi)^{-n} \iint_{p(x, \xi) \leq \lambda} d x d \xi
$$

be the expected approximation. We shall prove
Theorem 4.1. If $0<\delta<2 \gamma / 3$ then one can find $C_{\delta}$ so that for large enough $\lambda$

$$
\begin{equation*}
|N(\lambda)-W(\lambda)| \leqq C_{\delta}\left(W\left(\lambda+\lambda^{1-\delta}\right)-W\left(\lambda-\lambda^{1-\delta}\right)\right) \tag{4.3}
\end{equation*}
$$

Before the proof it is useful to make some preliminary observations on the measure of the set where $|p / \lambda-1|<\lambda^{-\delta}$ which occurs in the right hand side of (4.3). With appropriate symplectic coordinates $y, \eta$ centered at a point where $p=\lambda$, the metric form is bounded by $h\left(|y|^{2}+|\eta|^{2}\right)$ and $|p / \lambda-1|<\lambda^{-\delta}$ if for a suitable $c>0$

$$
h^{1 / 2}\left|y_{1}\right|+h\left(|y|^{2}+|\eta|^{2}\right)<c \lambda^{-\delta} .
$$

The volume of this set (which is a symplectic invariant) is proportional to

$$
\left(h \lambda^{\delta}\right)^{1-n} \lambda^{-3 \delta / 2} h^{-1}>C^{\prime} \lambda^{(\gamma-\delta)(n-1)+\gamma-3 \delta / 2}
$$

so it tends to $\infty$ with $\lambda$.
Proof of Theorem 4.1. As explained in Section 3 we choose an approximation $\chi_{2}$ to $H(\lambda-)$, where $H$ is the Heaviside function, so that $\chi_{\lambda}=1$ in $(-\infty, \lambda)$ and $\chi_{\lambda}=0$ in $\left(\lambda+\lambda^{1-\delta}, \infty\right)$. If $e_{\lambda}=\chi_{\lambda}(p)$ then

$$
\operatorname{Tr} e_{\lambda}^{w}=(2 \pi)^{-n} \iint e_{\lambda}(x, \xi) d x d \xi
$$

lies between $W(\lambda)$ and $W\left(\lambda+\lambda^{1-\delta}\right)$. By (3.22) we have

$$
\left\|e_{\lambda}^{w}\left(1-e_{\lambda}^{w}\right)\right\|_{\mathrm{T}_{\mathrm{r}}} \leqq C_{1}\left(W\left(\lambda+\lambda^{1-\delta}\right)-W\left(\lambda-\lambda^{1-\delta}\right)\right)+C_{2},
$$

and we observed after the statement of the theorem that the second term on the right is much smaller than the first one for large $\lambda$ so it can be dropped. By Lemma 3.10 we have

$$
e_{\lambda}^{w}\left(p^{w}-\lambda\right) e_{\lambda}^{w} \leqq C \lambda^{1-\delta}, \quad\left(1-e_{\lambda}^{\omega}\right)\left(p^{w}-\lambda\right)\left(1-e_{\lambda}^{w}\right)>-C \lambda^{1-\delta},
$$

so Lemma 2.1 gives

$$
\begin{aligned}
& N\left(\lambda+4 C \lambda^{1-\delta}\right) \geqq W(\lambda)-C_{3}\left(W\left(\lambda+\lambda^{1-\delta}\right)-W\left(\lambda-\lambda^{1-\delta}\right)\right), \\
& N\left(\lambda-4 C \lambda^{1-\delta}\right) \leqq W(\lambda)+C_{3}\left(W\left(\lambda+\lambda^{1-\delta}\right)-W\left(\lambda-\lambda^{1-\delta}\right)\right) .
\end{aligned}
$$

If we introduce $\mu=\lambda \pm 4 C \lambda^{1-\delta}$ as new variable, we conclude that

$$
|N(\mu)-W(\mu)| \leqq C_{1}\left(W\left(\mu+C_{2} \mu^{1-\delta}\right)-W\left(\mu-C_{2} \mu^{1-\delta}\right)\right)
$$

for some new constants $C_{1}, C_{2}$. If we replace $\delta$ by a smaller number, the constant $C_{2}$ may be omitted and the theorem is proved.

We shall now compare Theorem 4.1 with the results proved in [5]. In our notation the hypotheses made in [5] are first of all that $p \in S(p, g)$ where for some $\varrho^{\prime}>0$

$$
g=p^{-2 Q^{\prime}}\left(|d x|^{2}+|d \xi|^{2}\right)
$$

In addition (4.2) is assumed and a hypothesis is made which implies

$$
W(\lambda+\mu)-W(\lambda) \leqq C W(\lambda) \mu \lambda^{a-1}, \quad 0<\mu<\lambda^{1-a},
$$

where $0 \leqq a<\varrho^{\prime}$. Then the conclusion in [5] is that for $\delta<\varrho^{\prime}$

$$
\begin{equation*}
|N(\lambda)-W(\lambda)| \leqq C_{\delta} W(\lambda) \lambda^{a-\delta} . \tag{4.4}
\end{equation*}
$$

If we apply Theorem 4.1 in this situation we can take $\gamma=2 \varrho^{\prime}$ and $\delta<4 \varrho^{\prime} / 3$. With $\mu=\lambda^{1-\delta}$ we have $\mu \ll \lambda^{1-a}$ if $\delta>a$. If just $a<4 \varrho^{\prime} / 3$ we can choose $\delta$ with $a<\delta<$ $4 \varrho^{\prime} / 3$ and obtain from (4.3) that (4.4) is valid. Thus we have replaced the hypothesis $a<\varrho^{\prime}$ by $a<4 \varrho^{\prime} / 3$ and improved the error estimate (4.4) so that it holds for any $\delta<4 \varrho^{\prime} / 3$ instead of any $\delta<\varrho^{\prime}$.

Let us consider as an example the harmonic oscillator corresponding to

$$
p(x, \xi)=\sum_{1}^{n}\left(x_{j}^{2}+\xi_{j}^{2}\right)+1
$$

(we have added 1 to make Theorem 4.1 applicable). Then $\varrho^{\prime}=1 / 2$ and $a=0$ so our error estimate means that

$$
\begin{equation*}
\left|N(\lambda)-(2 \pi)^{-n} \iint_{p<\lambda} d x d \xi\right| \leqq C_{\delta} \lambda^{n-\delta} \quad \text { when } \quad \delta<2 / 3 \tag{4.5}
\end{equation*}
$$

Now the eigenvalues of $p^{w}$ are

$$
1+\sum_{1}^{n}\left(2 \alpha_{j}+1\right)=n+1+2 \sum_{1}^{n} \alpha_{j}
$$

where $\alpha_{j}$ are non-negative integers. Thus $N(\lambda)$ jumps just at the integers congruent to $n+1 \bmod 2$, and when $\lambda=n+1+2 \mu, \mu$ an integer, then

$$
\begin{aligned}
N(\lambda)= & \#\left\{\left(\alpha_{1}, \ldots, \alpha_{n}\right) ; \alpha_{j} \geqq 0, \quad \sum \alpha_{j} \leqq \mu\right\}=\binom{\mu+n}{n} \\
& =\frac{(\mu+n) \ldots(\mu+1)}{n!}=\frac{\mu^{n}}{n!}+O\left(\mu^{n-1}\right) .
\end{aligned}
$$

On the other hand

$$
(2 \pi)^{-n} \iint_{p<\lambda+1} d x d \xi=\lambda^{n}(2 \pi)^{-n} \iint_{|x|^{2}+|\xi|^{2}<1} d x d \xi=\frac{\lambda^{n}}{2^{n} n!}
$$

so (4.5) is actually valid when $\delta=1$ but for no larger value of $\delta$, because of the jumps in $N(\lambda)$.

If $p$ has an asymptotic expansion in homogeneous terms

$$
p \sim p_{m}(x, \xi)+p_{m-1}(x, \xi)+\ldots
$$

and $p_{m} \neq 0$ except at 0 , then we can take $\gamma=2 / m$ and obtain from (4.3)

$$
\begin{equation*}
\left|N(\lambda)-(2 \pi)^{-n} \lambda^{2 n / m}\left(\iint_{p_{m}(x, \xi)<1} d x d \xi-\lambda^{-1 / m}\left\langle p_{m-1}, \delta\left(p_{m}-1\right)\right\rangle\right)\right| \leqq C_{\delta} \lambda^{2 n / m-\delta} \tag{4.6}
\end{equation*}
$$

for every $\delta<4 / 3 m$. Here $\delta\left(p_{m}-1\right)=d S /\left|p_{m}^{\prime}\right|$ where $d S$ is the Euclidean element of area on the surface $p_{m}=1$, so the second term in the parenthesis vanishes if $p$ is a polynomial in $(x, \xi)$. The example above raises the question if (4.6) is always valid for $\delta=2 / m$. This is made plausible by the analogy with pseudo-differential operators on a compact manifold where the methods used in this paper should give

$$
\left|N(\lambda)-(2 \pi)^{-n} \lambda^{n / m} \iint_{p_{m}(x, \xi)<1} d x d \xi\right| \leqq C_{\delta} \lambda^{n / m-\delta}
$$

for every $\delta<2 / 3 m$ whereas Fourier integral operator methods give this result for $\delta=1 / \mathrm{m}$. However that may be, we have still thought it of some interest to examine the scope of the methods introduced in [5] when combined with the technical refinements of the calculus given in [2].

Theorem 4.1 may be given a more general form containing the "quasi-claassical asymptotics" of Šubin [4, Appendix 2]. These concern the operator $p^{w}(\varepsilon x, \varepsilon D)$ or the unitarily equivalent operator $p^{w}\left(x, \varepsilon^{2} D\right)$ where $0<\varepsilon<1$. Set $p_{\varepsilon}(x, \xi)=p(\varepsilon x, \varepsilon \xi)$. Then

$$
p_{\varepsilon} \in S\left(p_{\varepsilon},{ }^{\varepsilon} g\right)
$$

uniformly for $0<\varepsilon<1$ if

$$
{ }^{\varepsilon} g_{x, \xi}(y, \eta)=g_{\varepsilon x, \varepsilon \xi}(\varepsilon y, \varepsilon \eta)
$$

This is uniformly $\sigma$-temperate (see [2, Section 7]), and by [2, (7.7)']

$$
\frac{{ }^{\varepsilon} g_{x, \xi}}{\varepsilon} g_{x, \xi}^{\sigma} \leqq h(\varepsilon x, \varepsilon \xi)^{2} \varepsilon^{4} \quad \text { if } \quad h(x, \xi)^{2}=\sup \frac{g_{x, \xi}}{g_{x, \xi}^{\sigma}}
$$

From (4.1) we therefore obtain

$$
\frac{{ }^{\varepsilon} g_{x, \xi}}{{ }^{\varepsilon} g_{x, \xi}^{\sigma}} \leq\left(p_{\varepsilon}(x, \xi) \varepsilon^{-2 / \gamma}\right)^{-2 \gamma}
$$

so (4.1) is also satisfied by the new metric and the symbol $p_{\varepsilon}(x, \xi) \varepsilon^{-2 / \gamma}$. For large $N$ we have

$$
C p_{\varepsilon}(x, \xi) \varepsilon^{-2 / \gamma} \geqq(1+\varepsilon|x|+\varepsilon|\xi|)^{1 / N} \varepsilon^{-2 / \gamma} \geqq(1+|x|+|\xi|)^{1 / N}
$$

so (4.2) is also uniformly satisfied. It follows that the conclusion of Theorem 4.1 is valid uniformly in $\varepsilon$.

Let $N_{\varepsilon}(\lambda)$ be the number of eigenvalues $\leqq \lambda$ of $p^{w}(\varepsilon x, \varepsilon D)$. Then $p^{w}(\varepsilon x, \varepsilon D) \varepsilon^{-2 / \gamma}$ has $N_{\varepsilon}\left(\varepsilon^{2 / \gamma} \lambda\right)$ eigenvalues $\leqq \lambda$, and

$$
(2 \pi)^{-n} \iint_{p(\varepsilon x, \varepsilon \xi) \varepsilon^{-2 / \gamma} \leq \lambda} d x d \xi=\varepsilon^{-2 n} W\left(\varepsilon^{2 / \gamma} \lambda\right)
$$

When $0<\delta<2 \gamma / 3$ we obtain from Theorem 4.1 for large $\lambda, 0<\varepsilon<1$,

$$
\left|N_{\varepsilon}\left(\varepsilon^{2 / \gamma} \lambda\right)-\varepsilon^{-2 n} W\left(\varepsilon^{2 / \gamma} \lambda\right)\right| \leqq C_{\delta} \varepsilon^{-2 n}\left(W\left(\varepsilon^{2 / \gamma}\left(\lambda+\lambda^{1-\delta}\right)\right)-W\left(\varepsilon^{2 / \gamma}\left(\lambda-\lambda^{1-\delta}\right)\right)\right)
$$

Changing notations we obtain

$$
\begin{equation*}
\left|N_{\varepsilon}(\lambda)-\varepsilon^{-2 n} W(\lambda)\right| \leqq C_{\delta} \varepsilon^{-2 n}\left(W\left(\lambda\left(1+\varepsilon^{2 \delta / \gamma} \lambda^{-\delta}\right)\right)-W\left(\lambda\left(1-\varepsilon^{2 \delta / \gamma} \lambda^{-\delta}\right)\right)\right) \tag{4.3}
\end{equation*}
$$

provided that $\lambda \varepsilon^{-2 / \gamma}$ is large enough.
For a fixed $\lambda$ which is not a critical value of $p$ the parenthesis on the right hand side of $(4.3)^{\prime}$ is $O\left(\varepsilon^{28 / \gamma}\right)$ so it follows that as $\varepsilon \rightarrow 0$

$$
\begin{equation*}
\left|N_{\varepsilon}(\lambda)-\varepsilon^{-2 n} W(\lambda)\right| \equiv C_{\theta} \varepsilon^{\theta-2 n} \tag{4.3}
\end{equation*}
$$

for every $\theta<4 / 3$. When $\theta<1$ this is Proposition 2.2 of Šubin [3, p. 241].

On the asymptotic distribution of the eigenvalues of pseudodifferential operators in $\mathbf{R}^{n}$
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