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## 0. Introduction

Let, for $\Omega$ any bounded doubly-connected domain in $\mathbf{R}^{N}$ with smooth boundary, $u_{\Omega}$ denote the harmonic function in $\Omega$ with boundary values one and zero on the inner and outer components of $\partial \Omega$ respectively. We consider the problem: given $\Omega$ as above find a one-parameter family $\{\Omega(t)\}$ of doubly-connected domains for $t \in \mathbf{R}$ ( $t=$ time) in some interval around $t=0$ such that $\Omega(0)=\Omega$ and such that the outward normal velocity of $\partial \Omega(t)$ equals $-\partial u_{\Omega(t)} / \partial n$ on $\partial \Omega(t)(\partial / \partial n=$ the outward normal derivative).

This problem may arise e.g. in electro-chemistry (for $N \leqq 3$ ). Then $\Omega(t)^{e}$, the unbounded component of $\Omega(t)^{c}=\mathbf{R}^{N} \backslash \Omega(t)$, is an anode, $\Omega(t)^{i}=\Omega(t)^{c} \backslash \Omega(t)^{e}$ is a cathode and $\Omega(t)$ itself is an electrolyte. Finally, $u_{\Omega(t)}$ will be (proportional to) minus the electric potential. Under suitable assumptions the anode will dissolve and the dissolved material will be taken up by the cathode according to the law above. See [4], [6] for a related problem, with $\Omega(t)^{i}$ fixed. Actually, a slightly more general problem may be more adequate for this electro-chemical model. See § 3 .

For $N=2$ there is also an interpretation of the problem in terms of Hele Shaw flow, i.e. for the flow of an incompressible viscous fluid in the narrow region between two slightly separated and infinitely extended parallel surfaces. Then $\Omega(t)$ is (the two-dimensional picture of) the region of fluid, $\Omega(t)^{i}$ is occupied by e.g. air of some positive pressure and $\Omega(t)^{e}$ is empty or is occupied by air at a lower pressure. The pressure of the air in $\Omega(t)^{i}$ will make $\Omega(t)$ move according to the stated law. Cf. e.g. [5], [13], [16].

Our problem may also be regarded as a kind of degenerate Stefan problem with three phases. In fact, if $u_{\Omega}$ is extended to all $\mathbf{R}^{N}$ by $u_{\Omega}=0$ in $\Omega^{e}, u_{\Omega}=1$ in $\Omega^{i}$ then the law for the motion of $\Omega(t)$ can be expressed

$$
\begin{equation*}
\frac{\partial}{\partial t} H(u)=\Delta u \tag{0.1}
\end{equation*}
$$

(cf. equation (1.4)'), where $u(x, t)=u_{\Omega(t)}(x)$ and $H$ is the function

$$
H(u)=\left\{\begin{array}{lll}
0 & \text { for } & u \leqq 0 \\
1 & \text { for } & 0<u<1 \\
0 & \text { for } & u \geqq 1
\end{array}\right.
$$

(Thus $H\left(u_{\Omega}\right)=\chi_{\Omega}$.)
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(0.1) may be viewed upon as an enthalpy formulation of a Stefan problem. Then $u$ is the temperature and $H$ the enthalpy. In our case the enthalpy function $H=H(u)$ is of a quite unusual form (Fig. 1). In particular, it is non-monotone and it has two jump discontinuities, to mean that phase transitions occur at two different temperature levels. See e.g. [5] for enthalpy formulations of the Stefan problem.

The fact that $H(u)$ is non-monotone is related to the ill-posedness of our problem. E.g., as $t$ increases the inner boundary $\partial \Omega(t)^{i}$ becomes more and more irregular and this corresponds to the fact that $H(u)$ makes a negative jump at $u=1$ (i.e. on $\left.\partial \Omega(t)^{i}\right)$. On the other hand $\partial \Omega(t)^{e}$ becomes more and more regular as $t$ increases, corresponding to the positive jump of $H(u)$ at $u=0$.

It turns out that a necessary condition for our problem to have a solution is that $\partial \Omega$ is real analytic. The main result in this paper Theorem 2.1, states that, conversely, if $\partial \Omega$ is real analytic then there does exist a solution $\{\Omega(t)\}$, at least in a certain weak sense (and for $t$ in some small interval around $t=0$ ). Our weak solution is constructed by first solving a Cauchy problem for the Laplacian with Cauchy data on $\partial \Omega$. This takes care of the ill-posedness. Then $\Omega(t)$ are obtained from solutions of certain elliptic variational inequalities. It is plausible that the weak solution constructed in this way actually is a classical solution, but we do not prove this in the present paper.

An interesting property of our problem is that if e.g. $N=2$ then

$$
\frac{d}{d t} \int_{\Omega(t)} f=0
$$

for every function $f$ analytic in a neighbourhood of $\overline{\Omega(t)}$ whenever $\{\Omega(t)\}$ is a solution.
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## Some notation

$|E|=N$-dimensional Lebesgue measure of $E \subset \mathbf{R}^{N}$.
$\int_{E} \varphi=\int_{E} \varphi d x=$ integral of $\varphi$ with respect to $N$-dimensional Lebesgue measure ( $E \subset \mathbf{R}^{N}$ ).
$A \Delta B$ symmetric difference between the sets $A$ and $B$.

$$
\mathscr{D}=C_{0}^{\infty}\left(\mathbf{R}^{N}\right)
$$

$H(\Omega)=\{$ harmonic functions in $\Omega\}\left(\Omega \subset \mathbf{R}^{N}\right.$ open):
$H(\bar{\Omega})=$ \{functions harmonic in a neighbourhood of $\bar{\Omega}$ \}.

$$
H L^{1}(\Omega)=H(\Omega) \cap L^{1}(\Omega)
$$

$S L^{1}(\Omega)=\{$ subharmonic functions in $\Omega\} \cap L^{1}(\Omega)$.
$-S L^{1}(\Omega)=\left\{-u: u \in S L^{1}(\Omega)\right\}=\{$ superharmonic functions in $\Omega\} \cap L^{1}(\Omega)$.

## 1. Classical solutions

In this section we introduce a precise concept of a (classical) solution of our problem and derive some properties of such solutions.

Let $I \subset \mathbf{R}$ be an open interval containing zero. A one-parameter family $\{\Omega(t): t \in I\}$ of bounded domains in $\mathbf{R}^{N}$ will be called smooth if there exists a $C^{2}$ function $g(x, t)\left(x \in \mathbf{R}^{N}, t \in I\right)$ such that

$$
\begin{align*}
& \Omega(t)=\left\{x \in \mathbf{R}^{N}: g(x, t)<0\right\}  \tag{1.1}\\
& \partial \Omega(t)=\left\{x \in \mathbf{R}^{N}: g(x, t)=0\right\} \\
& \nabla_{x} g(x, t) \neq 0 \text { for } x \in \partial \Omega(t)
\end{align*}
$$

If $\Omega$ is any bounded doubly-connected domain in $\mathbf{R}^{N}(N \geqq 2)$ we denote by $\Omega^{i}$ and $\Omega^{e}$ the bounded and unbounded components of $\Omega^{c}=\mathbf{R}^{N} \backslash \Omega$ respectively
(doubly-connected means that $\Omega^{c}$ has exactly two components). Set $\partial \Omega^{i}=\partial\left(\Omega^{i}\right)$, $\partial \Omega^{e}=\partial\left(\Omega^{e}\right)$ so that $\partial \Omega=\partial \Omega^{i} \cup \partial \Omega^{e}$ or, taking orientation into account, $\partial \Omega=$ $-\partial \Omega^{i}-\partial \Omega^{e}$.

When $\Omega$ is a bounded doubly-connected domain $u_{\Omega}$ denotes the harmonic function in $\Omega$ with boundary values

$$
u_{\Omega}=\left\{\begin{array}{lll}
0 & \text { on } & \partial \Omega^{e} \\
1 & \text { on } & \partial \Omega^{i}
\end{array}\right.
$$

(whenever this function exists). If $\partial \Omega$ is smooth $\left(C^{2}\right)$ then certainly $u_{\Omega}$ exists and even $u_{\Omega} \in C^{1}(\bar{\Omega})$. See [21] for the latter.

A smooth family $\{\Omega(t): t \in I\}$ of doubly-connected domains will be called a (classical) solution of our problem if

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega(t)} \varphi=-\int_{\partial \Omega(t)} \varphi \frac{\partial u_{\Omega(t)}}{\partial n} d s \tag{1.2}
\end{equation*}
$$

for all $\varphi \in \mathscr{D}=C_{0}^{\infty}\left(\mathbf{R}^{N}\right)$ and all $t \in I$. Here $d s$ denotes the ( $N-1$ )-dimensional area measure on $\partial \Omega(t)$ and $\frac{\partial}{\partial n}$ the outward normal derivative on $\partial \Omega(t)$.

Formula (1.2) expresses that $\partial \Omega(t)$ moves with the velocity $-\partial u_{\Omega(t)} / \partial n$ measured in the direction of the outward normal of $\partial \Omega(t)$. Indeed, the smoothness assumption on $\{\Omega(t)\}$ implies the existence of a continuous function $\beta=\beta(t)$ on $\partial \Omega(t)$ such that

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega(t)} \varphi=\int_{\partial \Omega(t)} \varphi \beta d s \tag{1.3}
\end{equation*}
$$

for all $\varphi \in \mathscr{D} . \beta$ is the outward normal velocity of $\partial \Omega(t)$ and is given, in terms of $g(x, t)$ in (1.1), by $\beta=-\frac{\partial g / \partial t}{\partial g / \partial n}$. Hence (1.2) asserts that $\beta=-\frac{\partial u_{\Omega(t)}}{\partial n}$.

We extend $u_{\Omega}$ to all $\mathbf{R}^{N}$ by

$$
u_{\Omega}=\left\{\begin{array}{lll}
0 & \text { in } & \Omega^{e}, \\
1 & \text { in } \Omega^{i}
\end{array}\right.
$$

Then, assuming that $\partial \Omega$ is smooth, $u_{\Omega}$ is continuous in $\mathbf{R}^{N}$ and we have, for $\varphi \in \mathscr{D}$,

$$
\begin{gathered}
\int_{\partial \Omega} \varphi \frac{\partial u_{\Omega}}{\partial n} d s=\int_{\partial \Omega} u_{\Omega} \frac{\partial \varphi}{\partial n} d s+\int_{\Omega} \varphi \Delta u_{\Omega}-\int_{\Omega} u_{\Omega} \Delta \varphi \\
=-\int_{\partial \Omega^{4}} \frac{\partial \varphi}{\partial n} d s-\int_{\Omega} u_{\Omega} \Delta \varphi=-\int_{\Omega^{1}} \Delta \varphi-\int_{\Omega} u_{\Omega} \Delta \varphi=-\int_{\mathbf{R}^{\mathrm{N}}} u_{\Omega} \Delta \varphi .
\end{gathered}
$$

Thus, for $\{\Omega(t): t \in I\}$ smooth (1.2) is equivalent to

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega(t)} \varphi=\int_{\mathbf{R}^{N}} u_{\Omega(t)} \Delta \varphi \tag{1.4}
\end{equation*}
$$

for all $\varphi \in \mathscr{D}$. (1.4) expresses that

$$
\begin{equation*}
\frac{d}{d t} \chi_{\Omega(t)}=\Delta u_{\Omega(t)} \tag{1.4}
\end{equation*}
$$

in some weak sense.
The following lemma follows easily from the fact (cf. [21]) that $\partial u_{\Omega(t)} / \partial n$ is strictly positive (negative) on $\partial \Omega(t)^{i}\left(\partial \Omega(t)^{e}\right)$ for $\{\Omega(t)\}$ smooth. (The proof is omitted.)

Lemma 1.1. Any solution $\{\Omega(t): t \in I\}$ of our problem is strictly monotone in the sense that

$$
\Omega(\tau)^{i} \subset \subset(t)^{i} \text { and } \Omega(\tau)^{e} \supset \supset \Omega(t)^{i}
$$

for $\tau<t(\tau, t \in I)$. Moreover, $u_{\Omega(\tau)} \leqq u_{\Omega(t)}(\tau<t)$.
Example 1.1. There exists a $T>0(T=+\infty$ if $N=2, T<\infty$ if $N \geqq 3)$ and a positive increasing function $r(t)$ for $0<t<T$ with $\lim _{t \rightarrow 0} r(t)=0, \lim _{t \rightarrow T} r(t)=\infty$ such that, for any $A>0$ and any $t_{0}<0$ the annuli (or shell-domains)

$$
\begin{equation*}
\Omega(t)=\left\{x \in \mathbf{R}^{N}: r\left(t-t_{0}\right)^{N}<|x|^{N}<r\left(t-t_{0}\right)^{N}+A\right\} \tag{1.5}
\end{equation*}
$$

are a classical solution defined for $t_{0}<t<t_{0}+T$. Observe that $|\Omega(t)|=$ constant, in accordance with e.g. Corollary 1.1 below (choose $f \equiv 1$ ). Implicit formulas for $r(t)$ may be found in [15].

An interesting question is whether the above solutions (and translations of them) are the only solutions which exhaust all $\mathbf{R}^{N}$.

The solution (1.5) possesses a number of extremal properties, e.g. the following. If $\left\{\Omega^{\prime}(t)\right\}$ is any other solution such that $\left|\Omega(0)^{i}\right|=\left|\Omega^{\prime}(0)^{i}\right|$ and $|\Omega(0)|=\left|\Omega^{\prime}(0)\right|$ then

$$
\left|\Omega(t)^{i}\right| \leqq\left|\Omega^{\prime}(t)^{i}\right|, \quad \frac{d}{d t}\left|\Omega(t)^{i}\right| \leqq \frac{d}{d t}\left|\Omega^{\prime}(t)^{i}\right|, \quad-\int_{\partial \Omega(t)^{i}} \frac{\partial u_{\Omega(t)}}{\partial n} d s \leqq-\int_{\partial \Omega^{\prime}(t)^{i}} \frac{\partial u_{\Omega^{\prime}(t)}}{\partial n} d s
$$

for every $t \geqq 0$ for which $\Omega^{\prime}(t)$ is defined. See [15].
Our main concern in this paper is the local initial value problem associated with (1.2), i.e. the problem of finding a solution $\{\Omega(t): t \in I\}$ on some small interval $I$ around $t=0$ when $\Omega(0)$ is prescribed. There is then no loss of generality in assuming that $I$ is so small so that there exists a fixed closed oriented hypersurface $\Gamma \subset \mathbf{R}^{N}$ such that, for all $t \in I, \Gamma \subset \Omega(t)$ and $\Gamma$ separates the two components of $\Omega(t)^{c}$.

More specifically, when considering a smooth family $\{\Omega(t): t \in I\}$ of doublyconnected domains we shall henceforth (in §1) assume that there exists a bounded
domain $\omega \subset \mathbf{R}^{N}$ with $\Gamma=\partial \omega$ smooth such that $\Omega(t)^{i} \subset \omega$ and $\Gamma \subset \Omega(t)$ for all $t \in I$. Observe that then $\Omega(t)^{i}=\Omega(t)^{c} \cap \omega$ and $\Omega(t)^{e}=\Omega(t)^{c} \backslash \omega$.

Proposition 1.1. For a smooth family $\{\Omega(t): t \in I\}$ with $I$ and $\Gamma$ as above the following conditions are equivalent.
(i) $\frac{d}{d t} \int_{\Omega(t)} \varphi=-\int_{\partial \Omega(t)} \varphi \frac{\partial u_{\Omega(t)}}{\partial n} d s$
for all $\varphi \in \mathscr{D}$, i.e. $\{\Omega(t)\}$ is a solution.
(ii) $\frac{d}{d t} \int_{\Omega(t)} \varphi=\int_{\Gamma} \frac{\partial \varphi}{\partial n} d s$
for all $\varphi \in \mathscr{D}$ harmonic in $\Omega(t)$.
(iii) $\int_{\Omega(t)} \varphi-\int_{\Omega(\tau)} \varphi=(t-\tau) \int_{\Gamma} \frac{\partial \varphi}{\partial n} d s$
for all $\varphi \in \mathscr{D}$ harmonic in $\Omega(\tau) \cup \Omega(t)$.
(iv) $\int_{\Omega(t)} \varphi-\int_{\Omega(\tau)} \varphi \geqq(t-\tau) \int_{\Gamma} \frac{\partial \varphi}{\partial n} d s$
for all $\varphi \in \mathscr{D}$ superharmonic in $\Omega(\tau)$ and subharmonic in $\Omega(t)$ (and all $\tau, t \in I$ ).
(v) For every $\tau, t \in I, \tau<t$ there is a function $v=v_{\tau, t} \in C^{1}\left(\mathbf{R}^{N}\right)$ satisfying

$$
\begin{gather*}
\chi_{\Omega(t)}-\chi_{\Omega(\tau)}=\Delta v, \quad 0 \leqq v \leqq t-\tau,  \tag{1.6}\\
v=\left\{\begin{array}{lll}
0 & \text { in } & \Omega(t)^{e}, \\
t-\tau & \text { in } & \Omega(\tau)^{i} .
\end{array}\right.
\end{gather*}
$$

Remark 1.1. The strenghtened form of (ii) corresponding to (iv) reads
(vi) $\frac{d}{d t} \int_{\Omega(t)} \varphi \geqq \int_{\Gamma} \frac{\partial \varphi}{\partial n} d s$
for all $\varphi \in \mathscr{D}$ satisfying $\Delta \varphi \leqq 0$ in $\Omega(t) \cap \omega$ and $\Delta \varphi \geqq 0$ in $\Omega(t) \backslash \omega(\Gamma=\partial \omega)$.
It is easy to check that e.g. (iv) implies (vi).
In (v) the inequalities can be strengthened to

$$
0<v<t-\tau \quad \text { in } \quad \Omega(\tau) \cup \Omega(t)
$$

A more complete version of the equivalence between (iv) and (v) is given in Proposition 2.1.

Proof. (i) implies (v): Define, for $\tau<t$,

$$
v=v_{\tau, t}=\int_{\tau}^{t} u_{\Omega(r)} d r
$$

Then it follows from (1.4) (which is equivalent to (i)) that (1.6) holds in the distribution sense. In particular $\Delta v \in L^{\infty}$ so that $v \in C^{1}$ (even $v \in C^{1, \alpha}$ for any $\alpha<1$ ). The remaining assertions follow immediately from the definition of $u_{\Omega}, 0 \leqq u_{\Omega} \leqq 1$ and Lemma 1.1.
(v) implies (iv): Assuming (v) we have, for $\varphi \in \mathscr{D}$ satisfying $\Delta \varphi \leqq 0$ in $\Omega(\tau) \cap \omega$ and $\Delta \varphi \geqq 0$ in $\Omega(t) \backslash \omega$,

$$
\begin{gathered}
\int_{\Omega(t)} \varphi-\int_{\Omega(\tau)} \varphi=\langle\Delta v, \varphi\rangle=\int_{\mathbf{R}^{\mathrm{N}}} v \Delta \varphi=\int_{\Omega(\tau)^{i}} v \Delta \varphi+\int_{\Omega(\tau) \cap \omega} v \Delta \varphi \\
+\int_{\Omega(t) \backslash \omega} v \Delta \varphi+\int_{\Omega(t)^{e}} v \Delta \varphi \geqq(t-\tau) \int_{\Omega(\tau))^{4}} \Delta \varphi \\
+\int_{\Omega(\tau) \cap \omega}(t-\tau) \Delta \varphi+\int_{\Omega(t) \backslash \omega} 0 \Delta v+0 \\
=(t-\tau) \int_{\omega} \Delta \varphi=(t-\tau) \int_{\Gamma} \frac{\partial \varphi}{\partial n} d s
\end{gathered}
$$

proving (iv).
(iv) implies (iii): This is obvious.
(iii) implies (ii): Differentiating (iii) gives

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega(t)} \varphi=\int_{\Gamma} \frac{\partial \varphi}{\partial n} d s \tag{1.7}
\end{equation*}
$$

at least for all $\varphi \in \mathscr{D}$ harmonic in a neighbourhood of $\overline{\Omega(t)}$. But every $\varphi \in \mathscr{D}$ harmonic in $\Omega(t)$ can be approximated uniformly on $\Omega(t)$ (hence on $\partial \Omega(t))$ by functions $\varphi \in \mathscr{D}$ harmonic in a neighbourhood of $\overline{\Omega(t)}([3],[11],[14$, Ch. $5, \S 5])$ and from this (ii) follows, using the fact that the left hand side of (1.7) actually is of the form $\int_{\partial \Omega(t)} \varphi \beta d s(\operatorname{see}(1.3))$.
(ii) implies (i): Assuming (ii) Green's formula gives

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega(t)} \varphi=-\int_{\partial \Omega(t)} \varphi \frac{\partial u_{\Omega(t)}}{\partial n} d s \tag{1.8}
\end{equation*}
$$

for every $\varphi \in \mathscr{D}$ harmonic in $\Omega(t)$ and we have to show that (1.8) actually holds for all $\varphi \in \mathscr{O}$. But this also follows from (1.3) and [3], [11], [14] by approximating the function $\psi \in C(\overline{\Omega(t)}) \cap H(\Omega(t))$ which equals $\varphi \in \mathscr{D}$ on $\partial \Omega(t)$ by functions harmonic in a neighbourhood of $\overline{\Omega(t)}$ (for which (1.8) clearly holds).

From (ii) or (iii) in the proposition we see that if $\{\Omega(t)\}$ is a solution and $\varphi$ is a harmonic function in (say) a neighbourhood of $\overline{\Omega(t)}(\varphi \in H(\overline{\Omega(t)}))$ such that

$$
\begin{equation*}
\int_{r} \frac{\partial \varphi}{\partial n} d s=0 \tag{1.9}
\end{equation*}
$$

holds, then $\frac{d}{d t} \int_{\Omega(t)} \varphi=0$ (or, if $\varphi \in H(\overline{\Omega(\tau) \cup \Omega(t)}), \int_{\Omega(t)} \varphi=\int_{\Omega(t)} \varphi$ ). In two
dimensions (1.9) holds whenever $\varphi$ is a component of an analytic function. In fact, in this case $\varphi$ has a single-valued harmonic conjugate $\psi=\varphi^{*}$ and (1.9) follows directly from the Cauchy-Riemann equations:

$$
\int_{\Gamma} \frac{\partial \varphi}{\partial n} d s=\int_{\Gamma} \frac{\partial \psi}{\partial s} d s=0
$$

The higher dimensional analogue of the analytic functions (or, more precisely, the anti-analytic functions) is, at least from one point of view, the harmonic vector fields. A harmonic vector field in a domain $\Omega \subset \mathbf{R}^{N}$ is a (smooth) vector field $f=\left(f_{1}, \ldots, f_{N}\right)$ in $\Omega$ satisfying

$$
\begin{gather*}
\frac{\partial f_{k}}{\partial x_{j}}-\frac{\partial f_{j}}{\partial x_{k}}=0 \quad(\operatorname{all} k, j),  \tag{1.10}\\
\sum_{j=1}^{N} \frac{\partial f_{j}}{\partial x_{j}}=0 \tag{1.11}
\end{gather*}
$$

(1.10) and (1.11) are equivalent to the existence, locally, of a harmonic function $u$ such that $f=\operatorname{grad} u$.

In terms of the corresponding one-form $\omega=f_{1} d x_{1}+\ldots+f_{N} d x_{N}$ (1.10) and (1.11) say that $d \omega=0$ and $d^{*} \omega=0$ respectively, where ${ }^{*}$ is the Hodge's star operator (see e.g. [20]).

Now, if $\varphi$ is a component of a harmonic vector field in $\Omega$, say $\varphi=f_{1}$ with $f$ as above, then $\varphi$ is harmonic in $\Omega$ (since locally $\varphi=\partial u / \partial x_{1}$ with $u$ harmonic) and for any closed oriented smooth hypersurface $\Gamma$ in $\Omega$

$$
\int_{\Gamma} \frac{\partial \varphi}{\partial n} d s=0
$$

In fact, using (1.10), (1.11) and Stokes' theorem,

$$
\begin{gathered}
\int_{\Gamma} \frac{\partial f_{1}}{\partial n} d s=\int_{\Gamma} \sum_{j=1}^{N}(-1)^{j-1} \frac{\partial f_{1}}{\partial x_{j}} d x_{1} \ldots d \hat{x}_{j} \ldots d x_{N} \\
=\int_{\Gamma} \frac{\partial f_{1}}{\partial x_{1}} d x_{2} \ldots d x_{N}+\sum_{j=2}^{N}(-1)^{j-1} \int_{\Gamma} \frac{\partial f_{j}}{\partial x_{1}} d x_{1} \ldots d \hat{x}_{j} \ldots d x_{N} \\
=\int_{\Gamma} \frac{\partial f_{1}}{\partial x_{1}} d x_{2} \ldots d x_{N}+\sum_{j=2}^{N}(-1)^{j-1} \int_{\Gamma} d\left(f_{j} d x_{2} \ldots d \hat{x}_{j} \ldots d x_{N}\right) \\
\quad-\sum_{j=2}^{N}(-1)^{j-1} \int_{\Gamma}(-1)^{j} \frac{\partial f_{j}}{\partial x_{j}} d x_{2} \ldots d x_{N}=0 \\
\quad\left(d x_{1} \ldots d \hat{x}_{j} \ldots d x_{N} \text { means } d x_{1} \ldots d x_{j-1} d x_{j+1} \ldots d x_{N}\right) .
\end{gathered}
$$

Thus we obtain

Corollary 1.1. If $\{\Omega(t): t \in I\}$ is a solution then

$$
\frac{d}{d t} \int_{\Omega(t)} f=0
$$

for every harmonic vector field $f$ defined in a neighbourhood of $\overline{\Omega(t)}$, and, in case $N=2$, also for every analytic function $f$ in a neighbourhood of $\overline{\Omega(t)}$.

Example 1.2. If, in case $N=2,0 \in \operatorname{int} \Omega(t)^{i}$ for all $t \in I$ Corollary 1.1 shows that

$$
\int_{\Omega(t)} z^{n}=\text { constant in } t
$$

for every $n \in \mathbf{Z}\left(z=x_{1}+i x_{2}\right)$ whenever $\{\Omega(t)\}$ is a solution.
Corollary 1.2. If $\{\Omega(t): t \in I\}$ is a solution then $\partial \Omega(t)$ is real analytic for every $t \in I$. In particular, a solution of the initial value problem with $\Omega(0)=\Omega$ prescribed can only exist if $\partial \Omega$ is real analytic.

Remark 1.2. By " $\partial \Omega$ real analytic" we mean that for every $y \in \partial \Omega$ there is a neighbourhood $U$ of $y$ in $\mathbf{R}^{N}$ and a real analytic function $g$ in $U$ such that

$$
\partial \Omega \cap U=\{x \in U: g(x)=0\}, \quad \nabla g \neq 0 \quad \text { on } \quad \partial \Omega .
$$

Proof. Consider e.g. $\partial \Omega(t)^{e}$ for a fixed value of $t$. Choose $\tau \in I, \tau<t$. Then, by (v) of Proposition 1.1 we have a function $v$ which in a neighbourhood $D$ of $\partial \Omega(t)^{e}$ (e.g. $D=\mathbf{R}^{N} \backslash(\overline{\Omega(\tau) \cup \omega)})$ satisfies

$$
\begin{gathered}
\Delta v=\chi_{\Omega(t)} \text { in } D \\
v>0 \text { in } D \cap \Omega(t), \\
v=0 \text { in } D \backslash \Omega(t) .
\end{gathered}
$$

By the $W^{2, \infty_{-}}$-regularity theory for variational inequalities [22], [23], [7] we get $v \in C^{1,1}(D)$. Then a theorem of Caffarelli [1] (see also [7, Ch. 2, §5]) shows that $v \in C^{2}(\overline{\Omega(t) \cap D})$ and finally [12, Thm. 1], [7, Thm. 1.1, Ch. 2, § 1] can be applied, showing that $\partial \Omega(t)$ is analytic.

Remark 1.3. Notice that in order to prove that $\partial \Omega(t)^{e}$ was analytic we had to make use of the existence of a $\tau<t$ with $\Omega(\tau)^{e} \supset \supset \Omega(t)^{e}$. This is an indication of the fact that, as $t$ increases, $\partial \Omega(t)^{e}$ becomes more and more regular in some sence. Similarly, $\partial \Omega(t)^{i}$ becomes more and more irregular as $t$ increases.

## 2. Weak solutions

Let $I$ be an open interval containing the origin and choose a bounded domain $\omega \subset \mathbf{R}^{\boldsymbol{N}}$ with smooth boundary $\Gamma=\partial \omega$. For any bounded domain $\Omega$ in $\mathbf{R}^{N}$ such that $\Gamma \subset \Omega$ we set

$$
\begin{aligned}
& \Omega^{i}=\Omega^{c} \cap \omega \\
& \Omega^{e}=\Omega^{c} \backslash \omega
\end{aligned}
$$

Thus if $\Omega$ is doubly-connected and $\omega$ contains the "hole" in $\Omega$ then $\Omega^{i}$ and $\Omega^{e}$ will be the bounded and unbounded components of $\Omega^{c}$ respectively, as in §1. In general, $\omega$ has the role of dividing the components of $\Omega^{c}$ into two groups, the interior and the exterior ones.

In view of Proposition 1.1 the following definition seems reasonable. A family $\{\Omega(t): t \in I\}$ of bounded domains in $\mathbf{R}^{N}$ such that $\Gamma \subset \Omega(t)$ for all $t \in I$ is called a weak solution of our problem if, for every $\tau, t \in I, \tau<t$, there exists a function $v=v_{\tau, t} \in C^{1}\left(\mathbf{R}^{N}\right)$ satisfying

$$
\begin{gather*}
\chi_{\Omega(t)}-\chi_{\Omega(\tau)}=\Delta v,  \tag{2.1}\\
0 \leqq v \leqq t-\tau,  \tag{2.2}\\
v= \begin{cases}t-\tau & \text { in } \Omega(\tau)^{i}, \\
0 & \text { in } \Omega(t)^{e} .\end{cases} \tag{2.3}
\end{gather*}
$$

Example 2.1. The solutions (1.5) in Example 1.1 are, strictly speaking, not weak solutions since for technical reasons weak solutions can be defined only on small intervals $I$ (so that $\Gamma \subset \Omega(t)$ for all $t \in I$ ). However, restricted to suitable small time intervals (containing $t=0$ ) they obviously are weak solutions if $\omega$ is chosen so that it covers the "holes" (otherwise they will not be weak solutions). Moreover, they can be extended as weak solutions for $t \leqq t_{0}$ by

$$
\begin{equation*}
\Omega(t)=\left\{x \in \mathbf{R}^{N}:|x|^{N}<A\right\} \tag{2.4}
\end{equation*}
$$

Here $\Omega\left(t_{0}\right)$ may be replaced by $\Omega\left(t_{0}\right) \backslash\{0\}$.
It follows that weak solutions are not uniquely determined by $\Omega(0)$ in general. In fact, choose $\Omega=\left\{x \in \mathbf{R}^{N}:|x|^{N}<A\right\}$ and $\omega=\left\{x \in \mathbf{R}^{N}:|x|^{N}<B\right\}$ for some $0<B<A$. Then we have the following sets of weak solutions $\{\Omega(t)\}$ with $\Omega(0)=\Omega$ :
(i) $\Omega(t)$ defined by (2.4) for all $t \in \mathbf{R}$.
(ii) $\Omega(t)$ defined by (2.4) for $t \leqq t_{0}$ and by (1.5) for $t_{0}<t<t_{0}+\varepsilon$, where $t_{0}>0$ and $\varepsilon>0$ are sufficiently small.
(iii) As in (ii) but with $\Omega\left(t_{0}\right)$ replaced by $\Omega\left(t_{0}\right) \backslash\{0\}$.

Although this example is very special (e.g. in the sense that $\Omega(0)^{c}$ is connected) the phenomenon of creation of new holes (in $\Omega(t) \cap \omega$ as $t$ increases) is completely general. See Remark 2.1.

In this section we give a fairly elementary proof of the existence of a weak solution with $\Omega(0)$ prescribed ( $\partial \Omega(0)$ analytic) for $I$ small. We also prove some regularity and uniqueness results.

Lemma 2.1. Any weak solution is monotone in the sense that, for $\tau<t$,

$$
\Omega(\tau)^{i} \subset \Omega(t)^{i}, \quad \Omega(\tau)^{e} \supset \Omega(t)^{e} \quad \text { a.e. }
$$

(the latter means that $\left|\Omega(t)^{e} \backslash \Omega(\tau)^{e}\right|=0$ ). If $\Omega(\tau)^{i} \neq \emptyset$ then actually $\Omega(\tau)^{e} \supset \Omega(t)^{e}$.
Proof. In $\Omega(t) \Delta v \geqq 0$. Thus either $v<t-\tau$ in $\Omega(t)$ or $v \equiv t-\tau$ in $\Omega(t)$. But the latter alternative cannot occur since $v$ is continuous and $v=0$ in $\Omega(t)^{e} \neq \emptyset$. Thus $v<t-\tau$ in $\Omega(t)$ showing that $\Omega(t) \cap \Omega(\tau)^{i}=\emptyset$, hence that $\Omega(\tau)^{i} \subset \Omega(t)^{i}$. Similarly, $\Delta v \leqq 0$ in $\Omega(\tau)$ implies that either $v>0$ in $\Omega(\tau)$ or $v \equiv 0$ in $\Omega(\tau)$. In the first case we have $\Omega(\tau) \cap \Omega(t)^{e}=\emptyset$, i.e. $\Omega(t)^{e} \subset \Omega(\tau)^{e}$.

Since $v$ is continuous the second case can occur only if $\Omega(\tau)^{i}=\emptyset$. Then $v=0$ in $\omega \subset \Omega(\tau)^{i} \cup \Omega(\tau)$ so that $v=0$ on all $\partial \Omega(t)$. Hence $v=0$ in all $\mathbf{R}^{N}$ since $\Delta v \geqq 0$ in $\Omega(t)$. Now (2.1) shows that $|\Omega(t) \Delta \Omega(\tau)|=0$.

Proposition 2.1. Let $\{\Omega(t): t \in I\}$ be a family of bounded domains in $\mathbf{R}^{N}$ such that $\Gamma \subset \Omega(t)$ for all $t \in I$. Then $\{\Omega(t): t \in I\}$ is a weak solution if and only if

$$
\begin{equation*}
\int_{\Omega(t)} \varphi-\int_{\Omega(\tau)} \varphi \geqq(t-\tau) \int_{\Gamma} \frac{\partial \varphi}{\partial n} d s \tag{2.5}
\end{equation*}
$$

for all $\varphi \in S L^{1}(\Omega(t)) \cap-S L^{1}(\Omega(\tau))$ and all $\tau, t \in I$.
Proof. Suppose (2.5) and let

$$
E(x)= \begin{cases}-\frac{1}{2 \pi} \log |x| & \text { if } \quad N=2 \\ \frac{C_{N}}{|x|^{N-2}} & \text { if } \quad N \geqq 3\end{cases}
$$

so that $-\Delta E=\delta$. Set

$$
v(x)=-\int_{\Omega(t)} E(x-y) d y+\int_{\Omega(\tau)} E(x-y) d y
$$

Then clearly $v \in C^{1}\left(\mathbf{R}^{N}\right)$ and $\Delta v=\chi_{\Omega(t)}-\chi_{\Omega(\mathrm{t})}$.
Since $\varphi(y)=-E(x-y)$ is allowed in (2.5) whenever $x \notin \Omega(\tau)$ and

$$
-\int_{\partial \omega} \frac{\partial E(x-y)}{\partial n} d s(y)=\left\{\begin{array}{lll}
1 & \text { if } & x \in \omega \\
0 & \text { if } & x \notin \bar{\omega}
\end{array}\right.
$$

(2.5) shows that $v \geqq t-\tau$ in $\Omega(\tau)^{i}$ and $v \geqq 0$ in $\Omega(\tau)^{e}$. Similarly, $\varphi(y)=E(x-y)$ is allowed in (2.5) whenever $x \notin \Omega(t)$ showing that $v \leqq t-\tau$ in $\Omega(t)^{i}, v \leqq 0$ in $\Omega(t)^{e}$.

In $\Omega(t), \Delta v \geqq 0$. Hence $\max _{\mathbf{R}^{n}} v=\max _{\Omega(t) c} v \leqq t-\tau$ by the maximum principle and the above. Similarly, $\min _{\mathbf{R}^{n}} v=\min _{\Omega(\tau)^{c}} v \geqq 0$. Hence $0 \leqq v \leqq t-\tau$ in $\mathbf{R}^{N}$. Furthermore, we get $v=t-\tau$ in $\Omega(\tau)^{i}$ (since we had $v \supseteqq t-\tau$ in $\Omega(\tau)^{i}$ above) and $v=0$ in $\Omega(t)^{e}$ (similarly). Thus $\{\Omega(t)\}$ is a weak solution.

To prove the converse we shall use an approximation device due to Sakai (see e.g. [18, proof of Lemma 7.3]). Let $\left\{\psi_{n}\right\}_{n=1}^{\infty}$ be a sequence of $C^{\infty}$-functions in $\mathbf{R}^{N}$ such that $0 \leqq \psi_{n} \leqq 1, \psi_{n}=0$ in a neighbourhood of $(\Omega(\tau) \cup \Omega(t))^{c}, \lim _{n \rightarrow \infty} \psi_{n}(x)=1$ for every $x \in \Omega(\tau) \cup \Omega(t)$ and

$$
\begin{equation*}
\left|D^{\alpha} \psi_{n}(x)\right| \leqq \frac{A_{\alpha}}{n \delta(x)^{|\alpha|} \log 1 / \delta(x)} \tag{2.6}
\end{equation*}
$$

for all $x \in \Omega(\tau) \cup \Omega(t)$ and all multi-index $\alpha$. Here $\delta(x)=\operatorname{dist}\left(x,(\Omega(\tau) \cup \Omega(t))^{c}\right)$ and $A_{\alpha}$ are constants. The existence of such a sequence is proved in [10].

Suppose $\{\Omega(t)\}$ is a weak solution. Since the function $v$ in (2.1)-(2.3) is a constant multiple of the Newtonian potential of $\chi_{\Omega(t)}-\chi_{\Omega(t)}$ elementary estimates show that

$$
\nabla v(x)-\nabla v(y)=O\left(|x-y| \log \frac{1}{|x-y|}\right)
$$

for $|x-y|$ small. Thus, since $v \in C^{1}\left(\mathbf{R}^{N}\right)$ and $v=0$ in $\Omega(t)^{e}$

$$
\begin{equation*}
\nabla v(x)=O\left(\delta(x) \log \frac{1}{\delta(x)}\right), \quad v(x)=O\left(\delta(x)^{2} \log \frac{1}{\delta(x)}\right) \tag{2.7}
\end{equation*}
$$

in a neighbourhood of $\partial \Omega(t)^{e}$ and, similarly,

$$
\begin{equation*}
\nabla(v(x)-(t-\tau))=O\left(\delta(x) \log \frac{1}{\delta(x)}\right), \quad v(x)-(t-\tau)=O\left(\delta(x)^{2} \log \frac{1}{\delta(x)}\right) \tag{2.8}
\end{equation*}
$$

in a neighbourhood of $\partial \Omega(\tau)^{i}$.
(2.6)-(2.8) show that

$$
\begin{aligned}
& \lim _{n \rightarrow \infty}\left[\int_{\omega} \varphi \Delta\left(\psi_{n}(v-(t-\tau))\right)+\int_{\omega^{c}} \varphi \Delta\left(\psi_{n} v\right)\right]=\lim _{n \rightarrow \infty}\left[\int_{\omega} \varphi \psi_{n} \Delta(v-(t-\tau))+\int_{\omega^{c}} \varphi \psi_{n} \Delta v\right] \\
&+ \lim _{n \rightarrow \infty}\left[\int_{\omega} \varphi 2 \nabla \psi_{n} \nabla(v-(t-\tau))+\int_{\omega^{c}} \varphi 2 \nabla \psi_{n} \nabla v\right] \\
&+\lim _{n \rightarrow \infty}\left[\int_{\omega} \varphi \Delta \psi_{n}(v-(t-\tau))+\int_{\omega^{c}} \varphi \Delta \psi_{n} v\right] \\
&=\int_{\Omega(\tau) \cap \omega} \varphi \Delta(v-(t-\tau))+\int_{\Omega(t) \backslash \omega} \varphi \Delta v+0+0 \text { for } \varphi \in L^{1}\left(\mathbf{R}^{N}\right) .
\end{aligned}
$$

Thus, for $\varphi \in S L^{1}(\Omega(t)) \cap-S L^{1}(\Omega(\tau))$ and using also Lemma 2.1

$$
\begin{aligned}
\int_{\Omega(t)} \varphi-\int_{\Omega(\tau)} \varphi & =\int_{\Omega(\tau) \cup \Omega(t)} \varphi \Delta v=\int_{\Omega(\tau) \cap \omega} \varphi \Delta(v-(t-\tau))+\int_{\Omega(t) \backslash \omega} \varphi \Delta v \\
= & \lim _{n \rightarrow \infty}\left[\int_{\Omega(\tau) \cap \omega} \varphi \Delta\left(\psi_{n}(v-(t-\tau))\right)+\int_{\Omega(t) \backslash \omega} \varphi \Delta\left(\psi_{n} v\right)\right] \\
= & \lim _{n \rightarrow \infty}\left[\int_{\Omega(\tau) \cap \omega} \psi_{n}(v-(t-\tau)) \Delta \varphi+\int_{\Omega(t) \backslash \omega} \psi_{n} v \Delta \varphi\right] \\
+ & \lim _{n \rightarrow \infty}\left[\int_{\partial \omega} \varphi \frac{\partial}{\partial n}\left(\psi_{n}(v-(t-\tau))\right) d s-\int_{\partial \omega} \varphi \frac{\partial}{\partial n}\left(\psi_{n} v\right) d s\right] \\
& -\lim _{n \rightarrow \infty}\left[\int_{\partial \omega} \psi_{n}(v-(t-\tau)) \frac{\partial \varphi}{\partial n} d s-\int_{\partial \omega} \psi_{n} v \frac{\partial \varphi}{\partial n} d s\right] \\
= & \lim _{n \rightarrow \infty}\left[\int_{\Omega(\tau) \cap \omega} \psi_{n}(v-(t-\tau)) \Delta \varphi+\int_{\Omega(t) \backslash \omega} \psi_{n} v \Delta \varphi\right] \\
& +(t-\tau) \int_{\partial \omega} \frac{\partial \varphi}{\partial n} d s \geqq(t-\tau) \int_{\Gamma} \frac{\partial \varphi}{\partial n} d s
\end{aligned}
$$

completing the proof of the proposition.
Theorem 2.1. Let $\Omega$ be a bounded domain in $\mathbf{R}^{N}$ with $\partial \Omega$ real analytic. Choose a bounded domain $\omega$ with smooth boundary $\Gamma=\partial \omega$ such that $\Gamma \subset \Omega$. Then there exists a weak solution $\{\Omega(t): t \in I\}$ (I some open interval containing the origin) with $\Omega(0)=\Omega$.

Proof. Let $B \subset \mathbf{R}^{N}$ be a large ball so that (in particular) $\Omega \subset \subset B$. We shall work in the Sobolev spaces $H_{0}^{1}(B)$ and $H^{-1}(B) . H_{0}^{1}(B)$ is provided with the inner product

$$
(u, v)=\int_{B} \nabla u \cdot \nabla v
$$

and the corresponding norm $\|u\|=\sqrt{(u, u)} . \quad H^{-1}(B)$ is provided with that inner product and norm (also denoted $(\cdot, \cdot)$ and $\|\cdot\|$ respectively) which make the Laplacian operator $\Delta: H_{0}^{1}(B) \rightarrow H^{-1}(B)$ an isometric isomorphism.

Let $F: H^{-1}(B) \rightarrow H^{-1}(B)$ denote the orthogonal projection onto the closed and convex set $\left\{f \in H^{-1}(B): f \leqq 1\right\}$. As is easily seen (see [9] for details) $F$ can also be described as

$$
\begin{equation*}
F(f)=f+\Delta u \tag{2.9}
\end{equation*}
$$

where $u \in H_{0}^{1}(B)$ is the unique solution of the complementary problem

$$
\left\{\begin{array}{l}
\Delta u+f \leqq 1  \tag{2.10}\\
u \geqq 0, \\
\langle\Delta u+f-1, u\rangle=0 .
\end{array}\right.
$$

Here $\langle\cdot, \cdot\rangle$ denotes the natural pairing between $H^{-1}(B)$ and $H_{0}^{1}(B) .(2.10)$ is equivalent to the variational inequality $u \in K=\left\{v \in H_{0}^{1}(B): f+\Delta v \leqq 1\right\},(u, v-u) \geqq 0$ for all $v \in K$. The latter is the variational formulation of the minimum norm problem $u \in K,\|u\| \leqq\|v\|$ for all $v \in K$.

If, in (2.9), (2.10), $f \in L^{\infty}(B)$ and there exists a domain $D \subset \subset B$ such that $f \geqq 1$ in $D, f=0$ outside $D$ and $\int_{D} f>|D|$ then

$$
\begin{equation*}
F(f)=\chi_{\Omega}, \tag{2.11}
\end{equation*}
$$

where $\Omega=\{x \in B: u(x)>0\}$ ( $u$ is a continuously differentiable function here, since $\left.f \in L^{\infty}\right)$. Moreover, $\Omega$ is connected and, if $B$ is large enough, $\Omega \subset \subset B$. In that case $\Omega$ does not depend upon $B$. See e.g. [9] for the above matters.

Now, with $\Omega$ and $\Gamma$ as in the theorem, choose a neighbourhood $G$ of $\Gamma$ such that $G \subset \subset \Omega$ and choose $w \in C_{0}^{\infty}(B)$ such that $0 \leqq w \leqq 1$ and

$$
w=\left\{\begin{array}{lll}
0 & \text { in } & G^{e} \\
1 & \text { in } & G^{i}
\end{array}\right.
$$

We claim, first of all, that there exists a domain $D, G \subset \subset D \subset \subset \Omega$, with smooth boundary and a function $\varrho \in L^{\infty}(B)$ with

$$
\left\{\begin{array}{lll}
\varrho=0 & \text { in } & B \backslash D,  \tag{2.12}\\
\varrho \geqq 1+\varepsilon \chi_{G} & \text { in } & D
\end{array}\right.
$$

(for some $\varepsilon>0$ ) satisfying

$$
\begin{equation*}
F(\varrho)=\chi_{\Omega} . \tag{2.13}
\end{equation*}
$$

More precisely, it is required that

$$
\begin{equation*}
\Omega=\{x \in B: u(x)>0\} \tag{2.14}
\end{equation*}
$$

where $u$ is the function occurring in the definition of $F$.
Secondly we claim that, for $|t|$ small enough,

$$
\begin{equation*}
F(\varrho+t \Delta w)=\chi_{\Omega(t)}, \tag{2.15}
\end{equation*}
$$

where $\Omega(t)=\left\{x \in B: u_{t}(x)>0\right\}$ are the desired domains.
To prove the first claim we construct $D$ and $\varrho$ and a function $u \in H_{0}^{1}(B)$ satisfying $F(\varrho)=\varrho+\Delta u$ as follows. Set $u=0$ in $B \backslash \Omega$ and continue $u$ into $\Omega$ by solving the (ill-posed) Cauchy problem

$$
\left\{\begin{array}{l}
\Delta u=1 \text { in some neighbourhood, in } \Omega, \text { of } \partial \Omega,  \tag{2.16}\\
u=0, \nabla u=0 \text { on } \partial \Omega .
\end{array}\right.
$$

The analyticity of $\partial \Omega$ guarantees, by the Cauchy-Kovalevskaya theorem, that (2.16) has a solution $u$. Clearly, $u$ will be (strictly) positive in some neighbourhood (in $\Omega$ ) of $\partial \Omega$.

Choose a domain $D$ with analytic boundary and $G \subset \subset D \subset \subset \Omega$ such that $u$ is defined by the above and positive in $\Omega \backslash D$ and constant on $\partial D$. Finally, continue $u$ as a bounded positive function into all of $D$ such that $\Delta u \in L^{\infty}(B), u$ is smooth in $D$ and such that, for some $\varepsilon>0, \Delta u \leqq-\varepsilon \chi_{G}$ in $D$. All this is easily seen to be possible. See [9, proof of Lemma 2] for more details.

Set $\varrho=\chi_{\Omega}-\Delta u$. Then $D$ and $\varrho$ satisfy (2.12) and $u \in H_{0}^{1}(B)$ satisfies $\Delta u+\varrho=\chi_{\Omega}$, $u>0$ in $\Omega$ and $u=0$ in $B \backslash \Omega$, showing (by (2.10), (2.11)) that (2.13), (2.14) hold.

To prove the second claim (2.15) just define $\Omega(t)$ by

$$
\Omega(t)=\left\{x \in B: u_{t}(x)>0\right\}
$$

where $u_{t}$ is the function $u$ occurring in (2.9) for $f=f_{t}=\varrho+t \Delta w$. Then $f=0$ outside $D$ and, for $|t|<\delta:=\varepsilon /\|\Delta w\|_{\infty}, f \geqq 1$ on $D$ and $\int_{D} f>|D|$. Thus it follows from (2.11) that $\Omega(t)$ is a domain satisfying $F(\varrho+t \Delta w)=\chi_{\Omega_{(t)}}$ for $|t|<\delta$. Also, by (2.14) $\Omega(0)=\Omega$.

We now assume that $B$ was chosen so large so that $\Omega(t) \subset \subset B$ for $|t|<\delta$. (It is easy to estimate apriori a sufficient radius for $B$.)

Set, for $\tau<t,|\tau|,|t|<\delta v=v_{\tau, t}=u_{t}-u_{\tau}+(t-\tau) w$. Then $v \in H_{0}^{1}(B)$ and

$$
\chi_{\Omega(t)}-\chi_{\Omega(\tau)}=\varrho+t \Delta w+\Delta u_{t}-\left(\varrho+\tau \Delta w+\Delta u_{\tau}\right)=\Delta v
$$

proving (2.1).
(2.2) follows easily from the maximum/minimum principles, using that $u_{\tau}$, $u_{t} \geqq 0$ and $u_{\tau}=0$ in $B \backslash \Omega(\tau), u_{t}=0$ in $B \backslash \Omega(t)$. Infact, we have $v \leqq t-\tau$ in $B \backslash \Omega(t), v=0$ on $\partial B$ and $\Delta v \geqq 0$ in $\Omega(t)$ showing that $v \leqq t-\tau$ in $B$. Similarly, $v \geqq 0$ in $B$.

In $\Omega(\tau)^{i} u_{\tau}=0$ so that $v \geqq t-\tau$ there. Similarly, $v \leqq 0$ in $\Omega(t)^{e}$. Hence (2.3) follows, using (2.2).

Observe finally that $v=0$ in a neighbourhood of $\partial B$ since $\Omega(t) \subset \subset B$ so that $v$ extends to a function in $C^{1}\left(\mathbf{R}^{N}\right)$ by setting $v=0$ outside $B$. This finishes the proof of the theorem.

Remark 2.1. Theorem 2.1 also applies when $\partial \Omega$ contains certain kinds of singular points, e.g. when some of the (finitely many) components of $\partial \Omega$ consist of just one point (and the other are real analytic curves). Infact, the hypotheses on $\partial \Omega$ are needed only to guarantee the existence of a solution, positive in $\Omega$, of (2.16) and if $y \in \partial \Omega$ is an isolated point in $\partial \Omega$ then, in a neighbourhood of $y$, (2.16) has the solution $u(x)=$ $(1 / 2 N)|x-y|^{2}$. As an example, take $\Omega=\left\{x \in \mathbf{R}^{N}: 0<|x|^{N}<A\right\}$ and $\omega=\left\{x \in \mathbf{R}^{N}:|x|^{N}<B\right\}$ where $0<B<A$. Then Theorem 2.1 will produce the weak solution (iii) in Example 2.1 (with $t_{0}=0$ ). In general, if $y \in \partial \Omega$ is an isolated point in $\partial \Omega$ and $y \in \omega$ then, if $\{\Omega(t)\}$ is a solution produced by Theorem 2.1, $y \in \Omega(t)$ for $t<0$ and $y \in \Omega(t)^{i}$ for $t \geqq 0$. If $y \notin \bar{\omega}$ then $y \in \Omega(t)^{e}$ for $t \leqq 0$ and $y \in \Omega(t)$ for $t>0$ (assuming that $\left.\Omega(t)^{i} \neq 0\right)$.

The above shows that weak solutions are far from being unique (given $\Omega(0)$ ). For given a weak solution $\{\Omega(t): t \in I\}$ we can initiate the creation of a new hole at an arbitrary point $y \in \Omega\left(t_{0}\right) \cap \omega$ for $t=t_{0}>0$ by applying Theorem 2.1 with $\Omega^{\prime}=$ $\Omega\left(t_{0}\right) \backslash\{y\}$ as initial domain. Then we get a weak solution $\left\{\Omega^{\prime}(t)\right\}$ with the property that $\Omega^{\prime}\left(t-t_{0}\right)=\Omega(t)$ for $t<t_{0}$ but not for $t \geqq t_{0}$. Similar statements, with reversed inequalities, hold if $y \in \Omega\left(t_{0}\right) \backslash \bar{\omega}$.

This phenomenon, the possibility of spontaneous creation of new holes in $\Omega(t) \cap \omega$ as $t$ increases (and in $\Omega(t) \backslash \bar{\omega}$ as $t$ decreases) when $\{\Omega(t)\}$ is a weak solution, is an indication of extreme unstability of $\partial \Omega(t)^{i}$ as $t$ increases (and of $\partial \Omega(t)^{e}$ as $t$ decreases). It perhaps also suggests that our notion of weak solution is "too weak".

Remark 2.2. In Theorem $2.1 \Omega(t)$ is obtained as the non-coincidence set for the variational inequality (in complementarity form)

$$
\left\{\begin{array}{l}
\Delta u \leqq 1-\varrho-t \Delta w,  \tag{2.17}\\
u \geqq 0, \\
\langle\Delta u-1+\varrho+t \Delta w, u\rangle=0
\end{array}\right.
$$

( $u=u_{t} \in H_{0}^{1}(B)$ ). It may be interesting to see what (2.17) means when interpreted as an obstacle problem.

Define an obstacle function $\psi \in H_{0}^{1}(B)$ by $\Delta \psi=\varrho-1$ (corresponding to $t=0$ ) and let (for arbitrary $t) \quad v=u+\psi+t w\left(v=v_{t} \in H_{0}^{1}(B)\right)$. Then (2.17) is equivalent to

$$
\left\{\begin{array}{l}
\Delta v \leqq 0  \tag{2.18}\\
v \geqq \psi+t w \\
\langle\Delta v, v-\psi-t w\rangle=0
\end{array}\right.
$$

and $\Omega(t)=\{x \in B: v>\psi+t w\}$. (2.18) is the variational inequality (in complementarity form) of the usual obstacle problem with obstacle function $\psi+t w$ and $\Omega(t)$ is the non-coincidence set for its solution.

In view of our particular forms of $\psi$ and $w$ the picture will be that of Fig. 2 (onedimensional section). The middle hump is raised (lowered) according as $t$ increases (decreases).

Theorem 2.2. The weak solution constructed in Theorem 2.1 has the following additional properties.
(i) $0<v<t-\tau$ in $\Omega(\tau) \cup \Omega(t)(\tau<t)$ unless $v \equiv 0$. In the latter case $\Omega(\tau)^{i}=\emptyset$, $\Omega(t) \subset \Omega(\tau)$ and $|\Omega(\tau) \backslash \Omega(t)|=0$.
(ii) $\partial \Omega(t)$ is real analytic for $|t|$ sufficiently small.


Fig. 2
(iii) $\Omega(t)$ depends continuously on $t$ e.g. in the following senses.

$$
\left\|\chi_{\Omega(t)}-\chi_{\Omega(\tau)}\right\|_{H^{-1}(B)} \leqq C|t-\tau|
$$

if $B$ is any ball containing $\overline{\Omega(t)}$ for all $t \in I$;

$$
\left\|\chi_{\Omega(t)}-\chi_{\Omega(\tau)}\right\|_{L^{p}\left(\mathbf{R}^{\mathbb{N}}\right)} \rightarrow 0 \quad \text { as } \quad t \rightarrow \tau \quad \text { for all } \quad p<\infty .
$$

(iv) $\left|\Omega(t)^{i}\right|>0$ for $|t|$ small enough. In particular $\Omega(t)$ has connectivity at least two (for $|t|$ small).

Proof. (i) For a weak solution in general we have $v<t-\tau$ in $\Omega(t)$ and, unless $v \equiv 0, v>0$ in $\Omega(\tau)$. In fact, by the definition of a weak solution $\Omega(t)$ is connected, $v \leqq t-\tau$ and $\Delta v \geqq 0$ in $\Omega(t)$. Hence either $v \equiv t-\tau$ in $\Omega(t)$ or $v<t-\tau$ in $\Omega(t)$. But the first alternative is impossible since $v$ is continuous and $v=0$ in $\Omega(t)^{e}$. Hence $v<t-\tau$ in $\Omega(t)$. Similarly, $v>0$ in $\Omega(\tau)$ if $v \not \equiv 0$.

If now $v=u_{t}-u_{\tau}+(t-\tau) w$ as in the proof of Theorem 2.1 we also have $v=$ $-u_{\tau}+(t-\tau) w<t-\tau$ in $\Omega(\tau) \backslash \Omega(t)$ since $u_{t}=0$ outside $\Omega(t), u_{\tau}>0$ in $\Omega(\tau)$ and $w \leqq 1$. Thus $v<t-\tau$ in all $\Omega(\tau) \cup \Omega(t)$. Similarly, $v>0$ in $\Omega(t) \backslash \Omega(\tau)$. Hence $v>0$ in all $\Omega(\tau) \cup \Omega(t)$ unless $v \equiv 0$. In the latter case necessarily $\Omega(t) \backslash \Omega(\tau)=\emptyset$ and, since $|\Omega(t)|=|\Omega(\tau)|$ by Proposition 2.1, $|\Omega(\tau) \backslash \Omega(t)|=0$.
(ii) We have $\Omega(t)=\{x \in B: u(x)>0\} \subset \subset B$, where $u \in H_{0}^{1}(B)$ solves

$$
\left\{\begin{array}{l}
\Delta u \leqq f \\
u \geqq 0 \\
\langle\Delta u-f, u\rangle=0
\end{array}\right.
$$

with $f=1-\varrho-t \Delta w$ (and $\varrho+t \Delta w \geqq 1$ in $D,=0$ in $B \backslash D,|t|<\delta$ ). Thus $u>0$ and $\Delta u \leqq 0$ in $D \subset \Omega(t)$. From this and the fact that $\partial D$ is smooth (real analytic) and $f$ is smooth in $D$ it follows that $D \subset \subset \Omega(t)$. Indeed, $u=0, \nabla u=0$ in $B \backslash \Omega(t)$ (the latter because $\left.u \geqq 0, u \in C^{1}(B)\right)$ so at a point $x \in \partial \Omega(t) \cap \partial D$ we would have a contradiction to the Hopf maximum principle (applied to $-u$ in $D$ ). Hence $D \subset \subset \Omega(t) \subset \subset B$ for $|t|<\delta$.

In particular, $f=1$ in a neighbourhood of $\partial \Omega(t)$ Also, by the $W^{2, \infty}$-regularity of solutions of variational inequalities [22], [23], [7] $u \in C^{1,1}$ in a neighbourhood of $\partial \Omega(t)$. Finally, recall that $\partial \Omega(0)$ is smooth (real analytic).

Now a stability result of Caffarelli [2, Corollary 6] (see also [7, Ch 2 § 10]) can be applied to show that $\partial \Omega(t)$ is smooth (e.g. $C^{1}$ ) for $|t|$ sufficiently small and then also the analyticity of $\partial \Omega(t)$ follows (since $f$ is real analytic in a neighbourhood of $\partial \Omega(t)$ ) as in [12] or [7, Ch 2 § 1].
(iii) The first estimate follows from (2.15) and the fact that $F$ is an orthogonal projection in $H^{-1}(B):\left\|\chi_{\Omega(t)}-\chi_{\Omega(\tau)}\right\| \leqq \| \varrho+t \Delta w-\left(\varrho+\tau \Delta w\|=|t-\tau|\| \Delta w \|_{H^{-1}(B)}\right.$. The second assertion follows from [17, Thm 2].
(iv) It follows from (iii), choosing the $L^{1}$-norm, that $\left|\Omega(t)^{i}\right|$ depends continuously on $t$. Since $\left|\Omega(0)^{i}\right|>0$ the conclusion follows.

Remark 2.3. Probably the solution constructed in Theorem 2.1 is actually a classical solution for $|t|$ small enough. One reason for believing that is the fact that, under certain assumptions, obstacle problems with smooth data in a neighbourhood of the data of a known solution for which the boundary of the coincidence set is a smooth hypersurface can be solved also by means of the Nash-Moser implicit function theo-rem. See [19]. This kind of method gives additional information on the smoothness of the solution and applied to our variational inequality (e.g. (2.17)) it should show that $\{\Omega(t)\}$ actually is a classical solution for $|t|$ small.

It is obvious from the definitions that a classical solution always is a weak solution when restricted to a sufficiently small interval and with $\omega$ chosen in the obvious way. However, weak solutions (with $\Omega(0)$ prescribed) are not unique (Remark 2.1) and it is not immediately clear that, if a classical solution (with $\Omega(0)$ prescribed) exists, the weak solution constructed in Theorem 2.1 really coincides with this classical solution. The next theorem shows at least that if the weak solution constructed in Theorem 2.1 turns out to be doubly-connected (which is very plausible for $|t|$ small,
by Remark 2.3) then it is the only possible classical solution. The theorem is related to [18, Cor. 4.8].

Theorem 2.3. Let $\left\{\Omega^{\prime}(t): t \in I\right\}$ be a classical solution and let $\{\Omega(t): t \in I\}$ be a weak solution with $\Omega(0)=\Omega^{\prime}(0)$ and constructed as in the proof of Theorem 2.1 with $\omega \supset \Omega^{\prime}(0)^{i}$. Then, for each particular $t \in I$ small enough, either $\Omega^{\prime}(t)=\Omega(t)$ or $\partial \Omega^{\prime}(t) \subset \Omega(t)$. In particular, $\Omega^{\prime}(t)=\Omega(t)$ if $\Omega(t)$ is doubly-connected (in such a way that $\Omega(t)^{i}$ and $\Omega(t)^{e}$ are both connected $)$.

Proof. Let $B, D, \varrho, w$ and $u_{t}$ be as in the construction of $\{\Omega(t)\}$ in the proof of Theorem 2.1. Thus

$$
\begin{gather*}
F(\varrho+t \Delta w)=\varrho+t \Delta w+\Delta u_{t}=\chi_{\Omega(t)}  \tag{2.19}\\
u_{t}=0 \text { in } \Omega(t) \\
u_{t}=0 \text { in } B \backslash \Omega(t) .
\end{gather*}
$$

We first consider the case that $t>0$ and assume that $|t|$ is so small so that $D \subset \subset$ $\Omega^{\prime}(t) \subset \subset B$. From Proposition 1.1 we obtain $v=v_{0, t} \in C^{1}\left(\mathbf{R}^{N}\right)$ such that

$$
\begin{gathered}
\chi_{\Omega^{\prime}(t)}-\chi_{\Omega^{\prime}(0)}=\Delta v, \\
0 \leqq v \leqq t \\
v=0 \text { in } \Omega^{\prime}(t)^{e}, \\
v=t \text { in } \Omega^{\prime}(0)^{i}
\end{gathered}
$$

Set $u_{t}^{\prime}=v+u_{0}-t w$. Then, by (2.19) for $t=0$ and $\Omega^{\prime}(0)=\Omega(0)$,

$$
\begin{equation*}
\Delta u_{t}^{\prime}=\chi_{\Omega^{\prime}(t)}-\varrho-t \Delta w . \tag{2.20}
\end{equation*}
$$

Further, since $u_{0}=0$ outside $\Omega(0)=\Omega^{\prime}(0), \Omega^{\prime}(t)^{e} \subset \Omega^{\prime}(0)^{e}$ and $v-t w=0$ in $\Omega^{\prime}(0)^{i} \cup$ $\Omega^{\prime}(t)^{e}$

$$
u_{t}^{\prime}=0 \quad \text { in } \quad \Omega^{\prime}(0)^{i} \cup \Omega^{\prime}(t)^{e}
$$

Even more, we get

$$
\begin{equation*}
u_{t}^{\prime}=0 \quad \text { in } \quad \Omega^{\prime}(t)^{c}=\Omega^{\prime}(t)^{i} \cup \Omega^{\prime}(t)^{e} \tag{2.21}
\end{equation*}
$$

since $\Omega^{\prime}(t)^{i}$ is the closure of its interior which is a (connected) domain containing $\Omega^{\prime}(0)^{i}$ (which has nonempty interior) and, by (2.20), $\Delta u_{t}^{\prime}=0$ in $\operatorname{int}\left(\Omega^{\prime}(t)^{i}\right)$.

Now consider $\varphi=u_{t}^{\prime}-u_{t}=v-t w-u_{t}+u_{0}$ in $\Omega^{\prime}(t)$. Since, by (2.19), (2.20), $\Delta \varphi=\chi_{\Omega^{\prime}(t)}-\chi_{\Omega(t)}$

$$
\Delta \varphi \geqq 0 \quad \text { in } \quad \Omega^{\prime}(t)
$$

On $\partial \Omega^{\prime}(t) u_{t}^{\prime}=0$ and $\nabla u_{t}^{\prime}=0$ by (2.21) and using that $u_{t}^{\prime} \in C^{1}$ and that $\Omega^{\prime}(t)^{c}$ is the closure of its interior. Since $u_{t}>0$ in $\Omega(t)$ and $u_{t}=0, \nabla u_{t}=0$ in $\Omega(t)^{c}$ (the last
assertion depends on $u_{t} \geqq 0, u_{t} \in C^{1}$ ), we obtain

$$
\begin{gathered}
\varphi<0 \quad \text { on } \partial \Omega^{\prime}(t) \cap \Omega(t), \\
\left\{\begin{array}{r}
\varphi=0 \\
\nabla \varphi=0
\end{array} \text { on } \partial \Omega^{\prime}(t) \backslash \Omega(t) .\right.
\end{gathered}
$$

Suppose now that $\partial \Omega^{\prime}(t) \backslash \Omega(t)$ is non-empty. Then it follows from the Hopf maximum principle that $\varphi \equiv 0$ in $\Omega^{\prime}(t)$. (The fact the $\varphi$ is not necessarily of class $C^{2}$ in $\Omega^{\prime}(t)$ as required in the maximum principle can easily be handled by considering, instead of $\varphi$, the harmonic function $\psi$ in $\Omega^{\prime}(t)$ with $\psi=\varphi$ on $\partial \Omega^{\prime}(t)$; then $\psi \geqq \varphi$ and hence $\partial \psi / \partial n \leqq \partial \varphi / \partial n$ at any point of $\partial \Omega^{\prime}(t) \backslash \Omega(t)$.)

Thus $\partial \Omega^{\prime}(t) \cap \Omega(t)=\emptyset$, i.e. $\partial \Omega^{\prime}(t) \subset \Omega(t)^{c}$, i.e., since $\Omega(t)$ is connected and $\Omega^{\prime}(t) \cap \Omega(t) \supset D \neq \emptyset, \Omega(t) \subset \Omega^{\prime}(t)$. Finally, $\Omega(t)=\Omega^{\prime}(t)$ since $\partial \Omega(t)$ is smooth (Theorem 2.2) and $|\Omega(t)|=\left|\Omega^{\prime}(t)\right|$ (choose $\varphi= \pm 1$ and $\tau=0$ in Propositions 1.1 and 2.1).

To prove the final claim suppose that $\partial \Omega^{\prime}(t) \subset \Omega(t)$. Then $\Omega(t)^{i} \subset \Omega^{\prime}(t)^{i}$ by the connectedness of $\Omega(t)^{i}$ and the fact that $\Omega(t)^{i} \cap \Omega^{\prime}(t)^{i} \supset \Omega(0)^{i} \neq \emptyset$. Similarly, $\Omega(t)^{e} \subset \Omega^{\prime}(t)^{e}$. It follows that $\Omega^{\prime}(t) \subset \subset \Omega(t)$ which contradicts $\left|\Omega^{\prime}(t)\right|=\left|\Omega^{\prime}(0)\right|=$ $|\Omega(t)|$.

The case $t<0$ is handled similarly. In the final part one can use the continuity of $\left|\Omega(t)^{i}\right|$ ((iii) of Theorem 2.2) to infer that $\Omega(t)^{i} \cap \Omega^{\prime}(t)^{i} \neq \emptyset$ (the argument for $t>0$ does not work for $t<0$ ).

## 3. Generalizations

Theorem 2.1 generalizes without troubles to domains $\Omega$ of arbitrary finite connectivity as follows.

Theorem 3.1. Let $\Omega \subset \mathbf{R}^{N}$ be a bounded domain of finite connectivity $m+1$ ( $m \geqq 1$ ) and with real analytic boundary. Let $\omega_{1}, \ldots, \omega_{m}$ be bounded domains in $\mathbf{R}^{N}$ with smooth boundaries $\Gamma_{i}=\partial \omega_{i}$ such that $\left\{\bar{\omega}_{i}\right\}$ are pairwise disjoint, $\Gamma_{i} \subset \Omega$ and $\omega_{i}$ contains the $i$ : th bounded component of $\Omega^{c}$ for each $i=1, \ldots, m$. Then there is a neighbourhood $I$ of the origin in $\mathbf{R}^{N}$ and a family $\left\{\Omega(t): t=\left(t_{1}, \ldots, t_{m}\right) \in I\right\}$ of perturbations of $\Omega$ satisfying $\Gamma_{i} \subset \Omega(t)$ for all $i$ and $t, \Omega(0)=\Omega$ and

$$
\int_{\Omega(t)} \varphi-\int_{\Omega(\tau)} \varphi=\sum_{i=1}^{N}\left(t_{i}-\tau_{i}\right) \int_{\Gamma_{i}} \frac{\partial \varphi}{\partial n} d s
$$

for every $\varphi$ harmonic and integrable in $\Omega(\tau) \cup \Omega(t)\left(t=\left(t_{1}, \ldots, t_{m}\right), \tau=\left(\tau_{1}, \ldots, \tau_{m}\right)\right)$. In particular

$$
\int_{\Omega(\tau)} \varphi=\int_{\Omega(t)} \varphi
$$

if $\varphi$ is a component of a harmonic vector field or, in the case $N=2, \varphi$ is an analytic function (defined and integrable in $\Omega(\tau) \cup \Omega(t)$ ).

Remark 3.1. This theorem is related to some matters in [18, §5]. See also [8, § 7].
Proof. Choose small (and disjoint) neighbourhoods $G_{j}$ of $\Gamma_{j}$ and functions $w_{j} \in C_{0}^{\infty}\left(\mathbf{R}^{N}\right)$ satisfying $w_{j}=0$ and 1 in $G_{j}^{\varrho} \backslash \omega_{j}$ and $G_{j}^{c} \cap \omega_{j}$ respectively $(j=1, \ldots, m)$. Construct a domain $D$ and $\varrho \in L^{\infty}(B)$ as in the proof of Theorem 2.1, now with $G=G_{1} \cup \ldots \cup G_{m}$. Thus $F(\varrho)=\chi_{\Omega}$. Now the desired domains $\Omega(t)=$ $\Omega\left(t_{1}, \ldots, t_{m}\right)$ are obtained as

$$
F\left(\varrho+\sum_{j=1}^{N} t_{j} \Delta w_{j}\right)=\chi_{\Omega(t)}, \quad \Omega(t)=\left\{x \in B: u_{t}(x)>0\right\}
$$

for $|t|$ small enough and $B$ large enough. ( $u_{t}$ is the function $u$ in (2.9), (2.10) for $f=$ $\varrho+\sum t_{j} \Delta w_{j}$.) Then, for (say) $\varphi \in H_{0}^{1}(B)$ harmonic in $\Omega(\tau) \cup \Omega(t)$

$$
\begin{gathered}
\int_{\Omega(t)} \varphi-\int_{\Omega(\tau)} \varphi=\left\langle\chi_{\Omega(t)}-\chi_{\Omega(\tau)}, \varphi\right\rangle \\
=\left\langle\varrho+\Sigma t_{j} \Delta w_{j}+\Delta u_{t}-\left(\varrho+\Sigma \tau_{j} \Delta w_{j}+\Delta u_{\tau}\right), \varphi\right\rangle \\
=\left\langle u_{t}, \Delta \varphi\right\rangle-\left\langle u_{\tau}, \Delta \varphi\right\rangle+\Sigma\left(t_{j}-\tau_{j}\right)\left\langle\Delta w_{j}, \varphi\right\rangle=\Sigma\left(t_{j}-\tau_{j}\right) \int_{\Gamma_{j}} \frac{\partial \varphi}{\partial n} d s
\end{gathered}
$$

For general $\varphi \in H L^{1}(\Omega(\tau) \cup \Omega(t))$ one has to use an approximation argument as in the proof of Proposition 2.1.

Another generalization is that, in the classical formulation (1.2) of the problem, we may allow the velocities of the two components of $\partial \Omega(t)$ to be proportional to $-\partial u_{\Omega(t)} / \partial n$ with different constants of proportionality on the two components. More generally, we may replace (1.2) by

$$
\frac{d}{d t} \int_{\Omega(t)} \varphi=-\int_{\partial \Omega(t)} \varphi \alpha \frac{\partial u_{\Omega(t)}}{\partial n} d s
$$

where $\alpha=\alpha(x)$ is a given smooth function in $\mathbf{R}^{N}$ satisfying $0<c_{1} \leqq \alpha \leqq c_{2}<\infty$. (1.4) then takes the form

$$
\frac{d}{d t} \chi_{\Omega(t)}=\alpha \Delta u_{\Omega(t)}
$$

This generalization may be of significance e.g. in the electro-chemical interpretation of the problem since the material transported between the anode and the cathode may contribute differently to the volume change at the two electrodes. Also, part of the material may be transported away by the electrolyte.

For the Hele Shaw model the above generalization means that the distance between the two surfaces may be nonconstant (proportional to $1 / \alpha$ ).

Our method of constructing weak solutions applies to this more general problem. In the definition of a weak solution (2.1) is changed to $\chi_{\Omega(t)}-\chi_{\Omega(\tau)}=\alpha \Delta v$, in the construction of weak solutions as in the proof of Theorem 2.1 the operator $F: H^{-1}(B) \rightarrow$ $H^{-1}(B)$ now will the orthogonal projection onto $\left\{f \in H^{1}(B): f \leqq 1 / \alpha\right\}$ and the Cauchy problem to be solved initially will be $\Delta u=1 / \alpha$ in some neighbourhood in $\Omega(0)$ of $\partial \Omega(0)$,

$$
\left\{\begin{array}{r}
u=0  \tag{3.1}\\
\nabla u=0
\end{array} \quad \text { on } \quad \partial \Omega(0) .\right.
$$

The solvability of (3.1) (with $u>0$ in $\Omega(0)$ ) is a hypothesis on $\partial \Omega(0)$ which is necessary e.g. for a classical solution to exist. If $\alpha$ is real analytic in a neighbourhood of $\partial \Omega(0)$ this hypothesis reduces to that $\partial \Omega(0)$ shall be real analytic, as in Corollary 1.2 and Theorem 2.1.

As a final generalization, the concept of a weak solution also makes sense e.g. for time intervals of the kind

$$
I=[0, \delta)=\{t \in \mathbf{R}: 0 \leqq t<\delta\} \quad(\delta \geqq 0) \quad \text { or } \quad I=(-\delta, 0]
$$

and we then have the following result.
Theorem 3.2. Let $\Omega$ be as in Theorem 2.1 except that we require only $\partial \Omega^{i}$ to be real analytic; about $\partial \Omega^{e}$ we make no regularity assumptions at all. Then there exists a weak solution $\{\Omega(t): t \in I\}$ on some interval $I=[0, \delta)$ satisfying $\Omega(0)=\Omega$. Similarly for intervals $I=(-\delta, 0]$ if instead $\partial \Omega^{e}$ is real analytic.

Proof (outline): If $\partial \Omega^{i}$ is real analytic choose a domain $E$ with $\omega \subset \subset E \subset \Omega \cup \Omega^{i}$ and with $\partial E$ real analytic. Then $\Omega \cap E$ satisfies the hypotheses of Theorem 2.1. Choose $\varrho$ and $w$ as in the proof of Theorem 2.1 but now with $\Omega \cap E$ as initial domain. Thus $F(\varrho)=\chi_{\Omega \cap E}$. Define $\Omega(t)$ by

$$
\begin{equation*}
\Omega(t)=E \cup\left\{x \in B: u_{t}(x)>0\right\} \tag{3.2}
\end{equation*}
$$

where $u_{t}$ is the function $u$ in (2.9) for $f=\varrho+\chi_{\Omega \backslash E}+t \Delta w$. The term $E$ in (3.2) is needed only when $t=0$. Compare [9, Prop. 1 (h)]. Then $F\left(\varrho+\chi_{\Omega \backslash E}+t \Delta w\right)=\chi_{\Omega(t)}$ for $0 \leqq$ $t<\delta, \quad \delta>0$ sufficiently small, and it is straightforward to check that $\{\Omega(t): t \in[0, \delta)\}$ is the required weak solution. Similarly for $I=(-\delta, 0]$ if $\partial \Omega^{e}$ is real analytic.

## References

1. Caffarelli, L. A., Compactness methods in free boundary problems, Comm. Partial Differ. Equations 5 (1980), 427-448.
2. Caffarelli, L. A., A remark on the Hausdorff measure of a free boundary, and the convergence of coincidence sets, Boll. Un. Math. Ital. A (5) 18 (1981), 109-113.
3. Deny, J., Systèmes totaux de fonctions harmoniques, Ann. Inst. Fourier 1 (1949), 103-113.
4. Elliott, C. M., On a variational inequality formulation of an electrochemical machining moving boundary problem and its approximation by the finite element method, J. Inst. Math. Appl. 25 (1980), 121-131.
5. Elliott, C. M. and Ockendon, J. R., Weak and variational methods for moving boundary problems, Pitman, London 1982.
6. Fitz-Gerald, J. M. and McGeough, J. A., Mathematical theory of electrochemical machining, 1. Anodic smoothing, J. Inst. Math. Appl. 5 (1969), 387-408.
7. Friedman, A., Variational principles and free-boundary problems, Wiley, New York 1982.
8. Gustarsson, B., Quadrature identities and the Schottky double, Acta Appl. Math. 1 (1983), 209-240.
9. GUSTAFSSON, B., Existence of weak backward solutions to a generalized Hele Shaw flow moving boundary problem, Nonlinear Anal., Theory Methods Appl. 9(1985), 203-215.
10. Hedberg, L. I., Approximation in the mean by solutions of elliptic equations, Duke Math. J. 40 (1973), 9-16.
11. Keldys, M. V., On the stability of the Dirichlet problem, Uspehi Mat. Nauk 8 (1941), 171—231 (in Russian), translated in Am. Math. Soc. Translations (2) 51 (1966), 1-73.
12. Kinderlehrer, D. and Nirenberg, L., Regularity in free boundary problems, Ann. Scuola Norm. Sup. Pisa Cl. Sci (4) 4 (1977), 373-391.
13. Lamb, H., Hydrodynamics, Cambridge Univ. Press, London 1932.
14. Landkoff, N. S., Foundations of modern potential theory, Springer-Verlag, New York, 1972.
15. Mossino, J., Inégalités isoperimétriques en électrolyse, C. R. Acad. Sci. Paris, Sér. I, 301 (1985), 869-871.
16. Richardson, S., Hele Shaw flows with a free boundary produced by the injection of fluid into a narrow channel, J. Fluid Mech. 56 (1972), 609-618.
17. Rodrigues, J.-F., Further remarks on the stability of the obstacle problem, Pre-publ. 6/84 C. M. A. F., Lisboa (1984).
18. SakaI, M., Quadrature domains, Lecture Notes Math. 934, Springer-Verlag, New York, 1982.
19. Schaeffer, D. G., A stability theorem for the obstacle problem, Adv. Math. 16 (1975), 34-47.
20. Warner, F. W., Foundation of differentiable manifolds and Lie groups, Scott, Foresman and Company, Glenview, 1971.
21. Widman, K. O., Inequalities for the Green function and boundary continuity of the gradient of solutions of elliptic differential equations, Math. Scand. 21 (1967), 17-37.
22. Brezis, H. and Kinderlehrer, D., The smoothness of solutions to nonlinear variational inequalities, Indiana Univ. Math. J. 23 (1974), 831-844.
23. Frehse, I., On the regularity of the solution of a second order variational inequality, Boll. Un. Mat. Ital. 6 (1972), 312-315.

Received Jan. 7, 1986
Department of Mathematics Royal Institute of Technology S-10044 Stockholm Sweden

