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#### Abstract

In this paper we prove several results for the scattering phase (spectral shift function) related with perturbations of the electromagnetic field for the Dirac operator in the Euclidean space.

Many accurate results are now available for perturbations of the Schrödinger operator, in the high energy regime or in the semi-classical regime. Here we extend these results to the Dirac operator. There are several technical problems to overcome because the Dirac operator is a system, its symbol is a $4 \times 4$ matrix, and its continuous spectrum has positive and negative values. We show that we can separate positive and negative energies to prove high energy asymptotic expansion and we construct a semi-classical Foldy-Wouthuysen transformation in the semi-classical case. We also prove an asymptotic expansion for the scattering phase when the speed of light tends to infinity (non-relativistic limit).


## 1. Introduction

We are interested here in the study of the spectral properties of the Dirac operator on $L^{2}\left(\mathbf{R}^{3} ; \mathbf{C}^{4}\right)$,

$$
H=c \sum_{j=1}^{3} \alpha_{j}\left(\hbar D_{j}-A_{j}(x)\right)+\beta c^{2}+V(x), \quad D_{j}:=-i \partial_{x_{j}}
$$

where $\left\{\alpha_{j}\right\}_{j=1}^{3}$ and $\beta$ are the $4 \times 4$-matrices of Dirac satisfying the anti-commutation relations

$$
\alpha_{j} \alpha_{k}+\alpha_{k} \alpha_{j}=2 \delta_{j k} 1_{4}, \quad 1 \leq j, k \leq 4,
$$

( $\alpha_{4}=\beta, 1_{4}$ is the $4 \times 4$ identity matrix). The vector $A=\left(A_{1}, A_{2}, A_{3}\right)$ is the magnetic vector potential and $V=\left(\begin{array}{cc}V_{+} 1_{2} & 0 \\ 0 & V_{-1} 1_{2}\end{array}\right)$, where $V_{ \pm}$is a scalar potential $\left(1_{2}\right.$ is the
identity matrix on $\mathbf{C}^{2}$ ). The physical constants $\hbar$ (Planck's constant) and $c$ (velocity of light) are parameters.

We assume that the potentials are $C^{\infty}$ and there exists $\delta>0$ such that

$$
\left|\partial_{x}^{\alpha} A(x)\right|+\left|\partial_{x}^{\alpha} V(x)\right|=O\left(\langle x\rangle^{-\delta-|\alpha|}\right) \quad \text { for all } \alpha \in \mathbf{N}^{3},
$$

where $\langle x\rangle:=\left(1+|x|^{2}\right)^{1 / 2}$. The operator $H$ is a perturbation of the free Dirac operator,

$$
H_{0}=c \sum_{j=1}^{3} \alpha_{j} \hbar D_{j}+c^{2} \beta .
$$

The spectrum of $H_{0}$ is purely absolutely continuous,

$$
\left.\left.\sigma\left(H_{0}\right)=\sigma_{c}\left(H_{0}\right)=\sigma_{\mathrm{ac}}\left(H_{0}\right)=\right]-\infty,-c^{2}\right] \cup\left[c^{2},+\infty[,\right.
$$

and, for $\delta>1$ (short range perturbation), we have the following properties [24], [26]:
(i) the wave-operators for ( $H, H_{0}$ ) exist and are complete;
(ii) the essential spectrum of $H$ is equal to $\left.]-\infty,-c^{2}\right] \cup\left[c^{2},+\infty[\right.$;
(iii) $H$ has no singular spectrum;
(iv) the discrete spectrum of $H$ is contained in $]-c^{2}, c^{2}[$.

According to (i), the scattering operator, $S$, is defined and unitary. In the spectral representation of $H_{0}$, the operator $S$ becomes an operator-valued function, $S(\lambda)$, on $L^{2}\left(S^{2} ; \mathbf{C}^{4}\right)\left(S^{2}\right.$ is the unit sphere in $\left.\mathbf{R}^{3}\right)$. Moreover, $S(\lambda)$ is unitary and, for $\delta>3, S(\lambda)$-Id is a trace class operator on $L^{2}\left(S^{2} ; \mathbf{C}^{4}\right)$. So, it makes sense to introduce the scattering phase $s(\lambda)$ by the formula

$$
\begin{equation*}
s(\lambda)=s_{\left(H, H_{0}\right)}(\lambda)=\frac{i}{2 \pi} \log \operatorname{det}(S(\lambda)), \quad s(0) \in[0,1) . \tag{1}
\end{equation*}
$$

According to the Birman-Krein theory [2], $s(\lambda)$ satisfies the Krein formula

$$
\begin{equation*}
\operatorname{Tr}\left(f(H)-f\left(H_{0}\right)\right)=\int_{\mathbf{R}} s(\lambda) f^{\prime}(\lambda) d \lambda \quad \text { for all } f \in \mathcal{S}(\mathbf{R}) \tag{2}
\end{equation*}
$$

By the assumption $\left(H_{\delta}\right)$ with $\delta>3$, we have that $s \in C^{\infty}(]-\infty,-c^{2}[\cup] c^{2},+\infty[)$. This can be proved, as for the Schrödinger operator (see Corollary 5.8 of [20]) by using the stationary representation of $S(\lambda)$ given by E. Balslev and B. Helffer [1].

In this paper, we study three kinds of asymptotics for the scattering phase. First of all, the high energy limit, $|\lambda| \rightarrow \infty$ ( $c$ and $\hbar$ being fixed), then the semiclassical limit, $\hbar \searrow 0$ ( $c$ is fixed and $\lambda$ is in a non-trapping compact interval), and at last the non-relativistic limit, $c \rightarrow+\infty$ ( $\hbar$ and $\lambda$ being fixed).

The non-relativistic limit (studied in Section 5) was announced in [5] and proved in the thesis of the first author [4]. Our proof is closely connected with the energy regularity and inspired by [12]. Here we show that the order of regularity (with respect to $c^{-1}$ ) is independent of the decrease of the potentials (we need only decrease as $\langle x\rangle^{-\delta}, \delta>3$ ).

To discuss the high energy regime (in Section 3) and semi-classical regime (in Section 4), we use the close connection between the Dirac operator and Schrödinger type operators in two ways.

For $|\lambda| \rightarrow \infty$, we split positive and negative energies (see formula (7) below), then some known results about local spectral densities for Schrödinger operator [21] give a full asymptotic expansion of $s(\lambda)$ (and their derivatives). In this way, we have a new proof of the Weyl formula established in [7].

For $\hbar \searrow 0$, we exploit the $h$-decoupling property of the Dirac operator (Proposition 4.2) based on a Foldy-Wouthuysen transformation. Then, we can adapt some classical methods to establish semi-classical estimates of the resolvent and to have short and long time approximations of the propagator. At last, we can prove a semi-classical asymptotic expansion of the derivative $s^{\prime}(\lambda)$ for $\lambda$ in a non-trapping energy band.

## 2. Main results

Theorem 2.1. (High energy asymptotics for $\hbar=1, c=1$.) Let us assume ( $H_{\delta}$ ), with $\delta>3$. Then we have the asymptotic expansions
(a)

$$
\frac{d s}{d \lambda}(\lambda) \asymp(2 \pi)^{-3} \sum_{j \geq 1} \gamma_{j} \lambda^{2-j}, \quad \lambda \rightarrow \pm \infty
$$

with $\gamma_{1}=8 \pi \int_{\mathbf{R}^{3}}\left(V_{+}+V_{-}\right)(x) d x$ and

$$
\gamma_{2}=4 \pi \int_{\mathbf{R}^{3}}\left(\left(\frac{V_{+}-V_{-}}{2}\right)^{2}+\left(V_{+}-V_{-}\right)-2\left(\frac{V_{+}+V_{-}}{2}\right)^{2}\right)(x) d x
$$

(b) if $V=0$, then

$$
\frac{d s}{d \lambda}(\lambda) \asymp(2 \pi)^{-3} \lambda^{-2} \sum_{j \geq 0} \beta_{j} \lambda^{-2 j}, \quad \lambda \rightarrow \pm \infty
$$

with $\beta_{0}=\frac{8}{3} \pi \int_{\mathbf{R}^{3}} B(x)^{2} d x$ where $B=\operatorname{curl} A$ is the magnetic field.

Furthermore, these asymptotics can be differentiated at any order with respect to $\lambda$.

We consider now the case $|\lambda|>1$ fixed and $h \searrow 0(h=\hbar)$. To formulate the next result we consider the two eigenvalues $\lambda_{ \pm}$(of multiplicity 2) of the $h$-principalsymbol of $H$ which are defined as $\lambda_{ \pm}(x, \xi)= \pm\langle\xi-A(x)\rangle+V(x)$ (here, we put $V_{+}=$ $\left.V_{-}=V\right)$.

Classically, we shall say that an energy band $J \subset \mathbf{R}$ is non-trapping for a classical Hamiltonian $\lambda_{ \pm}(x, \xi)$ if for every $\mu \in J$, every classical path in

$$
\Sigma_{\mu}\left(\lambda_{ \pm}\right):=\left\{(x, \xi) \in \mathbf{R}^{2 n} ; \lambda_{ \pm}(x, \xi)=\mu\right\}
$$

escapes to infinity as time goes to plus or minus infinity (see Definition 4.5 for a more precise definition).

Remark 2.2. The value $\lambda \in]-\infty,-1[\cup] 1,+\infty\left[\right.$ is non-trapping for $\lambda_{+}(x, \xi)$ and $\lambda_{-}(x, \xi)$ in only two cases:
(1) $\lambda>\nu_{+}$is non-trapping for $\lambda_{+}(x, \xi)$;
(2) $\lambda<\nu_{-}$is non-trapping for $\lambda_{-}(x, \xi)$; where $\nu_{+}=\max (1, \sup V-1)$ and $\nu_{-}=\min (-1, \inf V+1)$.

Indeed, $\lambda \in \mathbf{R}$ being non-trapping for $\lambda_{+}(x, \xi)$ implies that $\lambda \geq 1$ or $\{\lambda<1$ and $\left.\Sigma_{\lambda}\left(\lambda_{+}\right)=\emptyset\right\}$ (that is $\lambda<1$ and $\lambda<\inf V+1$ ) because for $\mu<1, \Sigma_{\mu}\left(\lambda_{+}\right)$is compact or empty. In the same way, $\lambda \in \mathbf{R}$ being non-trapping for $\lambda_{-}(x, \xi)$ imply $\lambda \leq-1$ or $\left\{\lambda>-1\right.$ and $\left.\Sigma_{\lambda}\left(\lambda_{-}\right)=\emptyset\right\}$ (that is $\lambda>-1$ and $\lambda>\sup V-1$ ) because for $\mu>-1$, $\Sigma_{\mu}\left(\lambda_{-}\right)$is compact or empty.

Theorem 2.3. (Semi-classical asymptotic for $c=1$.) Let us assume ( $H_{\delta}$ ), with $\delta>3$. If $J$ is a compact interval in $]-\infty,-1[\cup] 1,+\infty[$ that is non-trapping for $\lambda_{+}(x, \xi)$ and $\lambda_{-}(x, \xi)$, then, for $h$ small enough, we have the asymptotic expansion of $(d / d \lambda) s_{h}(\lambda):=(d / d \lambda) s_{H, H_{1}}(\lambda)$,

$$
\frac{d s_{h}}{d \lambda}(\lambda) \asymp(2 \pi)^{-3} \sum_{j \geq 0} c_{j}(\lambda) h^{-3+j}, \quad \text { as } h \searrow 0 \text { uniformly for } \lambda \in J,
$$

where for $\pm \lambda>1$, we have

$$
c_{0}(\lambda)= \pm \frac{8 \pi}{3} \frac{d}{d \lambda} \int_{\mathbf{R}^{3}}\left(\left((\lambda-V(x))^{2}-1\right)_{+}^{3 / 2}-\left(\lambda^{2}-1\right)^{3 / 2}\right) d x
$$

( $x_{+}=\max (x, 0)$ for $\left.x \in \mathbf{R}\right)$.

Furthermore, this expansion can be differentiated in $\lambda$ to any order.
Remark 2.4. If $[a, b] \subset]-\infty,-1[\cup] 1,+\infty[$ is a compact interval such that $a$ and $b$ are non-trapping energies for $\lambda_{ \pm}$then Theorem 2.3 gives an asymptotic expansion for $s_{h}(b)-s_{h}(a)$, by integrating in $\lambda$ and using weak asymptotics given by the functional calculus (see Section 4, the proof of Theorem 2.3).

The above theorems hold for fixed $c=1$. Now, we consider the non-relativistic approximation, so $c$ is a variable parameter.

Let us denote by $H_{ \pm}^{\prime}\left(\right.$ resp. $\left.H_{0, \pm}^{\prime}\right)$ the operators $H \mp c^{2}$ (resp. $H_{0} \mp c^{2}$ ) and by ( $h_{ \pm}, h_{0}$ ), the Pauli operators

$$
\begin{equation*}
h_{ \pm}=\frac{1}{2}(\sigma \cdot(D-A))^{2}+V_{ \pm} 1_{2}, \quad h_{0}=\frac{1}{2}(\sigma \cdot D)^{2} 1_{2} \tag{3}
\end{equation*}
$$

where $\left\{\sigma_{j}\right\}_{1 \leq j \leq 3}$ are the Pauli $2 \times 2$ matrices.
Owing to $\left(H_{\delta}\right)$, the scattering phase, $s_{A, V_{ \pm}}^{\infty}(\lambda)$, for the pair ( $h_{ \pm}, h_{0}$ ), is well defined as a smooth function on $] 0,+\infty\left[\right.$ (see [20], [22]). Let $s^{ \pm}(\lambda)$ be the scattering phase for the pair $\left(H_{ \pm}^{\prime}, H_{0, \pm}^{\prime}\right)$. We have $s^{ \pm}(\lambda)=s_{\left(H, H_{0}\right)}\left(\lambda \pm c^{2}\right)$, and we will show the following theorem.

Theorem 2.5. (Non-relativistic limit for $\hbar=1$.$) Assuming \left(H_{\delta}\right)$, with $\delta>3$, we have the following results.
(i) The limit $\lim _{c \rightarrow+\infty} \frac{d}{d \lambda} s^{ \pm}(\lambda)= \pm \frac{d}{d \lambda} s_{A, V_{ \pm}}^{\infty}( \pm \lambda)$ for all $\pm \lambda>0$.
(ii) There exists a neighbourhood $\mathcal{V}_{0}$ of $c^{-1}=0$, such that $s^{ \pm}(\lambda)$ is of class $C^{\infty}$ with respect to $\left.\left(c^{-1}, \pm \lambda\right) \in \mathcal{V}_{0} \times\right] 0,+\infty[$.

In particular, there exists a sequence $\left\{f_{j}^{ \pm}\right\}_{j \geq 1}$ of functions in $C^{\infty}(10,+\infty[)$ such that, for all integers $l$ and $N$ we have

$$
\frac{d^{l}}{d \lambda^{l}} s^{ \pm}(\lambda)= \pm \frac{d^{l}}{d \lambda^{l}} s_{A, V_{ \pm}}^{\infty}( \pm \lambda)+\sum_{j=1}^{N} c^{-j} \frac{d^{l}}{d \lambda^{l}} f_{j}^{ \pm}( \pm \lambda)+O\left(c^{-(N+1)}\right)
$$

locally uniformly with respect to $\lambda \in] 0,+\infty[$, as $c \rightarrow+\infty$.
(iii) If $V=0$, then

$$
s^{ \pm}(\lambda)= \pm s_{A, 0}^{\infty}\left( \pm \lambda+\frac{\lambda^{2}}{2 c^{2}}\right) \quad \text { for } \pm \lambda>0
$$

## 3. High energies

In this section, we fix $c=\hbar=1$. First of all, we limit our work to the study of the positive energies. The negative case will be deduced from the following proposition.

Proposition 3.1. Suppose $\left(H_{\delta}\right)$ with $\delta>3$. Let $s_{(A, V)}(\lambda)$ be the scattering phase associated with the Dirac operators

$$
H(e, A, V)=\alpha \cdot(D-e A(x))+\beta+e V(x), \quad H_{0}=\alpha \cdot D+\beta
$$

(e denotes the charge).
We have the symmetry property

$$
s_{(A, V)}(\lambda)=-s_{(-A,-\bar{V})}(-\lambda),
$$

where $\bar{V}=\left(\begin{array}{cc}V_{-} 1_{2} & 0 \\ 0 & V_{+} 1_{2}\end{array}\right)$.
In particular, if $\gamma_{j}^{ \pm}(A, V)$ are the coefficients of $\lambda^{2-j}$ in the asymptotic expansion of $(d / d \lambda) s_{(A, V)}(\lambda)$ as $\lambda \rightarrow \pm \infty$, we have

$$
\gamma_{j}^{-}(A, V)=-\gamma_{j}^{+}(-A,-\bar{V})
$$

Proof. Let $C$ be the charge conjugation operator defined by (see Section 1.4.6 of [24])

$$
C \psi=i \beta \alpha_{2} \bar{\psi}
$$

This is a unitary operator on $L^{2}\left(\mathbf{R}^{3}, \mathbf{R}^{4}\right)$ satisfying

$$
C H(e, A, V) C^{-1}=-H(-e, A, \bar{V})=-H(e,-A,-\bar{V})
$$

Then we obtain the symmetry property by using the Krein formula (2) and the cyclicity of traces.

Now, we study the positive energies.
Formally, $s(\lambda)$ is related to the difference between the spectral projectors of $H$ and $H_{0}$. As in [20], we first prove that $s(\lambda)$ can be computed by using only the spectral projector of $H$. Let us introduce

$$
Q:=H^{2}-H_{0}^{2}, \quad \mathcal{A}:=\frac{1}{2}(x \cdot D+D \cdot x)
$$

The differential operator $Q$ is of order 1. Its coefficients are matrices, decreasing as fast as $A$ and $V\left(\right.$ see $\left.\left(H_{\delta}\right)\right)$.

Proposition 3.2. Suppose $\left(H_{\delta}\right)$ with $\delta>3$. Let $f \in C_{0}^{\infty}(]-\infty,-1[\cup] 1,+\infty[)$. We have

$$
\int_{\mathbf{R}} s(\lambda) f^{\prime}(\lambda) d \lambda=\operatorname{Tr}\left(\left(Q-\frac{1}{2} i[Q, \mathcal{A}]\right)\left(H^{2}-1\right)^{-1} f(H)\right)
$$

Proof. By using the relations

$$
2\left(H_{0}^{2}-I\right)=i\left[H_{0}^{2}, \mathcal{A}\right] \quad \text { and } \quad 2\left(H^{2}-I\right)=i\left[H^{2}, \mathcal{A}\right]+(2 Q-i[Q, \mathcal{A}])
$$

and the cyclicity property of traces (see Appendix A of [20]), we obtain

$$
\operatorname{Tr}\left(f(H)-f\left(H_{0}\right)\right)=\operatorname{Tr}\left(\left(Q-\frac{1}{2} i[Q, \mathcal{A}]\right)\left(H^{2}-1\right)^{-1} f(H)\right)
$$

The Krein formula (2) gives the result.
Remark 3.3. Of course the operator $\left(H^{2}-1\right)^{-1}$ is not well defined, however for $f \in C_{0}^{\infty}(\mathbf{R} \backslash\{-1,1\})$, we can define $\left(H^{2}-1\right)^{-1} f(H)$ as the operator $\varphi(H)$ where $\varphi \in C_{0}^{\infty}(\mathbf{R})$ satisfies

$$
\varphi(\lambda)= \begin{cases}\left(\lambda^{2}-1\right)^{-1} f(\lambda) & \text { for }|\lambda| \neq 1 \\ 0 & \text { for }|\lambda|=1\end{cases}
$$

To prove Theorem 2.1, we are going to apply a result of D. Robert [21] (Theorem 4.4) concerning asymptotic expansions of local spectral densities, for perturbations of the Laplacian. We will connect $(d s / d \lambda)(\lambda)$ with local spectral densities of $\left(H^{2}-\mathrm{Id}\right)$.

Let us recall the general result we shall use here. Let $w$ be a classical symbol in the symbol class $S_{m}\left(\langle x\rangle^{-\delta},\langle\xi\rangle^{\mu}\right)$ defined by

$$
\left\{s \in C^{\infty}\left(\mathbf{R}^{2 n}, \mathcal{M}_{m}(\mathbf{C})\right):\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} s(x, \xi)\right|=O\left(\langle x\rangle^{-\delta-|\alpha|}\langle\xi\rangle^{\mu-|\beta|}\right)\right\}
$$

where $\mathcal{M}_{m}(\mathbf{C})$ is the set of $m \times m$ matrices.
Let $L$ the Hamiltonian on $L^{2}\left(\mathbf{R}^{n}, \mathbf{C}^{m}\right)$ defined on $C_{0}^{\infty}$ by

$$
L=-\Delta 1_{m}+a(x) \cdot D+D \cdot a(x)+V(x),
$$

where for example $a(x) . D=-i \sum_{j=1}^{n} a_{j}(x) \partial_{x_{j}}$. We assume that $a(x) \in C^{\infty}\left(\mathbf{R}^{n}, \mathbf{R}^{m}\right)$ and $V(x)$ is a Hermitian matrix, $C^{\infty}$ on $\mathbf{R}^{n}$ satisfying $\left(H_{\delta}\right)$ with $\delta>n$. Then, for $f \in C_{0}^{\infty}(\mathbf{R}), w\left(x, D_{x}\right) \cdot f(L)$ is of trace class and we can define the local spectral density of $L$.

Definition 3.4. The distribution $\sigma_{w}: f \mapsto \operatorname{Tr}\left(w\left(x, D_{x}\right) . f(L)\right)$ is the local spectral density of $L$, associated with $w$.

Because the principal symbol of $L$ is scalar, we can easily adapt the proof of Theorem 4.4 in [21], for matrix operators, and we obtain the following theorem.

Theorem 3.5. (D. Robert [21]) Under the above assumptions, $\sigma_{w}$ is $C^{\infty}$ in $] 0,+\infty[$ and we have the full asymptotics

$$
\sigma_{w}(\lambda) \asymp \lambda^{(n+\mu) / 2-1}\left(\sum_{j \geq 0} c_{w, j} \lambda^{-j / 2}\right), \quad \lambda \rightarrow+\infty
$$

Furthermore, these asymptotics can be differentiated at any order with respect to $\lambda$.
Let us remark that this result also holds for $\Delta_{g}$, the symmetric LaplaceBeltrami operator associated with an asymptotically flat metric $g$ which is nontrapping.

Let us introduce

$$
W:=\frac{1}{2}\left(Q-\frac{1}{2} i[Q, \mathcal{A}]\right) \quad \text { and } \quad W^{\prime}=W H
$$

As $Q:=H^{2}-H_{0}^{2}$ and $\mathcal{A}$ are first order differential operators, $W$ is a first order differential operator, and $W^{\prime}$ is a second order differential operator. Moreover, under the assumption $\left(H_{\delta}\right), Q=q\left(x, D_{x}\right)$ with $q \in S_{4}\left(\langle x\rangle^{-\delta},\langle\xi\rangle\right)$. Then, $W=w\left(x, D_{x}\right)$ and $W^{\prime}=w^{\prime}\left(x, D_{x}\right)$ with

$$
w \in S_{4}\left(\langle x\rangle^{-\delta},\langle\xi\rangle\right), \quad w^{\prime} \in S_{4}\left(\langle x\rangle^{-\delta},\langle\xi\rangle^{2}\right) .
$$

The operator $H^{2}$ is not exactly of $L$ 's type ( $\beta^{2}=$ Id occur),

$$
H^{2}=\Delta 1_{4}+(\alpha \cdot D V+V \alpha \cdot D)-(D \cdot A+A \cdot D)-\Sigma \cdot B+(\beta+V-\alpha \cdot A)^{2},
$$

where $B=\operatorname{curl} A$ and $\Sigma_{j}=\left(\begin{array}{cc}\sigma_{j} & 0 \\ 0 & \sigma_{j}\end{array}\right),\left(\sigma_{j}\right)_{1 \leq j \leq 3}$ being the $2 \times 2$ Pauli matrices.
However, $H^{2}-\mathrm{Id}$ is of $L$ 's type under the hypothesis $\left(H_{\delta}\right)$ with $\delta>3$ and the local spectral densities $\sigma_{W}$ and $\sigma_{W^{\prime}}$, associated respectively with $W$ and $W^{\prime}$, are well defined on ] $1,+\infty[$ by

$$
\begin{align*}
& \sigma_{W}: f \in C_{0}^{\infty}\left(11,+\infty[) \longmapsto \operatorname{Tr}\left(W f\left(H^{2}\right)\right)=\operatorname{Tr}\left(W \tilde{f}\left(H^{2}-\mathrm{Id}\right)\right),\right.  \tag{4}\\
& \sigma_{W^{\prime}}: f \in C_{0}^{\infty}(] 1,+\infty[) \longmapsto \operatorname{Tr}\left(W^{\prime} f\left(H^{2}\right)\right), \tag{5}
\end{align*}
$$

where $\tilde{f}(\lambda)=f(\lambda+1)$.
Here $\left(H^{2}-I d\right)$ is a perturbation of the Laplace operator, thus Theorem 3.5 holds for $\sigma_{W}$ and $\sigma_{W^{\prime}}$. Hence the existence of the asymptotic expansion claimed in Theorem 2.1 will be deduced from the following proposition.

Proposition 3.6. Let us assume $\left(H_{\delta}\right)$ with $\delta>3$. Then the scattering phase $s(\lambda)$ for $\left(H, H_{0}\right)$ and the local spectral densities $\sigma_{W}, \sigma_{W^{\prime}}$ are well defined. In the distribution sense, on $] 1,+\infty[$, we have the decomposition

$$
\begin{equation*}
-\frac{d s}{d \lambda}(\lambda)=\frac{2 \lambda}{\lambda^{2}-1} \sigma_{W}\left(\lambda^{2}\right)+\frac{2}{\lambda^{2}-1} \sigma_{W^{\prime}}\left(\lambda^{2}\right) . \tag{6}
\end{equation*}
$$

Proof. On $] 1,+\infty\left[\right.$, the distributions $\sigma_{W} /(\lambda-1)$ and $\sigma_{W^{\prime}} /(\sqrt{\lambda}(\lambda-1))$ are respectively the mappings

$$
\begin{aligned}
& f \in C_{0}^{\infty}(] 1,+\infty[) \longmapsto \operatorname{Tr}\left(W\left(H^{2}-1\right)^{-1} f\left(H^{2}\right)\right) \\
& f \in C_{0}^{\infty}(] 1,+\infty[) \longmapsto \operatorname{Tr}\left(W^{\prime}\left(H^{2}-1\right)^{-1}|H|^{-1} f\left(H^{2}\right)\right)
\end{aligned}
$$

Then, owing to Proposition 3.2, we want to prove that

$$
\begin{aligned}
\operatorname{Tr}\left(2 W\left(H^{2}-1\right)^{-1} f(H)\right)= & \operatorname{Tr}\left(W\left(H^{2}-1\right)^{-1} f\left(\sqrt{H^{2}}\right)\right) \\
& +\operatorname{Tr}\left(W^{\prime}\left(H^{2}-1\right)^{-1}|H|^{-1} f\left(\sqrt{H^{2}}\right)\right)
\end{aligned}
$$

for all $f \in C_{0}^{\infty}(] 1,+\infty[)$.
However, this is a consequence of the following equality, true for all $f$ equal to zero on $]-\infty, 0$ (and for any self-adjoint operator),

$$
\begin{equation*}
f(H)=\frac{1}{2} f(|H|)+\frac{1}{2} H|H|^{-1} f(|H|) \tag{7}
\end{equation*}
$$

Hence, we deduce equation (6).
Remark 3.7. Of course, as for $\left(H^{2}-1\right)^{-1}$ (see Remark 3.3), $|H|^{-1}$ is not well defined, but for $f \in C_{0}^{\infty}(\mathbf{R} \backslash 0)$, we can define $|H|^{-1} f(|H|)$.

Proof of Theorem 2.1. As we saw above, the existence of the asymptotic expansion follows from the equation (6) and from Theorem 3.5 applied to $\sigma_{W}$ and $\sigma_{W^{\prime}}$. This gives an asymptotic of the form

$$
\frac{d s}{d \lambda}(\lambda) \asymp(2 \pi)^{-3} \sum_{j \geq 0} \gamma_{j}^{+} \lambda^{2-j}, \quad \lambda \rightarrow+\infty
$$

According to Proposition 3.1, we also have an asymptotic as $\lambda \rightarrow-\infty$ with coefficients $\gamma_{j}^{-}$.

At last, the coefficients are given by the weak asymptotic in [4], [7]. This uses the functional calculus for $h$-admissible pseudo-differential operators, developed by B. Helffer and D. Robert [14], [19], which is based on the construction of a
parametrix (Seeley's method). In particular, we have $\gamma_{0}^{ \pm}=0$ because $H^{2}$ and $H_{0}^{2}$ have the same principal symbols. Moreover, by using meromorphic extensions of the zeta relative function for $\left(H^{2}, H_{0}^{2}\right)$ and of the eta relative function for $\left(H, H_{0}\right)$ (see [4], [6]) we prove that $\gamma_{j}^{-}=\gamma_{j}^{+}$.

The case $V=0$ is studied in [7], using some supersymmetry properties of $H$ with only a magnetic potential, we prove (Corollary 6.3 of [7])

$$
\begin{equation*}
s(\lambda)= \pm s_{\infty}\left(\frac{1}{2}\left(\lambda^{2}-1\right)\right), \quad \pm \lambda>1 \tag{8}
\end{equation*}
$$

where $s_{\infty}$ is the scattering phase for the Pauli operators defined by (3), with $V_{+}=$ 0 . As the asymptotic expansion of $s_{\infty}$ is known [20], we deduce the asymptotic expansion of $s$, for $V=0$.

Remark 3.8. In this proof, we only use that $\left(H^{2}-I\right)$ is a perturbation of the Laplacian and the result of D. Robert [21], true in any dimension. Hence, in the same way, we can obtain a high energy asymptotic of the scattering phase for Dirac operators in $\mathbf{R}^{n}$, for any $n$.

Moreover, $s^{\prime}(\lambda)$ is studied as a particular spectral density of $H$ (see Proposition 3.2). More generally, we can also prove a high energy asymptotic expansion for local spectral densities of Dirac operators.

Remark 3.9. Keeping $c$ (the velocity of light), the formula (8) becomes, for $\lambda>c^{2}$,

$$
s(\lambda)=s_{\infty}\left(\frac{\lambda^{2}-c^{4}}{2 c^{2}}\right)
$$

Then, $s_{c}$ the scattering phase associated with $\left(H-c^{2}, H_{0}-c^{2}\right)$ satisfies, for $\lambda>0$,

$$
\begin{equation*}
s_{c}(\lambda)=s_{\infty}\left(\lambda+\frac{\lambda^{2}}{2 c^{2}}\right) \tag{9}
\end{equation*}
$$

which is (iii) of Theorem 2.5 .

## 4. Semi-classical limit

In this section we fix $c=1$ and we study the asymptotic of the scattering phase as $h=\hbar$ tends to 0 . To prove Theorem 2.3 (in Subsection 4.3), our main tool is $h$-decoupling (developed in Subsection 4.1).

To simplify, we consider only the case $V_{+}=V_{-}=V$, hence the $h$-principal symbol of $H$ has two eigenvalues of multiplicity two,

$$
\lambda_{ \pm}(x, \xi)= \pm\langle\xi-A(x)\rangle+V(x) .
$$

Remark 4.1. For $V_{+} \neq V_{-}$the $h$-principal symbol of $H$ also has two eigenvalues of multiplicity two, viz. $\lambda_{ \pm}(x, \xi)= \pm\left((1+\bar{v}(x))^{2}+|\xi-A(x)|^{2}\right)^{1 / 2}+v(x)$, with $v=\frac{1}{2}\left(V_{+}+V_{-}\right)$and $\bar{v}=\frac{1}{2}\left(V_{+}-V_{-}\right)$. But in this case, when $(1+\bar{v}(x))$ and $(\xi-A(x))$ vanish together, $\lambda_{ \pm}$is not differentiable.

## 4.1. $h$-decoupling of the Dirac operator

The goal of this section is to prove the following proposition. We will use $h$-pseudo-differential calculus. To a symbol $a$ and a real $h>0$, is associated the operator $O p_{h}^{\omega}(a)$ defined for $u \in \mathcal{S}(\mathbf{R})$ by

$$
\left(O p_{h}^{\omega}(a) u\right)(x)=(2 \pi)^{-n} \int_{\mathbf{R}^{n}} \int_{\mathbf{R}^{n}} e^{i(x-y, \xi)} a\left(\frac{1}{2}(x+y), h \xi\right) u(y) d y d \xi
$$

Let us recall that an operator $A(h)$ is called $h$-admissible of weight $(q, p)$ if there exists sequences $\left(a_{j}\right)$ of symbols and $R_{N}(h)$ of bounded operators (on $L^{2}$ ) such that

$$
A(h)=\sum_{j=0}^{N} h^{j} O p_{h}^{\omega}\left(a_{j}\right)+h^{N+1} R_{N}(h)
$$

with $R_{N}(h)$ uniformly bounded for $\left.\left.h \in\right] 0, h_{0}\right], h_{0}>0$, and $a_{j} \in S\left(\langle x\rangle^{p},\langle\xi\rangle^{q}\right)$, where

$$
S\left(\langle x\rangle^{p},\langle\xi\rangle^{q}\right):=\left\{s \in C^{\infty}\left(\mathbf{R}^{2 n}\right):\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} s(x, \xi)\right|=O\left(\langle x\rangle^{p-|\alpha|}\langle\xi\rangle^{q-|\beta|}\right)\right\}
$$

(see the book [19] or [14] for more details).
Proposition 4.2. Let $H_{A, V}$ be the Dirac operator

$$
H_{A, V}=\alpha \cdot(h D-A(x))+\beta+V(x) 1_{4},
$$

with $A$ and $V$ satisfying $\left(H_{\delta}\right)$.
For all $N \geq 0$, there exists a unitary $h$-admissible pseudo-differential operator $W_{N}(h)$ such that

$$
W_{N}^{*} H_{A, V} W_{N}=\left(\begin{array}{cc}
a_{+, N}(h) & 0 \\
0 & a_{-, N}(h)
\end{array}\right)+h^{N+1} R_{N+1}(h),
$$

where $a_{ \pm, N}(h)$ is an $h_{\text {-admissible pseudo-differential operator, of principal sym- }}$ bol $\lambda_{ \pm}(x, \xi) 1_{2}$, and $R_{N+1}(h)$ is an $h$-admissible pseudo-differential operator of order $-(N+1)$.

In particular, for $N=0$ we can choose $a_{ \pm, 0}(h)=\lambda_{ \pm}(x, h D) 1_{2}$.
( $W_{N}^{*}$ denotes the adjoint operator of the closed operator $W_{N}$.)
Let us mention that a similar result is stated by R. Brummelhuis and J. Nourrigat [3] to study the scattering amplitude. This kind of decoupling is also used by A. Grigis and A. Mohamed (see Lemma 3.4 of [11]) to study the Dirac operator with periodic potentials.

To establish this proposition, we use the following lemma proved in [15] for bounded operators following a method due to M. Taylor.

Lemma 4.3. Let $M_{k}(h)$ be a matrix h-admissible pseudo-differential operator,

$$
M_{k}(h)=\left(\begin{array}{cc}
a_{+}(h) & h^{k} b^{*}(h) \\
h^{k} b(h) & a_{-}(h)
\end{array}\right), \quad k \geq 1
$$

where $a_{ \pm}(h)$ and $b(h)$ are $m \times m$ matrices of $h$-admissible pseudo-differential operators satisfying
(i) $a_{ \pm}(h)$ is of weight $(1,0)$ and $b(h)$ is of weight $(q, 0), q \leq 1$;
(ii) the principal symbols of $a_{ \pm}(h)$ are of scalar type, i.e. there exists $\lambda_{ \pm}(x, \xi) \in$ $\mathbf{R}$ such that $\sigma_{p}\left(a_{ \pm}(h)\right)=\lambda_{ \pm}(x, \xi) 1_{m} ;$
(iii) there exists $c>0$ and $C>0$ such that for all $(x, \xi) \in \mathbf{R}^{2 n}$ we have

$$
C\langle\xi\rangle \geq \lambda_{+}(x, \xi)-\lambda_{-}(x, \xi) \geq c\langle\xi\rangle
$$

(This implies, in particular, that for $h$ sufficiently small, the operator $a_{+}(h)-a_{-}(h)$ has an inverse of weight $(-1,0)$ ).

Then, there exists a unitary, $h$-admissible pseudo-differential operator $W(h)$ satisfying

$$
W(h)^{*} M_{k}(h) W(h)=\left(\begin{array}{cc}
a_{+, 1}(h) & h^{k+1} b_{1}^{*}(h) \\
h^{k+1} b_{1}(h) & a_{-, 1}(h)
\end{array}\right)
$$

where $a_{ \pm, 1}(h)$ is an $h$-admissible pseudo-differential operator of principal symbol $\lambda_{ \pm}(x, \xi) 1_{m}$ and $b_{1}(h)$ is an $h$-admissible pseudo-differential operator of weight ( $q-$ $1,0)$.

Proof of Proposition 4.2. The proof is performed by induction on $N$, beginning at $N=0$. The Dirac operator without electric potential, $H_{A, 0}$, is a particular case of supersymmetric Dirac operators (see Chapter 5 of [24]). For $W_{0}$, we will take the Foldy-Wouthuysen transformation (Section 5.6 of [24]). More precisely, let

$$
\begin{equation*}
u\left(H_{0}(\xi)\right):=\left[2\left|H_{0}\right|\left(1+\left|H_{0}\right|\right)\right]^{-1 / 2}\left(H_{0} \beta+\left|H_{0}\right|\right)(\xi) \tag{10}
\end{equation*}
$$

the unitary transformation which brings $H_{0}(\xi)=\alpha \cdot \xi+\beta$ to the diagonal form

$$
\beta\left|H_{0}(\xi)\right|=\beta\langle\xi\rangle=\left(\begin{array}{cc}
\langle\xi\rangle 1_{2} & 0 \\
0 & -\langle\xi\rangle 1_{2}
\end{array}\right) .
$$

Let $W_{0}(h)=u\left(H_{A, 0}\right)$. This is an $h$-admissible pseudo-differential operator (see functional calculus in $[14],[19])$ and from the definition of $u$ we get that $W_{0}(h)$ is unitary and satisfies

$$
W_{0}(h)^{*} H_{A, 0} W_{0}(h)=\beta\left|H_{A, 0}\right|
$$

where $\left|H_{A, 0}\right|=\left(H_{A, 0}^{2}\right)^{1 / 2}=1_{2} \otimes\left((\sigma .(h D-A))^{2}+1_{2}\right)^{1 / 2}$.
Using functional calculus and $(\sigma \cdot(h D-A))^{2}=(h D-A)^{2} 1_{2}-h \sigma \cdot B(B=\operatorname{curl} A)$, it follows that there exists an $h$-admissible pseudo-differential operator $r_{0}(h)$, such that

$$
W_{0}(h)^{*} H_{A, 0} W_{0}(h)=\left(\begin{array}{cc}
\langle h D-A\rangle 1_{2}+h r_{0}(h) & 0 \\
0 & -\langle h D-A\rangle 1_{2}-h r_{0}(h)
\end{array}\right)
$$

For $V \neq 0$ we consequently get that $W_{0}(h)^{*} H_{A, V} W_{0}(h)$ is equal to

$$
\left(\begin{array}{cc}
(\langle h D-A\rangle+V) 1_{2}+h r_{0}(h) & 0 \\
0 & (-\langle h D-A\rangle+V) 1_{2}-h r_{0}(h)
\end{array}\right)+h R_{1}(h)
$$

where $R_{1}(h)=h^{-1}\left(W_{0}(h)^{*} V W_{0}(h)-V 1_{4}\right)$ is an $h$-admissible pseudo-differential operator of order -1 (we use that $V$ is a scalar potential). Thus, we get the proposition for $N=0$.

We can now start with the induction argument. Let $N \geq 0$ and let us assume the existence of a unitary, $h$-admissible pseudo-differential operator $W_{N}(h)$ satisfying

$$
W_{N}(h)^{*} H_{A, V} W_{N}(h)=\left(\begin{array}{cc}
a_{+, N}(h) & h^{N+1} b_{N}^{*}(h) \\
h^{N+1} b_{N}(h) & a_{-, N}(h)
\end{array}\right)
$$

where $a_{ \pm, N}(h)$ is an $h$-admissible pseudo-differential operator of principal symbol $\lambda_{ \pm}(x, \xi) 1_{2}$ and $b_{N}(h)$ is an $h$-admissible pseudo-differential operator of order $-(N+1)$. Observing that the principal symbol of $a_{+, N}(h)-a_{-, N}(h)$ is $2\langle\xi-A(x)\rangle 1_{2}$, we can apply Lemma 4.3. Then, there exists a unitary, $h$-admissible pseudo-differential operator $W(h)$ satisfying

$$
W(h)^{*}\left(\begin{array}{cc}
a_{+, N}(h) & h^{N+1} b_{N}^{*}(h) \\
h^{N+1} b_{N}(h) & a_{-, N}(h)
\end{array}\right) W(h)=\left(\begin{array}{cc}
a_{+, N+1}(h) & h^{N+2} b_{N+1}^{*}(h) \\
h^{N+2} b_{N+1}(h) & a_{-, N+1}(h)
\end{array}\right)
$$

where $a_{ \pm, N+1}(h)$ is an $h$-admissible pseudo-differential operator of principal symbol $\lambda_{ \pm}(x, \xi) 1_{2}$ and $b_{N+1}(h)$ is an $h$-admissible pseudo-differential operator of order $-(N+2)$. The $(N+1)$ th property is satisfied with the unitary operator

$$
W_{N+1}(h)=W_{N}(h) W(h)
$$

Thus Proposition 4.2 is proved.
Proof of Lemma 4.3. This lemma is proved in [15, Corollary 3.1.2] for bounded operators following a method due to M. Taylor. Here, the principal symbol is not bounded, but it is diagonal.

We get from (iii) that $a_{+}(h)-a_{-}(h)$ is invertible, hence we can define

$$
J=\left(a_{+}-a_{-}\right)^{-1}
$$

which has the principal symbol $\sigma_{p}(J)=\left(\lambda_{+}-\lambda_{-}\right)^{-1} 1_{m}$ of weight $(-1,0)$.
Let $\widetilde{W}(h)$ be the operator

$$
\widetilde{W}(h)=\left(\begin{array}{cc}
\mathrm{Id} & -h^{k} b^{*} J(h) \\
h^{k} b J(h) & \mathrm{Id}
\end{array}\right)
$$

We have

$$
\widetilde{W}^{*}(h) \widetilde{W}(h)=\left(\begin{array}{cc}
1_{m} & h^{k+1} r_{1}^{*}(h) \\
h^{k+1} r_{1}(h) & 1_{m}
\end{array}\right)+O\left(h^{2 k}\right)
$$

where $r_{1}(h)=h^{-1}[b, J]$ is an $h$-admissible pseudo-differential operator of weight ( $q-$ 2,0 ) and

$$
\widetilde{W}^{*}(h) M_{k}(h) \widetilde{W}(h)=\left(\begin{array}{cc}
a_{+}(h) & h^{k+1} \tilde{b}^{*}(h)  \tag{11}\\
h^{k+1} \widetilde{b}(h) & a_{-}(h)
\end{array}\right)+h^{k+1} R_{k+1}(h)
$$

where

$$
\tilde{b}(h)=h^{-1}\left(-J b a_{+}+b+a_{-} b J\right),
$$

and $R_{k+1}(h)$ is an $h$-admissible pseudo-differential operator of weight ( $q-1,0$ ). Using (ii) (i.e. that the principal symbol of $a_{ \pm}$commutes with all matrices), we obtain that $\tilde{b}(h)$ is an $h$-admissible pseudo-differential operator of weight $(q-1,0)$.

At last, to have a unitary transformation, we put, for sufficiently small $h$,

$$
W(h)=\widetilde{W}(h)\left(\widetilde{W}^{*}(h) \widetilde{W}(h)\right)^{-1 / 2}
$$

which also satisfies the relation (11) because $h^{-k-1}(W(h)-\widetilde{W}(h))$ is an $h$-admissible pseudo-differential operator of weight ( $q-2,0$ ).

Corollary 4.4. Let $H$ be the Dirac operator with $A$ and $V$ satisfying $\left(H_{\delta}\right)$ with $\delta>0$.

For all $N \geq 0$, there exists a unitary $h$-admissible pseudo-differential operator $W_{N}(h)$ such that
(i) for all $t \in \mathbf{R}$,

$$
W_{N}^{*} e^{i t h^{-l} H(h)} W_{N}=\left(\begin{array}{cc}
e^{i t h^{-l} a_{+, N}(h)} & 0 \\
0 & e^{i t h^{-l} a_{-, N}(h)}
\end{array}\right)+O\left(|t| h^{N+1-l}\right), \quad l \in \mathbf{N},
$$

uniformly with respect to $\left.(t, h) \in \mathbf{R} \times] 0, h_{0}\right]$;
(ii) for $f \in \mathcal{S}(\mathbf{R})$,

$$
W_{N}^{*} f(H) W_{N}=\left(\begin{array}{cc}
f\left(a_{+, N}(h)\right) & 0 \\
0 & f\left(a_{-, N}(h)\right)
\end{array}\right)+O\left(h^{N+1}\left\|\hat{f}^{\prime}\right\|_{L^{1}(\mathbf{R})}\right)
$$

where $a_{ \pm, N}(h)$ is an $h$-admissible pseudo-differential operator, of principal symbol $\lambda_{ \pm}(x, \xi) 1_{2}$.

Proof. According to Proposition 4.2, there is a unitary $h$-admissible pseudodifferential operator $W_{N}$ such that, $W_{N}^{*} e^{i t h^{-l} H(h)} W_{N}=e^{i t h^{-l} \widetilde{H}(h)}$ with

$$
\widetilde{H}=W_{N}^{*} H W_{N}=\left(\begin{array}{cc}
a_{+, N} & 0 \\
0 & a_{-, N}
\end{array}\right)+h^{N+1} R_{N+1}
$$

where $R_{N+1}(h)$ is uniformly bounded for $\left.\left.h \in\right] 0, h_{0}\right], h_{0}>0$.
Then, (i) is a consequence of the Duhamel formula

$$
e^{i t h^{-l} \widetilde{H}(h)}=e^{i t h^{-l} D_{N}(h)}+i h^{N+1-l} \int_{0}^{t} e^{i s h^{-l} \widetilde{H}(h)} R_{N+1}(h) e^{i(t-s) h^{-l} D_{N}(h)} d s
$$

where $D_{N}(h)=\left(\begin{array}{cc}a_{+, N}(h) & 0 \\ 0 & a_{-, N}(h)\end{array}\right)$.
Part (ii) is a direct consequence of (i) (for $l=0$ ) using the Fourier transform

$$
f(H)=\frac{1}{2 \pi} \int_{\mathbf{R}} e^{i t H} \hat{f}(t) d t
$$

### 4.2. Semi-classical estimates

We are interested here in quantum propagation estimates controlled in the semiclassical parameter. For that, we introduce an assumption on the corresponding classical systems. For a classical Hamiltonian $\lambda(x, \xi)$ defined in the phase space $\mathbf{R}^{2 n}$, let us consider the flow defined by the Hamiltonian vector field $\left(\partial_{\xi} \lambda,-\partial_{x} \lambda\right)$,

$$
\Phi_{\lambda}^{t}:(x, \xi) \longrightarrow(z(t, x, \xi), \zeta(t, x, \xi))
$$

Definition 4.5. We say that an energy band $J \subset \mathbf{R}$ is non-trapping for $\lambda(x, \xi)$ if for every $R>0$ there exists $T_{R} \geq 0$ such that

$$
|z(t, x, \xi)|>R \quad \text { for } \lambda(x, \xi) \in J,|t|>T_{R},|x|<R .
$$

In the following, we consider the two eigenvalues $\lambda_{ \pm}$(of multiplicity 2) of the $h$-principal-symbol of $H$ which are defined as $\lambda_{ \pm}(x, \xi)= \pm\langle\xi-A(x)\rangle+V(x)$.

Assuming ( $H_{\delta}$ ) with $\delta>1$, for $\left.\mu \in\right]-\infty,-1[\cup] 1,+\infty[$, the following limit exists in the uniform operator topology of $L^{2}\left(\mathbf{R}^{3}, \mathbf{C}^{4}\right)$, uniformly on compact sets:

$$
\langle x\rangle^{-s}(H-\mu \pm i 0)^{-1}\langle x\rangle^{-s}=\lim _{\varepsilon \rightarrow 0^{+}}\langle x\rangle^{-s}(H-\mu \pm i \varepsilon)^{-1}\langle x\rangle^{-s}
$$

for every real $s>\frac{1}{2}$ (see [1], [12], [26]), and for every $s>\frac{1}{2}+k$, it is of class $C^{k}$ with

$$
\frac{d^{k}}{d \mu^{k}}\left[\langle x\rangle^{-s}(H-\mu \pm i 0)^{-1}\langle x\rangle^{-s}\right]=k!\langle x\rangle^{-s}(H-\mu \pm i 0)^{-k-1}\langle x\rangle^{-s}
$$

Under the non-trapping assumption, we also have the following result.
Proposition 4.6. Assume $\left(H_{\delta}\right)$ with $\delta>0$ and that $\left.J \subset\right]-\infty,-1[\cup] 1,+\infty[$ is a non-trapping compact interval for $\lambda_{ \pm}(x, \xi)$. Then, for every $s>k-\frac{1}{2}$,

$$
\left\|\langle x\rangle^{-s}(H-\mu \pm i 0)^{-k}\langle x\rangle^{-s}\right\|=O\left(h^{-k}\right), \quad \text { as } h \searrow 0 \text { uniformly for } \mu \in J .
$$

This estimate is established by S. Cerbah [8] (for $A=0$ and $V \in C_{0}^{\infty}\left(\mathbf{R}^{3}\right)$ ) and by T. Jecko [17] (for $A=0$ and assuming ( $H_{\delta}$ ) for $V$ ). As in [8] and [17], our proof is based on Mourre's commutator method (see [18], or [16] for the semi-classical case) and a construction of global escape function given by Gerard-Martinez [10].

According to Remark 2.2, for $\lambda_{0}$ non-trapping for $\lambda_{+}$and $\lambda_{-}$, only one of the two surfaces $\Sigma_{\lambda_{0}}\left(\lambda_{+}\right), \Sigma_{\lambda_{0}}\left(\lambda_{-}\right)$is non-empty. Then it is sufficient to construct escape functions $g_{ \pm}(x, \xi)$ of $\lambda_{ \pm}(x, \xi)$.

Lemma 4.7. Assume $\left(H_{\delta}\right)$ with $\delta>0$. Then, for any energy level $\pm \lambda_{0}>1$, non-trapping for $\lambda_{ \pm}$, there exists $g_{ \pm}$in the symbol class $S_{1}\left(\langle x\rangle^{1},\langle\xi\rangle^{1}\right), \varepsilon>0$ and $C_{0}>0$ such that

$$
\left\{\lambda_{ \pm}, g_{ \pm}\right\} \geq C_{0}
$$

on $\lambda_{ \pm}^{-1}(] \lambda_{0}-\varepsilon, \lambda_{0}+\varepsilon[):=\bigcup_{\mu \in] \lambda_{0}-\varepsilon, \lambda_{0}+\varepsilon[ } \Sigma_{\mu}\left(\lambda_{ \pm}\right)$, where $\{a, b\}:=\partial_{\xi} a \partial_{x} b-\partial_{x} a \partial_{\xi} b$ is the Poisson bracket.

Proof of Lemma 4.7. We construct an escape function $g_{+}(A, V)$ for $\lambda_{+}(A, V)$, then the function $g_{-}=-g_{+}(A,-V)$ will be an escape function for $\lambda_{-}$, because $\lambda_{-}(A, V)=-\lambda_{+}(A,-V)$.

Let $(x, \xi) \in \lambda_{+}^{-1}(] \lambda_{0}-\varepsilon, \lambda_{0}+\varepsilon[)$,

$$
\left\{\lambda_{+}, x \cdot \xi\right\}(x, \xi)=\frac{\xi-A(x)}{\langle\xi-A(x)\rangle} \cdot \xi-x \cdot\left(\nabla_{x} V-\frac{\nabla_{x}(\xi-A(x))^{2}}{2\langle\xi-A(x)\rangle}\right)
$$

Then, owing to $\left(H_{\delta}\right)$, for $\lambda_{0}>1$, there exists $R>0$ such that, for $\varepsilon>0$ small enough,

$$
\left\{\lambda_{+}, x \cdot \xi\right\}(x, \xi) \geq \frac{1}{2}\left(\lambda_{0}-1\right) \quad \text { for }|x|>R .
$$

Let $\Psi \in C_{0}^{\infty}\left(\left\{x \in \mathbf{R}^{3}:|x| \leq 2\right\}\right)$ such that $\Psi(x)=1$ for $|x| \leq 1$ and $0 \leq \Psi \leq 1$. Let us denote $\Psi_{R}(x)=\Psi(x / R)$ and

$$
\tilde{g}_{+}(x, \xi)=-\int_{0}^{+\infty} \Psi_{R}\left(z_{+}(t, x, \xi)\right) d t
$$

where $z_{+}(t, x, \xi)$ is the first component of the flow defined by $\lambda_{+}$. The non-trapping condition implies that $\tilde{g}_{+}$is bounded and of class $C^{\infty}$ on $\lambda_{+}^{-1}(] \lambda_{0}-\varepsilon, \lambda_{0}+\varepsilon[)$, and $\left\{\lambda_{+}, \tilde{g}_{+}\right\}(x, \xi)=\Psi_{R}(x)$.

Then, we introduce

$$
g_{+}(x, \xi):=C_{+} \Psi_{M R}(x) \tilde{g}_{+}(x, \xi)+x \cdot \xi
$$

The function $g_{+}$is of class $C^{\infty}$ on $\lambda_{+}^{-1}(] \lambda_{0}-\varepsilon, \lambda_{0}+\varepsilon[)$, belongs to $S_{1}\left(\langle x\rangle^{1},\langle\xi\rangle^{1}\right)$ and satisfies

$$
\left\{\lambda_{+}, g_{+}\right\}=C_{+} \Psi_{R}+\left\{\lambda_{+}, x \cdot \xi\right\}+C_{+} \tilde{g}_{+}\left\{\lambda_{+}, \Psi_{M R}(x)\right\}
$$

Moreover, by the definition of $R$ and $\Psi_{R}$, we have

$$
\left\{\lambda_{+}, x \cdot \xi\right\}\left(1-\Psi_{R}\right) \geq \frac{1}{2}\left(\lambda_{0}-1\right)\left(1-\Psi_{R}\right)
$$

hence, for $C_{+}>0$ large enough,

$$
C_{+} \Psi_{R}+\left\{\lambda_{+}, x \cdot \xi\right\} \geq \frac{1}{2}\left(\lambda_{0}-1\right)
$$

Here we have used that $\left\{\lambda_{+}, x \cdot \xi\right\}$ is bounded on $\lambda_{+}^{-1}(] \lambda_{0}-\varepsilon, \lambda_{0}+\varepsilon[) \cap\{|x| \leq 2 R\}$.
Next, we choose a large $M>1$ such that

$$
\left|C_{+} \tilde{g}_{+}\left\{\lambda_{+}, \Psi_{M R}(x)\right\}\right| \leq \frac{1}{4}\left(\lambda_{0}-1\right)
$$

and we obtain that for such $C_{+}$and $M$ we have

$$
\left\{\lambda_{+}, g_{+}\right\} \geq \frac{1}{4}\left(\lambda_{0}-1\right)
$$

on $\lambda_{+}^{-1}(] \lambda_{0}-\varepsilon, \lambda_{0}+\varepsilon[)$. This proves the lemma with $C_{0}=\frac{1}{4}\left(\lambda_{0}-1\right)$.
Proof of Proposition 4.6. We consider the case $\lambda_{0}>1$, the same proof works for $\lambda_{0}<-1$ (replacing ' + ' by '-' and $\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$ by $\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)$ ).

Let

$$
G_{+}(x, h D)=W_{1}(h)\left(\begin{array}{cc}
g_{+}(x, h D) 1_{2} & 0 \\
0 & 0
\end{array}\right) W_{1}^{*}(h)
$$

where $W_{1}(h)$ is defined in Proposition 4.2 (for $\left.N=1\right)$ and $g_{+}(x, h D)=O p_{h}^{\omega}\left(g_{+}\right), g_{+}$ being the escape function of Lemma 4.7.

Using functional calculus [14], [19], we easily prove that $G_{+}$is a conjugate operator of $H$ (in the sense of Mourre) and that $H$ is $k$-smooth with respect to $G_{+}$. The main property is the so-called Mourre estimate

$$
\begin{equation*}
\chi(H)\left[H, G_{+}\right] \chi(H) \geq C h \chi^{2}(H) \tag{12}
\end{equation*}
$$

uniformly for small $h$ and for $\chi \in C_{0}^{\infty}(] \lambda_{0}-\varepsilon, \lambda_{0}+\varepsilon[)$ such that $\chi\left(\lambda_{0}\right)=1$.
According to the definition of $W_{1}(h)$ (see Proposition 4.2), and to Corollary 4.4, we have

$$
\chi(H)\left[H, G_{+}\right] \chi(H)=W_{1}(h)\left(\begin{array}{cc}
C_{+}(x, h D) & 0 \\
0 & 0
\end{array}\right) W_{1}^{*}(h)+O\left(h^{2}\right),
$$

where

$$
C_{+}(x, h D)=\chi\left(a_{+, 1}(x, h D)\right)\left[a_{+, 1}(x, h D), g_{+}(x, h D) 1_{2}\right] \chi\left(a_{+, 1}(x, h D)\right)
$$

which, by the construction of $g_{+}$, is bounded from below by $C h \chi\left(a_{+, 1}(x, h D)\right)^{2}$.
Let us recall that

$$
\chi(H)=W_{1}(h)\left(\begin{array}{cc}
\chi\left(a_{+, 1}(x, h D)\right) & 0 \\
0 & \chi\left(a_{-, 1}(x, h D)\right)
\end{array}\right) W_{1}^{*}(h)+O\left(h^{2}\right)
$$

with $\chi\left(a_{-, 1}(x, h D)\right)=O\left(h^{\infty}\right)$, because $\lambda_{0}>1$ non-trapping implies that $\lambda_{-}^{-1}\left(\lambda_{0}\right):=$ $\Sigma_{\lambda_{0}}\left(\lambda_{-}\right)=\emptyset$, i.e. for small $\varepsilon$ and for any $k \in \mathbf{N}, \chi^{(k)}\left(\lambda_{-}(x, \xi)\right)=0$.

This gives the Mourre inequality (12). Then using Mourre's results [18], we have Proposition 4.6 for $\mu \in] \lambda_{0}-\varepsilon, \lambda_{0}+\varepsilon$, and at last, using compactness of $J$ we deduce the Mourre estimate uniformly for $\mu \in J$.

The following crude estimate will be used later.

Corollary 4.8. Assume $\left(H_{\delta}\right)$ with $\delta>3$ and that $\left.J \subset\right]-\infty,-1[\cup] 1,+\infty[$ is a non-trapping compact interval for $\lambda_{ \pm}(x, \xi)$. Then

$$
\left|\frac{d}{d \lambda} s_{h}(\lambda)\right|+\left|\frac{d^{2}}{d \lambda^{2}} s_{h}(\lambda)\right|=O\left(h^{-6}\right), \quad \text { as } h \searrow 0 \text { uniformly for } \lambda \in J .
$$

Proof. It follows from the definition of $s(\lambda),(1)$, that

$$
\frac{d}{d \lambda} s_{h}(\lambda)=-\frac{1}{2 i \pi} \operatorname{Tr}\left(\frac{d S_{h}}{d \lambda} S_{h}(\lambda)^{*}\right)
$$

where $S_{h}(\lambda)$ is the scattering matrix for the pair $\left(H(h), H_{0}(h)\right)$. Then, as in Corollary 5.8 of [20], the above corollary is a consequence of trace norm estimates for $S_{h}(\lambda)$-Id deduced from Proposition 4.6 and from the stationary representation of $S_{h}(\lambda)[1]$.

### 4.3. Proof of Theorem 2.3

Keeping $h$ fixed in the proof of Proposition 3.2, we obtain that $(d / d \lambda) s_{h}$ is the distribution

$$
f \longmapsto \operatorname{Tr}\left(W(h)\left(H^{2}-1\right)^{-1} f(H)\right) \quad \text { for all } f \in C_{0}^{\infty}(]-\infty,-1[\cup] 1,+\infty[)
$$

where $W(h)=\left(Q-\frac{1}{2} i[Q, \mathcal{A}]\right)(h)$ with $Q(h)=H^{2}-H_{0}^{2}$ and $\mathcal{A}(h)=\frac{1}{2}(x \cdot h D+h D \cdot x)$. That is, in the distribution sense, on $]-\infty,-1[\cup] 1,+\infty[$, we have

$$
\frac{d}{d \lambda} s_{h}=\operatorname{Tr}\left(W(h)\left(H^{2}-1\right)^{-1} \frac{d E_{h}}{d \lambda}\right)
$$

( $E_{h}$ is the spectral projector associated with $H$ ).
For $I \subset]-\infty,-1[\cup] 1,+\infty\left[\right.$ non-trapping for $\lambda_{ \pm}$and $J$ a compact subset of $I$, let us introduce

$$
\tau_{r}(h, \lambda)=\frac{1}{2 \pi h} \int_{\mathbf{R}} e^{-i t h^{-1} \lambda} \operatorname{Tr}\left(W(h)\left(H^{2}-1\right)^{-1} g(H) e^{i t h^{-1} H}\right) \theta\left(r^{-1} t\right) d t
$$

where $g \in C_{0}^{\infty}(I)$ such that $g(\lambda)=1$ for $\lambda \in J$ and $\theta \in C_{0}^{\infty}(]-2,2[)$ such that $\theta(t)=1$ for $|t| \leq 1,0 \leq \theta \leq 1$.

Lemma 4.9. Under the hypothesis of Theorem 2.3, for all $M \in \mathbf{N}$, we have
(i) $\frac{d}{d \lambda} s_{h}(\lambda)-\tau_{(h-M)}(h, \lambda)=O\left(h^{M-6}\right)$;
(ii) for fixed $T>0, \tau_{\left(h^{-M}\right)}(h, \lambda)-\tau_{T}(h, \lambda)=O\left(h^{\infty}\right)$ as $h \searrow 0$ uniformly for $\lambda \in J$.

Proof. To prove (i), we use a classical method of smoothing by convolution. Indeed, we have

$$
\tau_{\left(h^{-M}\right)}(h, \lambda)=\left(g \frac{d}{d \lambda} s_{h} * \hat{\theta}_{M}\right)(\lambda)
$$

where $\theta_{M}(t)=\theta\left(h^{M} t\right)$. Using that $\int \hat{\theta}_{M}(\lambda) d \lambda=\theta_{M}(0)=1$, (i) follows from Corollary 4.8 (see step (4) in the proof of Theorem 0.1 of [23]).

The proof of (ii) is based on the $h$-decoupling of the Dirac operator (Subsection 4.1) and on some known results concerning the scalar case.

For $r=h^{-M}$ or $r=T$, Corollary 4.4 gives

$$
\tau_{r}(h, \lambda)=\tau_{r}^{+, N}(h, \lambda)+\tau_{r}^{-, N}(h, \lambda)+R_{r}^{N}(h, \lambda)
$$

where

$$
\begin{aligned}
& \tau_{r}^{ \pm, N}(h, \lambda) \\
& =\frac{1}{2 \pi h} \int_{\mathbf{R}} e^{-i t h^{-1} \lambda} \operatorname{Tr}\left\{W_{N}^{*} W W_{N} p_{ \pm} \otimes\left[\left(a_{ \pm, N}^{2}-1\right)^{-1} g\left(a_{ \pm, N}\right) e^{i t h^{-1} a_{ \pm, N}}\right]\right\} \theta\left(r^{-1} t\right) d t
\end{aligned}
$$

where $p_{+}=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right), p_{-}=\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)$ and for an operator $a$ on $L^{2}\left(\mathbf{R}^{3}, \mathbf{C}^{2}\right)$,

$$
p_{+} \otimes a=\left(\begin{array}{ll}
a & 0 \\
0 & 0
\end{array}\right), \quad p_{-} \otimes a=\left(\begin{array}{ll}
0 & 0 \\
0 & a
\end{array}\right)
$$

are operators on $L^{2}\left(\mathbf{R}^{3}, \mathbf{C}^{4}\right)$, and

$$
R_{r}^{N}(h, \lambda)=\frac{1}{2 \pi h} \int_{\mathbf{R}} e^{-i t h^{-1} \lambda} O\left(|t| h^{N}\right) \theta\left(r^{-1} t\right) d t
$$

Because the support of $\theta\left(h^{M} t\right)-\theta\left(T^{-1} t\right)$ is a subset of $\left\{t: T<|t| \leq h^{-M}\right\}$, we have

$$
\begin{equation*}
R_{(h-M)}^{N}(h, \lambda)-R_{T}^{N}(h, \lambda)=O\left(h^{N-M-1}\right) \tag{13}
\end{equation*}
$$

At last, following the proof of Lemmas 3.2 and 3.3 of [23], we get

$$
\tau_{\left(h^{-M}\right)}^{ \pm, N}(h, \lambda)-\tau_{T}^{ \pm, N}(h, \lambda)=O\left(h^{\infty}\right)
$$

under the non-trapping condition. The methods used in [23] (or in [13]) work in the same way, because the principal symbol of $a_{ \pm, N}$ is of scalar type $\left(=\lambda_{ \pm}(x, \xi) 1_{2}\right)$.

Then, asymptotic expansion of $(d / d \lambda) s_{h}(\lambda)$ is a consequence of the following lemma.

Lemma 4.10. Under the hypothesis of Theorem 2.3, there exists $T>0$ such that for $h$ small enough, $\tau_{T}(h, \lambda)$ has an asymptotic expansion in $h$,

$$
\tau_{T}(h, \lambda) \asymp(2 \pi)^{-3} \sum_{j \geq 1} c_{j}(\lambda) h^{-3+j}, \quad \text { as } h \searrow 0 \text { uniformly for } \lambda \in J
$$

Proof. We can prove this lemma in two different ways: using $h$-decoupling and studying short time parametrix for $e^{i t h^{-1} a_{ \pm, N}}$ (as in [13]), or using directly short time parametrix construction for $e^{i t h^{-1} H}$ developed by K. Yajima in [25].

In the same standard way, as in [23] (proof of Lemma 3.1) (or for example in [9], [13]), short time parametrix construction for the propagator gives an asymptotic expansion of $\tau_{T}(h, \lambda)$.

Proof of Theorem 2.3. The existence of the asymptotic expansion is given by Lemmas 4.9 and 4.10. For computation of $c_{0}(\lambda)$, we use weak asymptotic which is a direct consequence of functional calculus on pseudo-differential operators, as settled in [14], [19]. We have

$$
\int s_{h}(\lambda) f^{\prime}(\lambda) d \lambda=\operatorname{Tr}\left(f(H)-f\left(H_{0}\right)\right)=h^{-3} \sum_{j \geq 0} \gamma_{j}(f) h^{j}
$$

with

$$
\begin{equation*}
\gamma_{0}(f)=(2 \pi)^{-3} \int_{\mathbf{R}^{6}} \operatorname{tr}\left\{f\left(\alpha \cdot(\xi-A(x))+\beta+V(x) 1_{4}\right)-f(\alpha \cdot \xi+\beta)\right\} d \xi d x \tag{14}
\end{equation*}
$$

( tr is the trace of the matrix).
The unitary transformation $u(H(x, \xi))$ (defined by (10)) brings $H(x, \xi):=\alpha$. $(\xi-A(x))+\beta+V(x) 1_{4}$ to $\left(\begin{array}{cc}\lambda_{+} 1_{2} & 0 \\ 0 & \lambda_{-} 1_{2}\end{array}\right)$. Then, the integrand term in (14) is equal to

$$
2\left(f\left(\lambda_{+}\right)+f\left(\lambda_{-}\right)-f(\langle\xi\rangle)-f(-\langle\xi\rangle)\right)
$$

This gives

$$
c_{0}(\lambda)=2 \frac{d}{d \lambda} \int_{\mathbf{R}^{3}}\left(\int_{\lambda_{+}(x, \xi) \leq \lambda} d \xi-\int_{\langle\xi\rangle \leq \lambda} d \xi\right)-\left(\int_{\lambda_{-}(x, \xi) \geq \lambda} d \xi-\int_{-\langle\xi\rangle \geq \lambda} d \xi\right) d x
$$

Putting $\zeta=\xi-A(x)$ and $\zeta=r \omega\left(\omega \in S^{2}\right)$, we have

$$
\int_{ \pm \lambda_{ \pm}(x, \xi) \leq \pm \lambda} d \xi=\int_{\langle\zeta\rangle \pm V(x) \leq \pm \lambda} d \xi=\frac{4 \pi}{3} \int_{\mathbf{R}^{3}}\left((\lambda-V(x))^{2}-1\right)_{+}^{3 / 2} d x
$$

for $\pm \lambda>\nu_{ \pm}$defined in Remark 2.2. Thus, we obtain $c_{0}(\lambda)$ as claimed in Theorem 2.3.

Remark 4.11. In the same way, known methods can be easily adapted to apply Tauberian theorems like in [22], to get a Weyl type formula when $\lambda_{+}$have trapped trajectories. More precisely, if $I \subset]-\infty,-1[\cup] 1,+\infty\left[\right.$ is such that $\lambda_{+}$and $\lambda_{-}$have no critical values in $I$, then we can prove the Weyl formula

$$
s_{h}(\lambda)=(2 \pi)^{-3} C_{0}(\lambda) h^{-3}+O\left(h^{-2}\right), \quad \text { as } h \searrow 0,
$$

uniformly for $\lambda$ in each compact subset of $J$, where

$$
C_{0}(\lambda)=\int_{\mathbf{R}^{3}}\left(\int_{\lambda_{+}(x, \xi) \leq \lambda} d \xi-\int_{\langle\xi\rangle \leq \lambda} d \xi\right)-\left(\int_{\lambda_{-}(x, \xi) \geq \lambda} d \xi-\int_{-\langle\xi\rangle \geq \lambda} d \xi\right) d x
$$

## 5. Non-relativistic limit

In this section, we introduce again the parameter $c$ (keeping $\hbar=1$ ) and we will study the behaviour as $c \rightarrow+\infty$ of the scattering phase, $s^{ \pm}(\lambda)$, related to the operators ( $H_{ \pm}^{\prime}, H_{0, \pm}^{\prime}$ ), where

$$
H_{ \pm}^{\prime}:=H \mp c^{2}, \quad H_{0, \pm}^{\prime}:=H_{0} \mp c^{2}
$$

The operators $H_{+}^{\prime}\left(\right.$ resp. $\left.H_{-}^{\prime}\right)$ and $H_{0,+}^{\prime}$ (resp. $H_{0,-}^{\prime}$ ) have the same essential spectrum

$$
\left.\left.\sigma_{e}\left(H_{+}^{\prime}\right)=\sigma_{e}\left(H_{0,+}^{\prime}\right)=\right]-\infty,-2 c^{2}\right] \cup[0,+\infty[,
$$

of which the negative part "tends" to $-\infty$, as $c \rightarrow+\infty$, and

$$
\left.\left.\sigma_{e}\left(H_{-}^{\prime}\right)=\sigma_{e}\left(H_{0,-}^{\prime}\right)=\right]-\infty, 0\right] \cup\left[2 c^{2},+\infty[,\right.
$$

of which the positive part "tends" to $+\infty$, as $c \rightarrow+\infty$.
In the following, we study only $s^{+}(\lambda)$ (the same proof works for $s^{-}(\lambda)$ ) and to simplify the notation, we drop the sign ' + '. Thus, we write $H^{\prime}$ (resp. $H_{0}^{\prime}$ ) for $H_{+}^{\prime}$ (resp. $H_{0,+}^{\prime}$ ), and for $s^{+}(\lambda)$ we write $s_{\varkappa}(\lambda)$, where

$$
\varkappa:=\frac{1}{c}
$$

tends to $0^{+}$, as $c \rightarrow+\infty$.

The operators acting in $L^{2}\left(\mathbf{R}^{3} ; \mathbf{C}^{2}\right)\left(\right.$ resp. $\left.\mathbf{C}^{2} \otimes L^{2}\left(\mathbf{R}^{3} ; \mathbf{C}^{2}\right)\right)$ will be denoted, in general, by small (resp. capital) letters. Let us introduce some matrices, $I=1_{2} \otimes 1_{2}$ the identity on $\mathbf{C}^{2} \otimes \mathbf{C}^{2} \simeq \mathbf{C}^{4}$ and the matrices on $\mathbf{C}^{2}$,

$$
\begin{aligned}
& \sigma_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad \sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad \nu=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right), \\
& \mu=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right), \quad \eta=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right), \quad \bar{\eta}=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) .
\end{aligned}
$$

These matrices satisfy

$$
\begin{align*}
\nu \sigma_{1}=\bar{\eta}, & \sigma_{1} \nu=\eta \\
\mu \sigma_{1}=\eta, & \sigma_{1} \mu=\bar{\eta} \tag{15}
\end{align*}
$$

So, the Dirac operators, $H$ and $H_{0}$, can be defined in the Hilbert space

$$
\mathcal{H}:=\mathbf{C}^{2} \otimes L^{2}\left(\mathbf{R}^{3} ; \mathbf{C}^{2}\right)
$$

by

$$
\begin{align*}
& H=H_{\varkappa}=\frac{1}{\varkappa^{2}}\left(\sigma_{3} \otimes 1_{2}+\varkappa \sigma_{1} \otimes \sigma \cdot(D-A)+\varkappa^{2} \nu \otimes V_{+}+\varkappa^{2} \mu \otimes V_{-}\right)  \tag{16}\\
& H_{0}=H_{0, \varkappa}=\frac{1}{\varkappa^{2}}\left(\sigma_{3} \otimes 1_{2}+\varkappa \sigma_{1} \otimes \sigma \cdot D\right) \tag{17}
\end{align*}
$$

In this section, our goal is to compare $s_{\varkappa}(\lambda)$ with $s_{\infty}(\lambda)$, the scattering phase for $\left(h_{+}, h_{0}\right)$ (see (3)), as $\varkappa \rightarrow 0^{+}$(for $\lambda$ fixed). We will give a Taylor series expansion, in $\varkappa$, of $s_{\varkappa}$ (and also for its derivatives with respect to $\lambda>0$ ). It will be a consequence of the $C^{\infty}$-regularity of $s_{\varkappa}$ with respect to $(\varkappa, \lambda)$ near $\varkappa=0$.

For that, we study the smoothness of

$$
T_{\varkappa}(\lambda):=\operatorname{Id}-S_{\varkappa}(\lambda)
$$

where $S_{\varkappa}(\lambda)$ is the scattering matrix for $\left(H^{\prime}, H_{0}^{\prime}\right)$ which is related to $s_{\varkappa}(\lambda)$ by the relation

$$
\frac{d}{d \lambda} s_{\varkappa}(\lambda)=\frac{i}{2 \pi} \operatorname{tr}\left(\frac{d S_{\varkappa}}{d \lambda}(\lambda) S_{\varkappa}^{*}(\lambda)\right)
$$

Introduce $\varkappa$ and substitute $\left(H, H_{0}\right)$ for $\left(H^{\prime}, H_{0}^{\prime}\right)$ in the proof of Theorem 4.2 of [1]. Then for $A$ and $V$ satisfying $\left(H_{\delta}\right)$ with $\delta>1$, we obtain

$$
T_{\varkappa}(\lambda)=2 i \pi T_{0, \varkappa}(\lambda)\left(V_{\varkappa}-V_{\varkappa} R_{\varkappa}\left(\lambda+\frac{1}{\varkappa^{2}}+i 0\right) V_{\varkappa}\right) T_{0, \varkappa}^{*}(\lambda)
$$

with

$$
V_{\varkappa}=V-\frac{1}{\varkappa} \alpha \cdot A, \quad R_{\varkappa}\left(\lambda+\frac{1}{\varkappa^{2}}+i 0\right)=\left(H_{\varkappa}-\lambda-\frac{1}{\varkappa^{2}}-i 0\right)^{-1}
$$

and $T_{0, \varkappa}$ is the trace operator for $H_{0, \varkappa}-\left(1 / \varkappa^{2}\right)$,

$$
T_{0, \varkappa}(\lambda)=\left(\frac{1}{2} \varrho\right)^{1 / 2} \gamma_{0}(\varrho) \mathcal{F} \mathcal{P}_{+, \varkappa}, \quad \varrho=\left(\lambda+\frac{1}{2} \lambda^{2} \varkappa^{2}\right)^{1 / 2}
$$

where $\mathcal{F}$ is the Fourier transform on $\mathbf{C}^{2} \otimes L^{2}\left(\mathbf{R}^{3}, \mathbf{C}^{2}\right), \gamma_{0}(\varrho)$ is the trace operator for the free Schrödinger operator, $\left(\gamma_{0}(\varrho) f\right)(\omega)=f(\Omega \omega)$. The operator $\mathcal{P}_{+, \varkappa}$ is defined by

$$
\mathcal{P}_{+, \varkappa}=\frac{1}{\sqrt{2}} q\left(\varkappa^{2} \lambda, \varkappa D\right) P_{+} G_{\varkappa}, \quad q\left(\varkappa^{2} \lambda, \varkappa D\right)=\left(\left(1+\varkappa^{2} D^{2}\right)^{1 / 2}+\varkappa^{2} \lambda+1\right)^{1 / 2}
$$

where $G_{\varkappa}$ is the Foldy-Wouthuysen transformation,

$$
\begin{align*}
G_{\varkappa}= & \left(2\left(1+\varkappa^{2} D^{2}\right)^{1 / 2}+\left(1+\left(1+\varkappa^{2} D^{2}\right)^{1 / 2}\right)\right)^{-1 / 2}\left(1_{2} \otimes\left(1+\left(1+\varkappa^{2} D^{2}\right)^{1 / 2}\right)\right.  \tag{18}\\
& +\varkappa(\bar{\eta} \otimes \sigma . D-\eta \otimes \sigma . D))
\end{align*}
$$

and $P_{+}:=\nu \otimes 1_{2}$.
Let us introduce the dilation group $\mathcal{U}(\varrho), \mathcal{U}(\varrho) f(x):=\varrho^{3 / 2} f(\varrho x)$.
Lemma 5.1. For $\lambda>0$ and $\varrho=\left(\lambda+\frac{1}{2} \lambda^{2} \varkappa^{2}\right)^{1 / 2}$ we have

$$
T_{0, \varkappa}(\lambda)=\frac{\varrho^{-1}}{\sqrt{2}} \gamma_{0}(1) \mathcal{F} \mathcal{P}_{+, \varkappa}(\varrho) \mathcal{U}\left(\varrho^{-1}\right), \quad T_{0, \varkappa}^{*}(\lambda)=\frac{\varrho^{-1}}{\sqrt{2}} \mathcal{U}(\varrho) \mathcal{P}_{+, \varkappa}^{*}(\varrho) \mathcal{F}^{*} \gamma_{0}(1)^{*}
$$

where $\mathcal{P}_{+, \varkappa}(\varrho)$ and its adjoint are operators of the form

$$
\begin{aligned}
& \mathcal{P}_{+, \varkappa}(\varrho)=\nu \otimes p_{\varkappa}(\varrho)+\varkappa \bar{\eta} \otimes q_{\varkappa}(\varrho) \\
& \mathcal{P}_{+, \varkappa}^{*}(\varrho)=\nu \otimes p_{\varkappa}(\varrho)+\varkappa \eta \otimes q_{\varkappa}(\varrho)
\end{aligned}
$$

$p_{\varkappa}(\varrho)$ and $q_{\varkappa}(\varrho)$ are operators on $L^{2}\left(\mathbf{R}^{3}, \mathbf{C}^{2}\right)$, and they are $C^{\infty}$ with respect to $(\varkappa, \varrho) \in \mathbf{R} \times] 0,+\infty\left[\right.$ in $\mathcal{L}\left(H^{t, s}, H^{t-1 / 2, s}\right)$ for all $t$ and $s$ reals.

The space $H^{t, s}$ is the weighted Sobolev space $\left\{f:\left\|\langle x\rangle^{s} f\right\|_{H^{t}}<\infty\right\}$.
Proof. Owing to $\gamma_{0}(\varrho)=\varrho^{-3 / 2} \gamma_{0}(1) \mathcal{U}(\varrho)$ and $\mathcal{U}(\varrho) \mathcal{F}=\mathcal{F} \mathcal{U}\left(\varrho^{-1}\right)$, we deduce that $T_{0, \varkappa}(\lambda)$ is of the claimed form, with

$$
\mathcal{P}_{+, \varkappa}(\varrho)=\mathcal{U}\left(\varrho^{-1}\right) \mathcal{P}_{+, \varkappa} \mathcal{U}(\varrho)=\frac{1}{\sqrt{2}} q\left(\varkappa^{2} \lambda, \varkappa \varrho D\right) P_{+} G_{\varkappa \varrho} .
$$

Now by using $\nu \bar{\eta}=\bar{\eta}$ and $\nu \eta=0$ (resp. $\bar{\eta} \nu=0$ and $\eta \nu=\eta$ ) we obtain that $P_{+} G_{\varkappa \varrho}$ (resp. $G_{\varkappa \varrho}^{*} P_{+}$) has no term with $\eta$ (resp. $\left.\bar{\eta}\right)$. Thus, $\mathcal{P}_{+, \varkappa}(\varrho)$ and $\mathcal{P}_{+, \varkappa}^{*}(\varrho)$ are of the claimed form.

From the smoothness of the symbol of $q\left(\varkappa^{2} \lambda, \varkappa \varrho D\right) P_{+} G_{\varkappa \varrho}$, in $S\left(\langle\xi\rangle^{1 / 2}\right)$, with respect to ( $\varkappa, \varrho)$, we deduce the result.

Lemma 5.2. Let $H_{\varkappa}$ and $H_{0, \varkappa}$ be the Dirac operators defined by (16) and (17) such that the potentials $A$ and $V$ satisfy the hypothesis $\left(H_{\delta}\right)$ with $\delta>1$. For $\lambda>0$ and $\varrho>0$, let

$$
\begin{aligned}
R_{\varkappa}\left(\varrho^{-1}, \lambda+\frac{1}{\varkappa^{2}}+i 0\right) & :=\mathcal{U}\left(\varrho^{-1}\right) R_{\varkappa}\left(\lambda+\frac{1}{\varkappa^{2}}+i 0\right) \mathcal{U}(\varrho) \\
R_{\varkappa}\left(\lambda+\frac{1}{\varkappa^{2}}+i 0\right) & =\left(H_{\varkappa}-\lambda-\frac{1}{\varkappa^{2}}-i 0\right)^{-1} .
\end{aligned}
$$

Then, there exists a neighbourhood $\mathcal{V}_{0}$ of $\varkappa=0$, and $s>\frac{1}{2}$, such that the map

$$
(\varkappa, \varrho, \lambda) \longmapsto R_{\varkappa}\left(\varrho^{-1}, \lambda+\frac{1}{\varkappa^{2}}+i 0\right)
$$

is $C^{\infty}$ from $\left.\mathcal{V}_{0} \times\right] 0,+\infty[\times] 0,+\infty\left[\right.$ to $\mathcal{L}\left(L^{2, s}, L^{2,-s}\right)$.
Moreover, there exist some operators $r_{0}, r_{1}, \bar{r}_{1}$ in $\mathcal{L}\left(L^{2, s}, L^{2,-s}\right)$ such that

$$
\begin{equation*}
R_{\varkappa}\left(\varrho^{-1}\right)=\nu \otimes r_{0}(\varrho)+\varkappa\left(\bar{\eta} \otimes \bar{r}_{1}(\varrho)+\eta \otimes r_{1}(\varrho)\right)+O\left(\varkappa^{2}\right) . \tag{19}
\end{equation*}
$$

Proof. A straightforward calculation gives

$$
\begin{aligned}
R_{\varkappa}\left(\varrho^{-1}\right) & :=R_{\varkappa}\left(\varrho^{-1}, \lambda+1 / \varkappa^{2}+i 0\right) \\
& =\left(\frac{1}{\varkappa} \mathcal{D}_{A}(\varrho)+\frac{1}{\varkappa^{2}} \beta+V\left(\varrho^{-1}\right)-\lambda-\frac{1}{\varkappa^{2}}-i 0\right)^{-1},
\end{aligned}
$$

where $\mathcal{D}_{A}(\varrho)=\mathcal{U}\left(\varrho^{-1}\right) \alpha \cdot(D-A) \mathcal{U}(\varrho)=\varrho \alpha \cdot\left(D-\varrho^{-1} A\left(\varrho^{-1}\right)\right), V\left(\varrho^{-1}\right)=\mathcal{U}\left(\varrho^{-1}\right) V \mathcal{U}(\varrho)$ is the multiplication operator by $V\left(\varrho^{-1} x\right)$, and $A\left(\varrho^{-1}\right)=\mathcal{U}\left(\varrho^{-1}\right) A \mathcal{U}(\varrho)$ is the multiplication operator by $A\left(\varrho^{-1} x\right)$.

For $s>\frac{1}{2}$, we have, in $\mathcal{L}\left(L^{2, s}, L^{2,-s}\right)$,

$$
\begin{align*}
R_{\varkappa}\left(\varrho^{-1}, \lambda+\frac{1}{\varkappa^{2}}+i 0\right)= & R_{A, \varkappa}\left(\varrho^{-1}, \lambda+\frac{1}{\varkappa^{2}}+i 0\right) \\
& \times\left(1+V\left(\varrho^{-1}\right) R_{A, \varkappa}\left(\varrho^{-1}, \lambda+\frac{1}{\varkappa^{2}}+i 0\right)\right)^{-1}, \tag{20}
\end{align*}
$$

where

$$
R_{A, \varkappa}\left(\varrho^{-1}, \lambda+\frac{1}{\varkappa^{2}}+i 0\right)=\left(\frac{1}{\varkappa} \mathcal{D}_{A}(\varrho)+\frac{1}{\varkappa^{2}} \beta-\lambda-\frac{1}{\varkappa^{2}}-i 0\right)^{-1}
$$

According to properties of the Dirac matrices, we obtain

$$
R_{A, \varkappa}\left(\varrho^{-1}, \lambda+\frac{1}{\varkappa^{2}}+i 0\right)=\left(\varkappa \mathcal{D}_{A}(\varrho)+\beta+1+\varkappa^{2} \lambda\right) \frac{1}{2 \varrho^{2}} K_{A, \varrho}(1+i 0),
$$

where

$$
K_{A, \varrho}(1+i 0)=\left(\frac{1}{2}\left(\varrho^{-1} \mathcal{D}_{A}(\varrho)\right)^{2}-1-i 0\right)^{-1}
$$

Let us put $\mathcal{A}(\varrho)=\left(\varrho^{-2} \mathcal{D}_{A}^{2}(\varrho)-\frac{1}{2} D^{2}\right)$, then

$$
K_{A, \varrho}(1+i 0)=\left(\frac{1}{2} D^{2}-1-i 0\right)^{-1}\left(1+\mathcal{A}(\varrho)\left(\frac{1}{2} D^{2}-1-i 0\right)^{-1}\right)^{-1} .
$$

Moreover for $A$ and $V$ satisfying $\left(H_{\delta}\right)$ with $\delta>1$, there exists $s>\frac{1}{2}$ such that the maps

$$
\varrho \longmapsto V\left(\varrho^{-1}\right), \quad \varrho \longmapsto A\left(\varrho^{-1}\right), \quad \varrho \longmapsto \mathcal{A}(\varrho)
$$

are $C^{\infty}$ in $\mathcal{L}\left(L^{2,-s}, L^{2, s}\right), \mathcal{L}\left(L^{2,-s},\left(L^{2, s}\right)^{3}\right)$ and $\mathcal{L}\left(H^{1,-s}, L^{2, s}\right)$, resp. Hence from the previous equations, we deduce the existence of a neighbourhood $\mathcal{V}_{0}$ of $\varkappa=0$, and $s>\frac{1}{2}$, such that the map

$$
(\varkappa, \varrho, \lambda) \longmapsto R_{\varkappa}\left(\varrho^{-1}, \lambda+\frac{1}{\varkappa^{2}}+i 0\right)
$$

is $C^{\infty}$ from $\left.\mathcal{V}_{0} \times\right] 0,+\infty\left[\right.$ to $\mathcal{L}\left(L^{2, s}, L^{2,-s}\right)$.
Now, to obtain (19) we prove that the limit of $R_{\varkappa}\left(\varrho^{-1}, \lambda+1 / \varkappa^{2}+i 0\right)$, as $\varkappa$ tends to 0 , belongs to $\nu \otimes \mathcal{L}\left(L^{2, s}, L^{2,-s}\right)$, and its first derivative, with respect to $\varkappa$, at $\varkappa=0$, belongs to $\bar{\eta} \otimes \mathcal{L}\left(L^{2, s}, L^{2,-s}\right) \oplus \eta \otimes \mathcal{L}\left(L^{2, s}, L^{2,-s}\right)$ for $s>\frac{1}{2}$.

We let

$$
\begin{aligned}
& T_{0}(\varrho)=\frac{1}{2}(1+\beta) K_{A, \varrho}(1+i 0), \\
& T_{1}(\varrho)=\frac{1}{2} \varrho^{-2} \mathcal{D}_{A}(\varrho) K_{A, \varrho}(1+i 0), \\
& T_{2}(\varrho)=\frac{1}{2} \varrho^{-2} \lambda K_{A, \varrho}(1+i 0) .
\end{aligned}
$$

We have

$$
\begin{aligned}
R_{\varkappa}\left(\varrho^{-1}, \lambda+\frac{1}{\varkappa^{2}}+i 0\right)= & \left(T_{0}(\varrho)+\varkappa T_{1}(\varrho)+\varkappa^{2} T_{2}(\varrho)\right) \\
& \times\left(1+V\left(\varrho^{-1}\right)\left(T_{0}(\varrho)+\varkappa T_{1}(\varrho)+\varkappa^{2} T_{2}(\varrho)\right)\right)^{-1}
\end{aligned}
$$

Then, the limit as $\varkappa$ tends to 0 of $R_{\varkappa}\left(\varrho^{-1}, \lambda+1 / \varkappa^{2}+i 0\right)$ is

$$
\begin{equation*}
T_{0}(\varrho)\left(1+V\left(\varrho^{-1}\right) T_{0}(\varrho)\right)^{-1} \tag{21}
\end{equation*}
$$

and its first derivative, with respect to $\varkappa$, at $\varkappa=0$, is

$$
\begin{align*}
& T_{1}(\varrho)\left(1+V\left(\varrho^{-1}\right) T_{0}(\varrho)\right)^{-1}  \tag{22}\\
& \quad-T_{0}(\varrho)\left(1+V\left(\varrho^{-1}\right) T_{0}(\varrho)\right)^{-1} V\left(\varrho^{-1}\right) T_{1}(\varrho)\left(1+V\left(\varrho^{-1}\right) T_{0}(\varrho)\right)^{-1} .
\end{align*}
$$

Let us study the matrix representation of these terms. As $\alpha=\eta \otimes \sigma+\bar{\eta} \otimes \sigma$ and owing to

$$
\eta \bar{\eta}=\mu, \quad \bar{\eta} \eta=\nu, \quad \eta^{2}=\bar{\eta}^{2}=0
$$

we deduce that $\mathcal{D}_{A}(\varrho)$ is of the type $\eta \otimes d_{A}(\varrho)+\bar{\eta} \otimes d_{A}(\varrho)$ and also that $\mathcal{D}_{A}^{2}(\varrho)=$ $\nu \otimes d_{A}^{2}(\varrho)+\mu \otimes d_{A}^{2}(\varrho)$. Then $K_{A, \varrho}(1+i 0) \in \nu \otimes \mathcal{L}\left(L^{2, s}, L^{2,-s}\right) \oplus \mu \otimes \mathcal{L}\left(L^{2, s}, L^{2,-s}\right)$ and as $\frac{1}{2}(1+\beta)=\nu \otimes 1_{2}, T_{0}(\varrho) \in \nu \otimes \mathcal{L}\left(L^{2, s}, L^{2,-s}\right)$. Lastly, by assumption, $V\left(\varrho^{-1}\right)$ belongs to $\nu \otimes \mathcal{L}\left(L^{2,-s}, L^{2, s}\right) \oplus \mu \otimes \mathcal{L}\left(L^{2,-s}, L^{2, s}\right)$, thus, the limit as $\varkappa$ tends to 0 , given by (21), belongs to $\nu \otimes \mathcal{L}\left(L^{2, s}, L^{2,-s}\right)$.

The matrix representation of $\mathcal{D}_{A}(\varrho), K_{A, \varrho}(1+i 0)$, and the equations

$$
\begin{equation*}
\eta \nu=\eta, \quad \bar{\eta} \mu=\bar{\eta}, \quad \eta \mu=\bar{\eta} \nu=0 \tag{23}
\end{equation*}
$$

give that $T_{1}(\varrho), T_{1}(\varrho)\left(1+V\left(\varrho^{-1}\right) T_{0}(\varrho)\right)^{-1} \in \eta \otimes \mathcal{L}\left(L^{2, s}, L^{2,-s}\right) \oplus \bar{\eta} \otimes \mathcal{L}\left(L^{2, s}, L^{2,-s}\right)$. In the same way, using the transposition of the relations (23), we obtain that (22) are in $\eta \otimes \mathcal{L}\left(L^{2, s}, L^{2,-s}\right) \oplus \bar{\eta} \otimes \mathcal{L}\left(L^{2, s}, L^{2,-s}\right)$.

Before expressing the main theorem of this section, let us give some relations, resulting from the properties of $\nu, \mu, \eta$ and $\bar{\eta}$.

Lemma 5.3. Let $\mathcal{P}, \mathcal{P}^{*}, V$ and $R$ be matrices on $\mathbf{C}^{2} \otimes \mathbf{C}^{2}$, of the types

$$
\begin{aligned}
\mathcal{P}=\nu \otimes p+\varkappa \bar{\eta} \otimes q, & V=\nu \otimes V_{+}+\mu \otimes V_{-}+\frac{1}{\varkappa}(\eta \otimes A+\bar{\eta} \otimes \bar{A}), \\
\mathcal{P}^{*}=\nu \otimes p+\varkappa \eta \otimes q, & R=\nu \otimes r+\varkappa\left(\eta \otimes r_{1}+\bar{\eta} \otimes \bar{r}_{1}\right)+\varkappa^{2} R_{2},
\end{aligned}
$$

$\nu, \mu, \eta$ and $\bar{\eta}$ being the matrices defined at the beginning of this section.
Then, $\mathcal{P} V \mathcal{P}^{*}$ and $\mathcal{P} V R V \mathcal{P}^{*}$ are polynomials with respect to $\varkappa$. In particular the singularity of $V$ vanishes.

Theorem 5.4. Let $H_{\varkappa}$ and $H_{0, \varkappa}$ be the Dirac operators defined by (16) and (17) such that the potentials $A$ and $V$ satisfy $\left(H_{\delta}\right)$ with $\delta>1$. Let $T_{\varkappa}:=\mathrm{Id}-S_{\varkappa}(\lambda)$, with $S_{\varkappa}(\lambda)$ being the scattering matrix associated with $\left(H_{\varkappa}-1 / \varkappa^{2}, H_{0, \varkappa}-1 / \varkappa^{2}\right)$.

If $\delta>1+2 / p, p \geq 1$, then $T_{\varkappa}(\lambda)$ is a Schatten class operator, i.e. $T_{\varkappa}(\lambda)$ is in $\sigma_{p}\left(\mathbf{C}^{2} \otimes L^{2}\left(S^{2}, \mathbf{C}^{2}\right)\right)$. In particular, if $\delta>3, T_{\varkappa}(\lambda)$ is a trace class operator; if $\delta>2$, $T_{\varkappa}(\lambda)$ is a Hilbert-Schmidt class operator.

Moreover, there exists a neighbourhood $\mathcal{V}_{0}$ of $\varkappa=0$ such that the map

$$
(\varkappa, \lambda) \longmapsto T_{\varkappa}(\lambda)
$$

is $C^{\infty}$ from $\left.\mathcal{V}_{0} \times\right] 0,+\infty\left[\right.$ to $\sigma_{p}\left(\mathbf{C}^{2} \otimes L^{2}\left(S^{2}, \mathbf{C}^{2}\right)\right)$.

Proof. Our starting point is the formula

$$
\begin{aligned}
T_{\varkappa}(\lambda)= & 2 i \pi \frac{\varrho^{-2}}{2} \gamma_{0}(1) \mathcal{F} \mathcal{P}_{+, \varkappa}(\varrho) \\
& \times\left(V_{\varkappa}\left(\varrho^{-1}\right)-V_{\varkappa}\left(\varrho^{-1}\right) R_{\varkappa}\left(\varrho^{-1}, \lambda+\frac{1}{\varkappa^{2}}+i 0\right) V_{\varkappa}\left(\varrho^{-1}\right)\right) \mathcal{P}_{+, \varkappa}^{*}(\varrho) \mathcal{F}^{*} \gamma_{0}(1)^{*},
\end{aligned}
$$

where $\varrho$ is the smoothness function (with respect to $(\lambda, \varkappa), \lambda>0) \varrho=\left(\lambda+\frac{1}{2} \lambda^{2} \varkappa^{2}\right)^{1 / 2}$.
Let us recall that $\gamma_{0}(1) \mathcal{F}\langle x\rangle^{-s}\left\langle D_{x}\right\rangle^{m}$ is a Schatten class $\sigma_{p / 2}\left(L^{2}\left(\mathbf{R}^{3}\right), L^{2}\left(S^{2}\right)\right)$ operator for any $m \in \mathbf{R}$ and for $s>1 / p+\frac{1}{2}$ (see Lemma 5.7 of [20]). Then we are going to prove that there exists $s>1 / p+\frac{1}{2}$ and $m_{1}, m_{2}$ in $\mathbf{R}$ such that the map

$$
\begin{equation*}
(\varkappa, \varrho) \mapsto \mathcal{P}_{+, \varkappa}(\varrho)\left(V_{\varkappa}\left(\varrho^{-1}\right)-V_{\varkappa}\left(\varrho^{-1}\right) R_{\varkappa}\left(\varrho^{-1}, \lambda+\frac{1}{\varkappa^{2}}+i 0\right) V_{\varkappa}\left(\varrho^{-1}\right)\right) \mathcal{P}_{+, \varkappa}^{*}(\varrho) \tag{24}
\end{equation*}
$$

is $C^{\infty}$ from $\left.\mathcal{V}_{0} \times\right] 0,+\infty\left[\right.$ to $\mathcal{L}\left(H^{m_{1},-s}, H^{m_{2}, s}\right)$ where $\mathcal{V}_{0}$ is a neighbourhood of $\varkappa=0$.
Under the assumption $\left(H_{\delta}\right)$, with $\delta>1+2 / p$, according to the previous lemmas, the main problem is to make the singularity of $V_{\varkappa}\left(\varrho^{-1}\right)$, at $\varkappa=0$,

$$
V_{\varkappa}\left(\varrho^{-1}\right)=V\left(\varrho^{-1}\right)-\frac{1}{\varkappa} A\left(\varrho^{-1}\right)
$$

vanish. But, according to Lemmas 5.1 and 5.2 , we can apply Lemma 5.3 to $V=$ $V_{\varkappa}\left(\varrho^{-1}\right), \mathcal{P}=\mathcal{P}_{+, \varkappa}(\varrho), \mathcal{P}^{*}=\mathcal{P}_{+, \varkappa}^{*}(\varrho)$ and $R=R_{\varkappa}\left(\varrho^{-1}, \lambda+1 / \varkappa^{2}+i 0\right)$.

Thus, we obtain the smoothness of the map (24) from $\left.\mathcal{V}_{0} \times\right] 0,+\infty[$ to $\mathcal{L}\left(H^{m_{1},-s}, H^{m_{2}, s}\right)$. This ends the proof of Theorem 5.4.

Remark 5.5. This smoothness result is better than the result we could get from (2) of Theorem 4.2 in [12]. In [12], the order of the regularity of the scattering amplitude (the integral kernel of $T_{\varkappa}(\lambda)$ ) is connected to the decrease of the potentials. Here, we need only a fixed decrease, of the order $\langle x\rangle^{-\delta}$ (for an arbitrary fixed $\delta>3$ ), to obtain $C^{\infty}$-smoothness of $T_{\varkappa}(\lambda)$.

Proof of Theorem 2.5. Owing to the formula

$$
\frac{d s_{\varkappa}}{d \lambda}(\lambda)=\frac{i}{2 \pi} \operatorname{tr}\left(\frac{d S_{\varkappa}}{d \lambda}(\lambda) S_{\varkappa}^{*}(\lambda)\right),
$$

and to Theorem 5.4, we obtain the smoothness of $s_{\varkappa}(\lambda)$ claimed in (b).
To prove the convergence to $s_{\infty}(\lambda)$, we will establish it in the weak sense, which means that for all $\varphi \in C_{0}^{\infty}([0,+\infty[)$,

$$
\lim _{\varkappa \rightarrow 0} \int_{0}^{+\infty} s_{\varkappa}(\lambda) \varphi^{\prime}(\lambda) d \lambda=\int_{0}^{+\infty} s_{\infty}(\lambda) \varphi^{\prime}(\lambda) d \lambda
$$

It will be a consequence of the following proposition, using the Krein formula (2).
At last, the case $V=0$ is discussed in Remark 3.9.

Proposition 5.6. Let $H_{\varkappa}$ and $H_{0, \varkappa}$ be the Dirac operators defined by (16) and (17) such that the potentials $A$ and $V$ satisfy the hypothesis $\left(H_{\delta}\right)$ with $\delta>3$.

For all $\varphi \in C_{0}^{\infty}(] 0,+\infty[)$, in the trace class, we have

$$
\lim _{\varkappa \rightarrow 0}\left(\varphi\left(H_{\varkappa}-\frac{I}{\varkappa^{2}}\right)-\varphi\left(H_{0, \varkappa}-\frac{I}{\varkappa^{2}}\right)\right)=\nu \otimes\left(\varphi\left(h_{+}\right)-\varphi\left(h_{0}\right)\right),
$$

where $h_{+}$and $h_{0}$ are the Pauli operators defined by (3).
Proof. Our starting formula, owing to (7), is

$$
\begin{equation*}
\varphi\left(H_{\varkappa}-\frac{I}{\varkappa^{2}}\right)=\frac{1}{2} \varphi_{1}\left(\varkappa, H_{\infty}(\varkappa)\right)+\frac{1}{2} \varkappa^{2} H_{\varkappa} \varphi_{2}\left(\varkappa, H_{\infty}(\varkappa)\right) \tag{25}
\end{equation*}
$$

where, for $\lambda>-1 / 2 \varkappa^{2}$ and for $\varkappa \neq 0$,

$$
\begin{aligned}
& \varphi_{1}(\varkappa, \lambda)=\varphi\left(\frac{\left(1+2 \varkappa^{2} \lambda\right)^{1 / 2}-1}{\varkappa^{2}}\right) \\
& \varphi_{2}(\varkappa, \lambda)=\left(1+2 \varkappa^{2} \lambda\right)^{-1 / 2} \varphi_{1}(\varkappa, \lambda)
\end{aligned}
$$

and

$$
\begin{equation*}
H_{\infty}(\varkappa):=\frac{1}{2 \varkappa^{2}}\left(\varkappa^{4} H_{\varkappa}^{2}-I\right) . \tag{26}
\end{equation*}
$$

On $\mathbf{C}^{2} \otimes L^{2}\left(\mathbf{R}^{3}, \mathbf{C}^{2}\right)$ we have

$$
\begin{equation*}
H_{\infty}(\varkappa)=\nu \otimes h+\mu \otimes h^{-}+\varkappa \mathcal{D}_{A, V}+\frac{1}{2} \varkappa^{2} V^{2} \tag{27}
\end{equation*}
$$

where

$$
h^{-}:=\frac{(\sigma \cdot(D-A))^{2}}{2 m}-V_{-} \quad \text { and } \quad \mathcal{D}_{A, V}=\alpha \cdot(D-A) V+V \alpha \cdot(D-A) .
$$

First of all, let us remark that the convergence property is formally obvious (in the space of bounded operators). Indeed, as $\varkappa$ tends to $0, \varphi_{1}(\varkappa, \lambda)$ and $\varphi_{2}(\varkappa, \lambda)$ tend to $\varphi(\lambda)$ and $H_{\infty}(\varkappa)$ tends to $\nu \otimes h+\mu \otimes h^{-}$. Then, formally, for $j=1,2$, we have

$$
\varphi_{j}\left(\varkappa, H_{\infty}(\varkappa)\right) \rightarrow \nu \otimes \varphi(h)+\mu \otimes \varphi\left(h^{-}\right) .
$$

Thus, owing to (25) and (16), we have, as $\varkappa \rightarrow 0$,

$$
\varphi\left(H_{\varkappa}-\frac{I}{\varkappa^{2}}\right) \rightarrow\left[\frac{1}{2}\left(1_{2}+\sigma_{3}\right) \otimes 1_{2}\right] \cdot\left[\nu \otimes \varphi(h)+\mu \otimes \varphi\left(h^{-}\right)\right] .
$$

Moreover $\frac{1}{2}\left(1_{2}+\sigma_{3}\right)=\nu$, then we deduce that formally

$$
\varphi\left(H_{\varkappa}-\frac{I}{\varkappa^{2}}\right) \rightarrow \nu \otimes \varphi(h) .
$$

This formal approach can be justified using functional calculus. For $j=1,2$, we have

$$
\begin{equation*}
\varphi_{j}\left(\varkappa, H_{\infty}(\varkappa)\right)=\frac{1}{2 i \pi} \int_{\varrho-i \infty}^{\varrho+i \infty} \mathcal{M}\left[\varphi_{j}(\varkappa, \cdot)\right](s) \frac{i}{2 \pi} \int_{\Gamma_{s}} z^{-s}\left(H_{\infty}(\varkappa)-z\right)^{-1} d z d s \tag{28}
\end{equation*}
$$

where $\Gamma_{s}$ is a path in $\mathbf{C}$ (which does not contain the semi-bounded spectrum of $\left.H_{\infty}(\varkappa)\right)$ and $\mathcal{M}\left[\varphi_{j}(\varkappa, \cdot)\right](s)$ is the Mellin transform of $\varphi_{j}$,

$$
\mathcal{M}\left[\varphi_{j}(\varkappa, \cdot)\right](s)=\int_{0}^{\infty} t^{s-1} \varphi_{j}(\varkappa, t) d t
$$

After the change of variable $\varkappa^{2} t^{\prime}=\left(1+2 \varkappa^{2} t\right)^{1 / 2}-1$ we have

$$
\begin{aligned}
& \mathcal{M}\left[\varphi_{1}(\varkappa, \cdot)\right](s)=\int_{0}^{\infty}\left(1+\varkappa^{2} t\right)\left(t+\frac{1}{2} \varkappa^{2} t^{2}\right)^{s-1} \varphi(t) d t \\
& \mathcal{M}\left[\varphi_{2}(\varkappa, \cdot)\right](s)=\int_{0}^{\infty}\left(t+\frac{1}{2} \varkappa^{2} t^{2}\right)^{s-1} \varphi(t) d t
\end{aligned}
$$

which tends to $\mathcal{M}[\varphi](s)$ as $\varkappa$ tends to 0 .
As $H_{\infty}(\varkappa)$ is a polynomial with respect to $\varkappa$, then $\left(H_{\infty}(\varkappa)-z\right)^{-1}$ is smooth with respect to $\varkappa$ and tends to $\left(H_{\infty}(0)-z\right)^{-1}$. Thus we have easily the convergence of $\varphi\left(H_{\varkappa}-I / \varkappa^{2}\right)$ to $\nu \otimes \varphi\left(h_{+}\right)$in the space of bounded operators.

To obtain the convergence of $\varphi\left(H_{\varkappa}-I / \varkappa^{2}\right)-\varphi\left(H_{0, \varkappa}-I / \varkappa^{2}\right)$ in the trace norm, we construct a parametrix for $\left(H_{\infty}(\varkappa)-z\right)^{-1}$, and the functional calculus by the Mellin transform gives the expression

$$
\begin{aligned}
\varphi_{j}\left(\varkappa, H_{\infty}(\varkappa)\right)= & \sum_{k=0}^{N} O p^{\omega}\left(b_{\varphi_{j}, k}^{\varkappa}\right)+\frac{1}{2 i \pi} \int_{\varrho-i \infty}^{\varrho+i \infty} \mathcal{M}\left[\varphi_{j}(\varkappa, \cdot)\right](s) \\
& \times \frac{i}{2 \pi} \int_{\Gamma_{s}} z^{-s} O p^{\omega}\left(\delta_{N+1, z}^{\varkappa}\right)\left(H_{\infty}(\varkappa)-z\right)^{-1} d z d s
\end{aligned}
$$

with $O p^{\omega}\left(b_{\varphi_{j}, k}^{\varkappa}\right)$ and $O p^{\omega}\left(\delta_{N+1, z}^{\varkappa}\right)$ in a trace class for $N$ large enough. Because $H_{\infty}(\varkappa)$ is a polynomial with respect to $\varkappa$, we deduce that $\delta_{N+1, z}^{\varkappa}$ is also a polynomial, and the control with respect to small $\varkappa$, is not difficult. Thus, we have proved Proposition 5.6 (see Part 4 of [4] for more details).

Remark 5.7. As remarked by the referee, it would be nice to prove multiparameter asymptotics in the three parameters ( $h, \lambda, c$ ). This problem seems difficult. However, we can get partial results when one of the parameters is fixed.

## References

1. Balslev, E. and Helffer, B., Limiting absorption principle and resonances for the Dirac operator, Adv. in Appl. Math. 13 (1992), 186-215.
2. Birman, M. S. and Krein, M. G., On the theory of wave operators and scattering operators, Dokl. Akad. Nauk. SSSR 144 (1962), 475-478 (Russian). English transl.: Soviet Math. Dokl. 3 (1962), 740-744.
3. Brummelhuis, R. and Nourrigat, J., Scattering amplitude for Dirac operators, Preprint, Reims, 1997.
4. Bruneau, V., Propriétés asymptotiques du spectre continu d'opérateurs de Dirac, Thesis, Nantes, 1995.
5. Bruneau, V., Sur le spectre continu de l'opérateur de Dirac: formule de Weyl, limite non-relativiste, C. R. Acad. Sci. Paris Sér. I Math. 322 (1996), 43-48.
6. Bruneau, V., Fonctions Zeta et Eta en presence de spectre continu, C. R. Acad. Sci. Paris Sér. I Math. 323 (1996), 475-480.
7. Bruneau, V., Asymptotique de la phase de diffusion à haute énergie pour l'opérateur de Dirac, to appear in Ann. Fac. Sci. Toulouse Math. (1998).
8. Cerbah, S., Principe d'absorption limite semi-classique pour l'opérateur de Dirac, Preprint, Reims, 1995.
9. Chazarain, J., Spectre d'un hamiltonien quantique et mécanique classique, Comm. Partial Differential Equations 5 (1980), 595-644.
10. Gérard, C. and Martinez, A., Principe d'absorption limite pour des opérateurs de Schrödinger à longue portée, C. R. Acad. Sci. Paris Sér. I Math. 306 (1989), 121-123.
11. Grigis, A. and Mohamed, A., Finitude des lacunes dans le spectre de l'opérateur de Schrödinger et de Dirac avec des potentiels électrique et magnétique periodiques, J. Math. Kyoto Univ. 33 (1993), 1071-1096.
12. Grigore, D. R., Nenciu, G. and Purice, R., On the nonrelativistic limit of the Dirac Hamiltonian, Ann. Inst. H. Poincaré Phys. Théor. 51 (1989), 231-263.
13. Helffer, B. and Robert, D., Comportement semi-classique du spectre des hamiltoniens quantiques elliptiques, Ann. Inst. Fourier (Grenoble) 31:3 (1981), 169-223.
14. Helffer, B. and Robert, D., Calcul fonctionnel par la transformation de Mellin et opérateurs admissibles, J. Funct. Anal. 53 (1983), 246-268.
15. Helffer, B. and Sjöstrand, J., Analyse semi-classique de l'équation de Harper, II, Comportement semi-classique près d'un rationnel, Mém. Soc. Math. France 40 (1990).
16. Hislop, P. and Nakamura, S., Semiclassical resolvent estimates, Ann. Inst. H. Poincaré Phys. Théor. 51 (1989), 187-198.
17. Jecko, T., Sections efficaces totales d'une molécule diatomique dans l'approximation de Born-Oppenheimer, Thesis, Nantes, 1996.
18. Jensen, A., Mourre, E. and Perry, P., Multiple commutator estimates and resolvent smoothness in quantum scattering theory, Ann. Inst. H. Poincaré Phys. Théor. 41 (1984), 207-225.
19. Robert, D., Autour de l'approximation semi-classique, Progr. Math. 68, Birkhäuser, Boston, Mass., 1987.
20. Robert, D., Asymptotique de la phase de diffusion à haute énergie pour des perturbations du second ordre du Laplacien, Ann. Sci. École Norm. Sup. 25 (1992), 107-134.
21. Robert, D., On the scattering theory for long range perturbations of Laplace operators, J. Anal. Math. 59 (1992), 189-203.
22. Robert, D., Relative time-delay for perturbations of elliptic operators and semiclassical asymptotics, J. Funct. Anal. 126 (1994), 36-82.
23. Robert, D. and Tamura, H., Semi-classical asymptotics for local spectral densities and time delay problems in scattering processes, J. Funct. Anal. 80 (1988), 124-147.
24. Thaller, B., The Dirac Equation, Texts and Monographs in Phys., Springer-Verlag, Berlin-Heidelberg-New York, 1992.
25. Yajima, K., The quasi-classical approximation to Dirac equation, I, J. Fac. Sci. Univ. Tokyo Sect. I A Math. 29 (1982), 161-194.
26. Yamada, O., On the principle of limiting absorption for the Dirac operators, Publ. Res. Inst. Math. Sci. 8 (1972/73), 557-577.

Received September 1, 1997
in revised form March 9, 1998

Vincent Bruneau
Département de mathématiques
Université Bordeaux I
351, cours de la Libération F-33405 Talence
France
email: vbruneau@math.u-bordeaux.fr

Didier Robert
Département de mathématiques
Université de Nantes
2 , rue de la Houssinière
BP 92208
F-44322 Nantes Cedex 03
France
email: robert@math.univ-nantes.fr

