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#### Abstract

In this paper we prove a well-posedness result for the Cauchy problem. We study a class of first order hyperbolic differential [2] operators of rank zero on an involutive submanifold of $T^{*} \mathbf{R}^{n+1} \backslash\{0\}$ and prove that under suitable assumptions on the symmetrizability of the lifting of the principal symbol to a natural blow up of the "singular part" of the characteristic set, the operator is strongly hyperbolic.


## 1. Introduction

In this paper we are concerned with strong hyperbolicity for a class of first order systems with involutive characteristics. It is well known that the well-posedness of the Cauchy problem in the $C^{\infty}$ category usually requires some conditions both on the principal symbol and on the lower order terms of the operator (see e.g. [5], [6] and [10]). However this is not always the case and we say that the Cauchy problem is strongly hyperbolic if it is well-posed for any lower order term.

It is thus natural to ask when a given system is strongly hyperbolic. Actually most of the existent literature is concerned with necessary conditions for strong hyperbolicity. We would like to refer to some of the most important contributions in this subject related to the present paper. In [8] Nishitani proved that, assuming that the coefficients of the system are real-analytic, strong hyperbolicity implies that the principal symbol at a multiple characteristic point has Jordan blocks of size at most 2 in its canonical form. In particular a strongly hyperbolic system of size $m$ has rank $\leq\left[\frac{1}{2} m\right]$ at a characteristic point of multiplicity $m$. It is also easy to exhibit examples of even order $m$ strongly hyperbolic systems with characteristic roots of multiplicity $m$ whose principal symbol has rank $\left[\frac{1}{2} m\right]$ at those points. Actually these examples exhibit a propagation cone transverse to the characteristic manifold and this fact mimics what happens in the scalar case for effectively hyperbolic operators. On the other hand, when the rank exceeds $\left[\frac{1}{2} m\right.$ ] at a characteristic of multiplicity $m$, we in general expect a non-strongly hyperbolic operator, i.e. Levi conditions appear, as was pointed out, e.g., in [3].

It seems thus natural to ask about the strong hyperbolicity for operators with non-transverse (or even tangent) propagation cone.

When the multiple characteristic set (or manifold: we clarify this in the following) is not involutive we still expect that, even in the case of zero rank systems, there is no strong hyperbolicity. In the last section of the present paper we present an example of a non-strongly $3 \times 3$ hyperbolic system with rank zero on its non-involutive characteristic manifold consisting of points of multiplicity 3 . The commutation relations of the symplectic coordinates prevent well-posedness independently of the lower order terms.

It is therefore natural to study a case in which the propagation cone at a multiple point is tangent to the characteristic manifold and the characteristic manifold is involutive.

In the present paper we deal with a first order system

$$
\begin{equation*}
L(x, D)=D_{0}+\sum_{j=1}^{n} A_{j}(x) D_{j}+B(x)=L_{1}(x, D)+L_{0}(x) \tag{1.1}
\end{equation*}
$$

where $A_{j}(x)$ and $B(x)$ are $C^{\infty}, m \times m$ matrices and we consider the Cauchy problem

$$
\left\{\begin{array}{l}
L(x, D) u=f, \quad x_{0}>0,  \tag{1.2}\\
\left.u\right|_{x_{0}=0}=g .
\end{array}\right.
$$

Denote by $h(x, \xi)=\operatorname{det} L_{1}(x, \xi)$ the determinant of the principal symbol $L_{1}$ and assume that $h$ is hyperbolic with respect to $\xi_{0}$. Here $x=\left(x_{0}, x_{1}, \ldots, x_{n}\right)=\left(x_{0}, x^{\prime}\right) \in$ $\mathbf{R}^{n+1}$ and $x_{0}$ is the time variable.

We suppose that the characteristic set of $h$ is a stratified involutive manifold; this means that each layer of the stratification is an involutive manifold $\Sigma_{j}$ having the property that if $\varrho \in \Sigma_{j}$, then $T_{\varrho}^{\sigma} \Sigma_{j} \subset T_{\varrho} \Sigma_{j}$ and $\varrho$ is a characteristic of $h$ of multiplicity $j$. Here $T_{\varrho}^{\sigma} \Sigma_{j}$ denotes the dual of $T_{\varrho} \Sigma_{j}$ with respect to the symplectic form $\sigma$.

A typical situation in which this happens is when the localization of $h$ at a point $\varrho \in \Sigma_{m}$, where $m$ is the maximum multiplicity, is strictly hyperbolic on the normal space $N_{\varrho} \Sigma_{m}=T_{\varrho} \Sigma_{m}^{\perp}$ (here $T_{\varrho} \Sigma_{m}^{\perp}$ denotes the euclidean orthogonal of $T_{\varrho} \Sigma_{m}$ ); then there are only two layers corresponding to multiplicity $m$ and multiplicity 1 .

According to what has been said before, we consider a zero rank situation: this means that, if $\varrho \in \Sigma_{j}, \varrho$ is a characteristic of multiplicity $j$. Thus the matrix $L_{1}(x, \xi)$, and hence the whole symbol $L$, can be decomposed in block diagonal form

$$
\left[\begin{array}{cc}
L_{11} & 0 \\
0 & L_{22}
\end{array}\right]
$$

where $L_{22}(\varrho)$ is elliptic and $\left(L_{1}\right)_{11}(\varrho)=0$.
Even in this geometrical framework we know that the assumptions do not guarantee that the operator $L$ is a strongly hyperbolic operator. For instance the symbol

$$
L_{\mathbf{1}}(x, \xi)=\left[\begin{array}{ccc}
\xi_{0} & \xi_{1} & 0 \\
0 & \xi_{0} & 0 \\
0 & 0 & \xi_{0}-\xi_{1}
\end{array}\right]
$$

satisfies the conditions we assumed up to now, but is not strongly hyperbolic. Its triple characteristic manifold is given by $\Sigma_{3}=\left\{(x, \xi) \mid \xi_{0}=\xi_{1}=0\right\}$. If $\xi_{1} \neq 0$ then we are at a double characteristic point and the canonical form of the principal symbol exhibits a $2 \times 2$ Jordan block. Hence $\Sigma=\Sigma_{3} \cup \Sigma_{2} \cup \Sigma_{1}$, where $\Sigma_{1}=\left\{(x, \xi) \mid \xi_{0}=\xi_{1} \neq 0\right\}$ and $\Sigma_{2}=\left\{(x, \xi) \mid \xi_{0}=0\right.$ and $\left.\xi_{1} \neq 0\right\}$; of course $\Sigma_{j}$ is involutive for every $j=1,2,3$.

In order to rule out the above cases we must add an extra assumption on the symmetrizability of the localization of $L_{1}$ on the normal space $N_{\varrho} \Sigma_{j}$ if $\Sigma_{j^{\prime}}$, $1<j^{\prime}<j$, is present. The above example does not satisfy this assumption. Actually this assumption turns out to be also necessary, according to Theorem 5.2 in [9].

The technique employed in this paper is inspired of the Melrose-Uhlmann paper [7]. We do not construct parametrices though, so that in order to construct a symmetrizer for our operator we need a precise way to define the composition within a class of singular pseudodifferential operators. Section 3 is devoted to this task. Once this is accomplished, the strong hyperbolicity is a consequence of the usual energy estimates; the latter can be deduced easily because of the uniform microlocal symmetrizability assumption (see (2.3) below for a precise statement) in Section 4. Section 5 is devoted to proving that a specific example of system with non-involutive characteristic manifold is not strongly hyperbolic. In particular the determinant of this system is a third order hyperbolic symbol with triple characteristics and its well-posedness is well known due to [1]. We conclude that in general we cannot expect strong hyperbolicity for systems with non-involutive characteristic manifold.

Acknowledgements. We are indebted to T. Nishitani for helpful conversations.

## 2. Statement of the result

We consider the following Cauchy problem

$$
\begin{cases}L(x, D) u(x)=f(x) & \text { in }\left\{x \in U \mid x_{0}>0\right\},  \tag{2.1}\\ \left.u\right|_{x_{0}=0}=g & \text { in }\left\{x \in U \mid x_{0}=0\right\},\end{cases}
$$

where $U$ is an open subset of $\mathbf{R}^{n+1}, 0 \in U$, and $f$ and $g$ are given distributions. Here $x \in \mathbf{R}^{n+1}, x=\left(x_{0}, x_{1}, \ldots, x_{n}\right)=\left(x_{0}, x^{\prime}\right)$, and $L$ is a pseudodifferential first order
matrix operator of size $m$ of the form

$$
\begin{equation*}
L(x, D)=D_{0}+A\left(x, D^{\prime}\right)+B\left(x, D^{\prime}\right)=L_{1}(x, D)+L_{0}\left(x, D^{\prime}\right) \tag{2.2}
\end{equation*}
$$

where $A\left(x, \xi^{\prime}\right)$ (resp. $B\left(x, \xi^{\prime}\right)$ ) is an $m \times m$ matrix whose entries are homogeneous symbols of order 1 (resp., polyhomogeneous symbols of order 0 ) with respect to $\xi^{\prime}$.

The operator $L$ satisfies the assumption:
(H1) $L$ is hyperbolic with respect to the direction $\left(0, e_{0}\right)=(x=0, \xi=(1, \ldots, 0))$ i.e., writing $h(x, \xi)=\operatorname{det} L_{1}(x, \xi)=\operatorname{det}\left(\xi_{0}+A\left(x, \xi^{\prime}\right)\right)$, the polynomial $\xi_{0} \mapsto h\left(x, \xi_{0}, \xi^{\prime}\right)$ has only real roots in the time covariable $\xi_{0}$.

Let us denote by $\Sigma=\left\{(x, \xi) \in T^{*} U \backslash\{0\} \mid h(x, \xi)=0\right\}$ the characteristic set of $L$. We assume that, for $1<l \leq m$,
$(\mathrm{H} 2)_{l}$ The multiplicity of the points of $\Sigma$ is at most $m$. Moreover, denoting by

$$
\Sigma_{l}=\left\{(x, \xi) \in \Sigma \mid d^{j} h(x, \xi)=0, j=0,1, \ldots, l-1, \text { and } d^{l} h(x, \xi) \neq 0\right\}
$$

the set of points of multiplicity $l$, we suppose that $\Sigma_{l}$ is a non-radial involutive $C^{\infty}$ submanifold of $T^{*} U$ of codimension $k_{l}+1, k_{l} \geq 2$.

We further assume that:

Ker $L_{1}(x, \xi) \cap \operatorname{Im} L_{1}(x, \xi)=\{0\}$ for $(x, \xi) \in \Sigma_{l} \cap T^{*} U \backslash\{0\} \quad$ and $\left.\quad \operatorname{dim} \operatorname{Ker} L_{1}\right|_{\Sigma_{l}}=l$.
Define now the smooth submanifold $\Sigma_{l}^{\prime}$ as the flowout of $\Sigma_{l}$ along the Hamilton vector field of $-x_{0}$, i.e.

$$
\begin{equation*}
\Sigma_{l}^{\prime}=\exp \left(t H_{-x_{0}}\right) \Sigma_{l}, \quad|t| \leq \delta \tag{2.4}
\end{equation*}
$$

where $\delta$ is a suitable positive number such that $\Sigma_{l}^{\prime} \subset T^{*} U \backslash\{0\}$. Let $\bar{z} \in \Sigma_{l}$ and consider a (conic) neighborhood of $\bar{z}, V_{\bar{z}} \subset T^{*} U \backslash\{0\}$. We now want to blow up $T^{*} U \backslash\{0\}$ along the submanifold $\Sigma_{l}^{\prime}$. As a set this blow up $\left(T^{*} U \backslash\{0\}\right)_{\Sigma_{i}^{\prime}}^{\wedge}$ is defined to be the union of $\left(T^{*} U \backslash\{0\}\right) \backslash \Sigma_{l}^{\prime}$ and $\mathrm{PN} \Sigma_{l}^{\prime}$, the projective normal bundle of $\Sigma_{l}^{\prime}$ (see e.g. [4]).

The above mentioned neighborhood $V_{\bar{z}}$ is then lifted to an open subset $\widehat{V}_{\bar{z}} \subset$ $\left(T^{*} U \backslash\{0\}\right)_{\Sigma_{l}^{\prime}}^{\wedge}$ and $A\left(x, \xi^{\prime}\right)$ can be extended to a smooth function-for the $C^{\infty}$ structure of $\left(T^{*} U \backslash\{0\}\right)_{\Sigma_{t}^{\prime}}^{\wedge}$ defined in $\widehat{V}_{\bar{z}}$.

The final assumption is:
$(\mathrm{H} 3)_{l} A$ is uniformly symmetrizable in $\widehat{V}_{\bar{z}}$.
We can then state our first result.

Theorem 2.1. Under the assumptions ( H 1$),(\mathrm{H} 2)_{l}$ and $(\mathrm{H} 3)_{l}$ the Cauchy problem (2.1) is microlocally strongly well-posed in a neighborhood of a point in $\Sigma_{l}$.

A local version of the above theorem is the following result.
Theorem 2.2. Assume that $\Sigma$ is stratified as $\bigcup_{j-1}^{m} \Sigma_{j}$, where $\Sigma_{j}$ are $C^{\infty}$ manifolds of multiplicity $j$. Denote by $\pi: T^{*} U \backslash\{0\} \rightarrow U$ the natural projection and consider $\pi^{-1}(U) \cap \Sigma$. Assume that $(\mathrm{H} 1),(\mathrm{H} 2)_{j}$ and $(\mathrm{H} 3)_{j}$ are satisfied for $j \geq 2$ on $\pi^{-1}(U) \cap \Sigma_{j}$. Then $L$ is strongly hyperbolic.

When the localization $h_{z}$ of det $L_{1}$ is strictly hyperbolic we can prove the the following theorem.

Theorem 2.3. Assume that (H1) and (H2) $)_{m}$ hold and that $T_{z} \Sigma_{m}=\Lambda\left(h_{z}\right)$, $z \in \Sigma_{m}$. Then the Cauchy problem (2.1) is microlocally strongly well-posed in a neighborhood of a point in $\Sigma_{l}$.

## 3. Some preparations

In this section we assume that (H2) $)_{m}$ and (H3) $)_{m}$ hold, i.e. we make our assumptions in the case of maximal multiplicity. The other cases, modulo a block reduction, are quite similar.

By assumption (H2) there are smooth functions $\varphi_{j}(x, \xi), j=0,1, \ldots, k$, homogeneous of degree 1 with respect to $\xi$ such that

$$
\Sigma_{m}=\left\{(x, \xi) \mid \varphi_{j}(x, \xi)=0, j=0,1, \ldots, k\right\}
$$

We argue in a neighborhood of a fixed point $\bar{z} \in \Sigma_{m}$. It is easy to see that for at least one $j \in\{0, \ldots, k\}$ we have $\left(\partial \varphi_{j} / \partial \xi_{0}\right)(\bar{z}) \neq 0$. Let us say that $\left(\partial \varphi_{0} / \partial \xi_{0}\right)(\bar{z}) \neq 0$. Hence we may assume that $\varphi_{0}(x, \xi)=\xi_{0}-\widetilde{\varphi}_{0}\left(x, \xi^{\prime}\right)$ and $\varphi_{j}=\varphi_{j}\left(x, \xi^{\prime}\right)$ for $j=1, \ldots, k$, $\widetilde{\varphi}_{0}$ being homogeneous of degree 1 with respect to $\xi^{\prime}$. By means of a canonical transformation leaving the hyperplane $\left\{x \mid x_{0}=0\right\}$ unchanged we may reduce $\varphi_{0}(x, \xi)$ to $\xi_{0}$ so that $\Sigma_{m}=\left\{(x, \xi) \mid \xi_{0}=0\right.$ and $\left.\varphi_{j}\left(x, \xi^{\prime}\right)=0, j=1, \ldots, k\right\}$. This choice of coordinates yields that

$$
\Sigma_{m}^{\prime}=\left\{(x, \xi) \mid \varphi_{j}\left(x, \xi^{\prime}\right)=0, j=1, \ldots, k\right\}
$$

By assumption (H2), $\Sigma_{m}$ is an involutive submanifold of $T^{*} \mathbf{R}^{n+1} \backslash\{0\}$; this implies that

$$
\left.\left\{\xi_{0}, \varphi_{j}\right\}\right|_{\Sigma_{m}}=0 \quad \text { and }\left.\quad\left\{\varphi_{i}, \varphi_{j}\right\}\right|_{\Sigma_{m}}=0
$$

for every $i, j \in\{1, \ldots, k\}$. Let us first consider the first set of brackets.

Lemma 3.1. Due to our assumptions, the functions $\varphi_{j}, j=1, \ldots, k$, can be chosen to be independent of the variable $x_{0}$.

Proof. From the above mentioned bracket vanishing property we obtain that there are smooth functions $\alpha_{j l}\left(x, \xi^{\prime}\right), j, l=1, \ldots, k$, such that

$$
\begin{equation*}
\frac{\partial \varphi_{j}}{\partial \xi_{0}}\left(x, \xi^{\prime}\right)=\sum_{l=1}^{k} \alpha_{j l}\left(x, \xi^{\prime}\right) \varphi_{l}\left(x, \xi^{\prime}\right), \quad j=1, \ldots, k \tag{3.1}
\end{equation*}
$$

Let $U\left(x, \xi^{\prime}\right)$ be the $k \times k$ smooth matrix obtained by solving the Cauchy problem

$$
\left\{\begin{array}{l}
\frac{\partial U}{\partial x_{0}}\left(x, \xi^{\prime}\right)=-U\left(x, \xi^{\prime}\right) A\left(x, \xi^{\prime}\right)  \tag{3.2}\\
\left.U\right|_{x_{0}=0}=I_{k}
\end{array}\right.
$$

where $A$ denotes the $k \times k$ matrix whose entries are the $\alpha_{j l}$ above. Set $\widetilde{\varphi}\left(x, \xi^{\prime}\right)=$ $U\left(x, \xi^{\prime}\right) \varphi\left(x, \xi^{\prime}\right)$, where $\widetilde{\varphi}$ and $\varphi$ denote two vectors with $k$ components. Since $\partial_{x_{0}} \widetilde{\varphi}=$ $\left(\partial_{x_{0}} U\right) \varphi+U\left(\partial_{x_{0}} \varphi\right)=(-U A+U A) \varphi \equiv 0$ we conclude that $\widetilde{\varphi}$ are actually functions of $\left(x^{\prime}, \xi^{\prime}\right)$ only. Furthermore, $U$ is a non-singular matrix, at least for small values of the variable $x_{0}$, i.e. $\varphi=0$ if and only if $\widetilde{\varphi}=0$.

As a consequence of Lemma 3.1 we may assume that the submanifold

$$
\Sigma_{m}=\left\{(x, \xi) \in T^{*} \mathbf{R}^{n+1} \backslash\{0\} \mid \xi_{0}=0 \text { and } \varphi_{j}\left(x^{\prime}, \xi^{\prime}\right)=0, j=1, \ldots, k\right\}
$$

where the functions $\varphi_{j}$ have independent differentials at the points of $\Sigma_{m}$. It is then obvious that the manifold

$$
\Sigma_{m}^{\prime}=\left\{(x, \xi) \in T^{*} \mathbf{R}^{n+1} \backslash\{0\} \mid \varphi_{j}\left(x^{\prime}, \xi^{\prime}\right)=0, j=1, \ldots, k\right\}
$$

is cylindrical with respect to ( $x_{0}, \xi_{0}$ ) and of course involutive. Hence there are homogeneous symplectic coordinates, which we still denote by $(x, \xi)$, such that

$$
\Sigma_{m}=\left\{(x, \xi) \in T^{*} \mathbf{R}^{n+1} \backslash\{0\} \mid \xi_{0}=\xi_{1}=\ldots=\xi_{k}=0\right\}
$$

We point out that this homogeneous canonical transformation can be realized by a Fourier integral operator of order zero, elliptic at $\bar{z} \in \Sigma_{m}$, leaving the hyperplane $\left\{(x, \xi) x_{0}=0\right\}$ unchanged, due to Lemma 3.1. This will lead to a microlocal energy estimate for the system (2.1). Using these new coordinates (2.2) becomes

$$
\begin{equation*}
L(x, D)=D_{0}+\sum_{i=1}^{k} A_{j}\left(x, D^{\prime}\right) D_{j}+B\left(x, D^{\prime}\right)=L_{1}(x, D)+L_{0}\left(x, D^{\prime}\right) \tag{3.3}
\end{equation*}
$$

where the $A_{j}\left(x, \xi^{\prime}\right)$ are $m \times m$ matrices of order zero, homogeneous of degree zero with respect to $\xi^{\prime}$, depending smoothly on the parameter $x_{0}$. We notice that, in order to obtain the form (3.3) for $L$, the rank zero assumption has been used.

Next we consider the symbol $\sum_{j=1}^{k} A_{j}\left(x, \xi^{\prime}\right) \xi_{j}$ and want to regularize it by using a blow up technique.

Let us consider $\left(T^{*} U \backslash\{0\}\right)_{\Sigma_{m}^{\prime}}^{\wedge}$, the blow up of $T^{*} U \backslash\{0\}$ along the submanifold $\Sigma_{m}^{\prime}=\left\{(x, \xi) \in T^{*} U \backslash\{0\} \mid \xi_{1}=\ldots=\xi_{k}^{m}=0\right\}$. It will be useful to adopt the following notation: for $j \in\{1, \ldots, n\}$, denote by $x_{(j)}$ the $j$-tuple $x_{(j)}=\left(x_{1}, \ldots, x_{j}\right)$ and by $x^{(j)}$ the $(n-j+1)$-tuple $x^{(j)}=\left(x_{j}, \ldots, x_{n}\right)$, so that $x=\left(x_{0}, x_{(j)}, x^{(j+1)}\right)$. Let us now take a look at $\left(T^{*} U \backslash\{0\}\right)_{\Sigma_{m}^{\prime}}^{\wedge}$. By definition it is the union of $\left(T^{*} U \backslash\{0\}\right) \backslash \Sigma_{m}^{\prime}$ and of the projective normal bundle of $\Sigma_{m}^{\prime}$. Using our special coordinates the latter can be identified with the quotient of

$$
\begin{aligned}
& \left\{\left(\left(x, \xi_{0}, \xi_{(k)}=0, \xi^{(k+1)}\right), \delta \xi_{(k)}, 0\right) \mid \xi^{(k+1)} \neq 0 \text { and }(\delta \xi)_{(k)} \neq 0\right\} \\
& \equiv\left\{\left(x, \xi_{0}, \xi^{(k+1)}, \delta \xi_{(k)}\right) \mid \xi^{(k+1)} \neq 0 \text { and } \delta \xi_{(k)} \neq 0\right\}
\end{aligned}
$$

by the equivalence relation obtained identifying two normal vectors when they are multiple one of the other via a non-zero real factor. This means that the above normal bundle can be described as

$$
\left\{\left(x, \xi_{0}, \xi^{(k+1)}, \delta \xi_{(k)}\right) \mid \xi^{(k+1)} \neq 0 \text { and }\left|\delta \xi_{(k)}\right|=1\right\}
$$

and each couple of antipodal points on the unit ( $k-1$ )-dimensional sphere is identified with one point.

It can be easily seen (see e.g. [4] for a proof of this fact) that $\left(T^{*} U \backslash\{0\}\right)_{\Sigma_{m}^{\prime}}^{\wedge}$ can be identified with the quotient of

$$
\mathbf{R} \times \mathbf{S}^{k-1} \times \widehat{U}_{\left(x, \xi_{0}, \xi^{(k+1)}\right)}
$$

where

$$
\widehat{U}_{\left(x, \xi_{0}, \xi^{(k+1)}\right)}=\left\{\left(x, \xi_{0}, \xi^{(k+1)}\right) \mid \text { there exists a } \xi_{(k)} \text { such that }(x, \xi) \in U\right\}
$$

via the identification of $\left(x, \varrho, \omega, \xi_{0}, \xi^{(k+1)}\right)$ with

$$
i\left(x, \varrho, \omega, \xi_{0}, \xi^{(k+1)}\right)=\left(x,-\varrho,-\omega, \xi_{0}, \xi^{(k+1)}\right)
$$

Using these coordinates the symbol $L_{1}(x, \xi)$ in (3.3) becomes

$$
\begin{equation*}
L_{1}\left(x, \varrho, \omega, \xi_{0}, \xi^{(k+1)}\right)=\xi_{0}+\varrho \sum_{j=1}^{k} A_{j}\left(x, \varrho, \omega, \xi^{(k+1)}\right) \omega_{j} \tag{3.4}
\end{equation*}
$$

on $\left(\mathbf{R}_{\varrho} \times \mathbf{S}_{\omega}^{k-1} \times \widehat{U}\right) / i$. Now assumption (H3) means that there is a smooth matrix $S\left(x, \varrho, \omega, \xi^{(k+1)}\right)$ defined in $\left(\mathbf{R}_{\varrho} \times \mathbf{S}_{\omega}^{k-1} \times \hat{U}\right) / i$ such that
(i) $S=S^{*}$;
(ii) $S$ is positive definite;
(iii) $S A=A^{*} S$,
where $A=A\left(x, \varrho, \omega, \xi^{(k+1)}\right)=\varrho \sum_{j=1}^{k} A_{j}\left(x, \varrho \omega, \xi^{(k+1)}\right) \omega_{j}$. Let us now introduce a class of symbols naturally related to the blow up geometry. Without loss of generality we may assume that $\bar{z}=\left(0, e_{n}\right)$.

Definition 3.1. Let $\Omega$ be an open subset of $\mathbf{R}^{n+1}$ containing the origin and $l, m \in \mathbf{R}$. We say that

$$
a\left(x, \varrho, \omega, \xi^{(k+1)}\right) \in S^{l}\left(\mathbf{R}^{+} ; S^{m}\left(\Omega \times \mathbf{S}_{\omega}^{k-1} \times \mathbf{R}_{\xi(k+1)}^{k+1}\right)\right)=S^{l}\left(\mathbf{R}^{+} ; S^{m}\right)
$$

if for every $K \Subset \Omega$ there exists a positive constant $C_{K, \beta, \alpha, s, Q}$ such that

$$
\left|\partial_{x}^{\beta} \partial_{\varrho}^{s} \partial_{\xi^{(k+1)}}^{\alpha} Q\left(\omega, \partial_{\omega}\right) a\left(x, \varrho, \omega, \xi^{(k+1)}\right)\right| \leq C_{K, \beta, \alpha, s, Q}(1+\varrho)^{l-s}\left(1+\left|\xi^{(k+1)}\right|\right)^{m-|\alpha|}
$$

where $Q$ is a differential operator on $\mathbf{S}^{k-1}$.
From (iii) above it is easily seen that, possibly dividing $S$ by $\left(\varrho^{2}+\left|\xi^{(k+1)}\right|^{2}\right)^{1 / 2}$, we can choose $S$ as a function positively homogeneous of degree 0 with respect to $\varrho$ and $\xi^{(k+1)}$.

This immediately implies that $S\left(x, \varrho, \omega, \xi^{(k+1)}\right) \in S^{0}\left(\mathbf{R}^{+} ; S^{0}\left(\Omega \times \mathbf{S}^{k-1} \times \mathbf{R}^{k+1}\right)\right)$.
Remark. Assumption (H3) forces us to place ourselves in a neighborhood of $\bar{z}=\left(0, e_{n}\right)$ of the form $\left|\xi_{(k)}\right| \leq \varepsilon\left|\xi^{(k+1)}\right|$, for a positive number $\varepsilon$. In the blow up coordinates this means that $\varrho \leq \varepsilon\left|\xi^{(k+1)}\right|$. Therefore choosing $\sigma \in C_{0}^{\infty}(\mathbf{R}), \operatorname{supp} \sigma \subset$ $[-1,1], \sigma \equiv 1$ on $\left[-\frac{1}{2}, \frac{1}{2}\right]$, we will use a cut-off function of the form

$$
\sigma_{1}\left(\varrho, \xi^{(k+1)}\right)=\sigma\left(\frac{\varrho}{\varepsilon\left|\xi^{(k+1)}\right|}\right)
$$

and thus $\sigma_{1} \in S^{0}\left(\mathbf{R}^{+} ; S^{0}\right)$. In particular the symbols of Definition 3.1 can be quantized in the usual way, provided they are supported (or cut off) in a region of the above form.

We now turn to the precise computation of the composition of two symbols in the above defined class.

Lemma 3.2. Let $a \in S^{l}\left(\mathbf{R}^{+} ; S^{m}\right), b \in S^{l^{\prime}}\left(\mathbf{R}^{+} ; S^{m^{\prime}}\right)$. Then $\operatorname{op}(a) \circ \mathrm{op}(b)=C_{1}+$ $C_{2}+C_{3}+C_{4}$, where $\sigma\left(C_{1}\right) \in S^{l+l^{\prime}}\left(\mathbf{R}^{+} ; S^{m+m^{\prime}}\right), \sigma\left(C_{2}\right) \in S^{-\infty}\left(\mathbf{R}^{+} ; S^{m+m^{\prime}}\right), \sigma\left(C_{3}\right) \in$ $S^{l+l^{\prime}}\left(\mathbf{R}^{+} ; S^{-\infty}\right), \sigma\left(C_{4}\right) \in S^{-\infty}\left(\mathbf{R}^{+} ; S^{-\infty}\right)$.

Proof. A straightforward computation shows that

$$
\begin{equation*}
\partial_{\xi_{(k)}}=\omega \partial_{\varrho}+\frac{1}{\varrho}(I-\omega \otimes \omega) \partial_{\omega} \tag{3.5}
\end{equation*}
$$

where $I$ denotes the $k \times k$ identity matrix, so that

$$
\begin{equation*}
\partial_{\xi_{(k)}}^{\alpha_{(k)}}=\sum_{s=0}^{\left|\alpha_{(k)}\right|} Q_{\left|\alpha_{(k)}\right|-s}\left(\omega, \partial_{\omega}\right) \varrho^{-\left|\alpha_{(k)}\right|+s} \partial_{\varrho}^{s}, \tag{3.6}
\end{equation*}
$$

where $Q_{\left|\alpha_{(k)}\right|-s}\left(\omega, \partial_{\omega}\right)$ denotes a differential operator on $\mathbf{S}^{k-1}$ of order $\left|\alpha_{(k)}-s\right|$. Formula (3.6) implies that singularities at $\varrho=0$ appear whenever we take the composition of two symbols. Thanks to (3.6) the latter can be expressed as

$$
\begin{equation*}
a \# b=\sum_{\alpha \geq 0} \frac{1}{\alpha!} \sum_{s=0}^{\left|\alpha_{(k)}\right|} Q_{\left|\alpha_{(k)}\right|-s}\left(\omega, \partial_{\omega}\right) \varrho^{-\left|\alpha_{(k)}\right|+s} \partial_{\varrho}^{s} \partial_{\xi^{(k+1)}}^{\alpha^{(k+1)}} a \cdot D_{x}^{\alpha} b=\sum_{i, j \geq 0} \gamma_{i, j} \tag{3.7}
\end{equation*}
$$

where $\gamma_{i, j} \in S^{l+l^{\prime}-i}\left(\mathbf{R}^{+} ; S^{m+m^{\prime}-j}\right)$ for $i, j \geq 0$. In order to make sense of the second sum in (3.7), at first we apply the usual asymptotic summation technique to $\sum_{i, j \geq 0} \gamma_{i, j}$ for fixed values of the index $i$ (see e.g. [4]). This is possible since the cut-off functions used to perform the sum $\sum_{i, j \geq 0} \gamma_{i, j}$ are functions of $\xi^{(k+1)}$ alone and the product of a usual symbol in the variable $\left(x^{(k+1)}, \xi^{(k+1)}\right)$ by a symbol in the classes $S^{l}\left(\mathbf{R}^{+} ; S^{m}\right)$ yields a symbol in the classes $S^{l}\left(\mathbf{R}^{+} ; S^{m}\right)$. Moreover, the index $i$ being fixed, there is no uniformity problem with respect to $i$. Therefore we obtain

$$
\sum_{i, j \geq 0} \gamma_{i, j}=g_{i}+r_{i}
$$

where $g_{i} \in S^{l+l^{\prime}-i}\left(\mathbf{R}^{+} ; S^{m+m^{\prime}}\right)$ and $r_{i} \in S^{l+l^{\prime}-i}\left(\mathbf{R}^{+} ; S^{-\infty}\right)$. As a second step we take

$$
\begin{equation*}
\sum_{i \geq 0} g_{i}+\sum_{i \geq 0} r_{i} \tag{3.8}
\end{equation*}
$$

We do this by means of the same Borel summation technique with respect to the variable $\varrho$ (the fact that $\varrho \in \mathbf{R}^{+}$has no influence on the procedure). Again, analogously to the preceding argument only the variable $\varrho$ matters. From the first summand in (3.8) we obtain a symbol $g+r$, where $g \in S^{l+l^{\prime}}\left(\mathbf{R}^{+} ; S^{m+m^{\prime}}\right)$ and $r \in$ $S^{-\infty}\left(\mathbf{R}^{+} ; S^{m+m^{\prime}}\right)$. On the other hand the same argument for the second summand in (3.8) yields a symbol $\tilde{r}_{1}+\tilde{r}_{2}$, with $\tilde{r}_{1} \in S^{l+l^{\prime}}\left(\mathbf{R}^{+} ; S^{-\infty}\right)$ and $\tilde{r}_{2} \in S^{-\infty}\left(\mathbf{R}^{+} ; S^{-\infty}\right)$. This completes the proof of the Iemma.

Lemma 3.3. Let $a \in S^{l}\left(\mathbf{R}^{+} ; S^{m}\right)$; then

$$
a^{*}(x, D)=\gamma_{1}(x, D)+\gamma_{2}(x, D)+\gamma_{3}(x, D)+\gamma_{4}(x, D)
$$

where $\gamma_{1} \in S^{l}\left(\mathbf{R}^{+} ; S^{m}\right)$ with symbol coinciding with $\bar{a}$,

$$
\gamma_{2} \in S^{l-1}\left(\mathbf{R}^{+} ; S^{m}\right), \quad \gamma_{3} \in S^{l}\left(\mathbf{R}^{+} ; S^{m-1}\right)
$$

and

$$
\begin{equation*}
\gamma_{4}(x, D) u=\int e^{i\left\langle x^{(k+1)}-y^{(k+1)}, \xi^{(k+1)}\right\rangle} \gamma_{4}\left(x, y_{(k)}, \xi^{(k+1)}\right) u(y) d y d \xi^{(k+1)} \tag{3.9}
\end{equation*}
$$

where $\gamma_{4}\left(x, y_{(k)}, \xi^{(k+1)}\right) \in S^{m}\left(\mathbf{R}_{x}^{n} \times \mathbf{R}_{y_{(k)}}^{k} \times \mathbf{R}_{\xi^{(k+1)}}^{n-k}\right)$.
Proof. It is analogous to that of the preceding lemma.
Remark. We point out that $\operatorname{op}\left(\tilde{r}_{1}\right)$ is a smoothing operator. Moreover $\sigma_{1} \tilde{r}_{1} \in$ $S^{-\infty}\left(\mathbf{R}^{+} ; S^{-\infty}\right)$, where $\sigma_{1}$ is the cut-off function introduced in the remark after Definition 3.1, so that the operator corresponding to $\sigma_{1} \tilde{r}_{1}$ is also a smoothing operator.

We want to take a look at, $C_{2}=\mathrm{op}\left(c_{2}\right), c_{2} \in S^{-\infty}\left(\mathbf{R}^{+} ; S^{m}\right)$ for some $m \in \mathbf{R}$.
Lemma 3.4. Let $a \in S^{-\infty}\left(\mathbf{R}^{+} ; S^{m}\right)$. Then $\operatorname{op}(a)$ can be written as a smoothing operator in the $x_{(k)}$ variables with values in $\operatorname{OPS}^{m}\left(\mathbf{R}^{n-k}\right)$.

Proof. From the expression

$$
\begin{aligned}
\operatorname{op}(a) u= & \int e^{i \varrho\left\langle x_{(k)}-y_{(k)}, \omega\right\rangle+i\left\langle x^{(k+1)}-y^{(k+1)}, \xi^{(k+1)}\right\rangle} \\
& \times a\left(x, \varrho, \omega, \xi^{(k+1)}\right) u\left(y_{(k)}, y^{(k+1)}\right) \varrho^{k-1} d \varrho d \omega d \xi^{(k+1)} d y
\end{aligned}
$$

we obtain that the distribution kernel of $\mathrm{op}(a)$ is

$$
\begin{aligned}
k_{a}(x, y) & =\int e^{i \varrho\left\langle x(k)-y_{(k)}, \omega\right\rangle+i\left\langle x^{(k+1)}-y^{(k+1)}, \xi^{(k+1)}\right\rangle} a\left(x, \varrho, \omega, \xi^{(k+1)}\right) \varrho^{k-1} d \varrho d \omega d \xi^{(k+1)} \\
& =\int e^{i\left\langle x^{(k+1)}-y^{(k+1)}, \xi^{(k+1)}\right\rangle} a_{L}\left(x, y_{(k)}, \xi^{(k+1)}\right) d \xi^{(k+1)}
\end{aligned}
$$

since the $(\varrho, \omega)$-integral is absolutely convergent. Thus the partial differential operator corresponding to the above kernel is

$$
\begin{aligned}
\mathrm{op}\left(a_{L}\right) u= & \int e^{i\left\langle x^{(k+1)}-y^{(k+1)}, \xi^{(k+1)}\right\rangle} a_{L}\left(x, y_{(k)}, \xi^{(k+1)}\right) \\
& \times u\left(y_{(k)}, y^{(k+1)}\right) d y_{(k)} d y^{(k+1)} d \xi^{(k+1)}
\end{aligned}
$$

It is straightforward to conclude that

$$
a_{L} \in C^{\infty}\left(\mathbf{R}_{y_{(k)}}^{k} ; S^{m}\left(\mathbf{R}_{x}^{n} \times \mathbf{R}_{\xi(k+1)}^{n-k}\right)\right)
$$

This proves the lemma.
It will be useful to refer to the $L^{2}$ continuity for our class of partial differential operators.

Lemma 3.5. Let $a \in S^{0}\left(\mathbf{R}^{+} ; S^{0}\right)$, then $a(x, D)$ is bounded in $L^{2}$.
Proof. The proof proceeds along the lines of Theorem 18.1.11 in [4]. We start assuming that $a \in S^{-k-1}\left(\mathbf{R}^{+} ; S^{-(n-k)-1}\right)$; the standard calculus guarantees that, denoting by $K(x, y)$ the distribution kernel of $a,(x-y)^{\alpha} K(x, y)$ is the kernel of a symbol in

$$
S^{-k-1-\left|\alpha_{(k)}\right|}\left(\mathbf{R}^{+} ; S^{-(n-k)-1-\left|\alpha^{(k+1)}\right|}\right)
$$

for every $\alpha \geq 0$. As a consequence, by use of the Schur lemma, we can conclude that $a$ is $L^{2}$ continuous if $a \in S^{-k-1}\left(\mathbf{R}^{+} ; S^{-(n-k)-1}\right)$. Let now $a \in S^{l}\left(\mathbf{R}^{+} ; S^{m}\right)$, where $l, m \leq-1$. For $u \in \mathcal{S}$ we have

$$
\|a(x, D) u\|^{2}=\left\langle a^{*}(x, D) a(x, D) u, u\right\rangle
$$

where $a^{*} a(x, D) \in O P S^{2 l}\left(\mathbf{R}^{+} ; S^{2 m}\right)$. By the Cauchy-Schwarz inequality we are then reduced to the proof of the $L^{2}$ continuity for an operator having the symbol in the class $S^{2 t}\left(\mathbf{R}^{+} ; S^{2 m}\right)$. We get $L^{2}$ continuity if $l \leq-\frac{1}{2}(k+1)$ and $m \leq-\frac{1}{2}(n-k+1)$. Arguing by induction, in a finite number of steps, we conclude that $a \in S^{l}\left(\mathbf{R}^{+} ; S^{m}\right)$ is $L^{2}$ continuous if $l, m \leq-1$. Let now $l \leq 1$. We want to show that if $a \in S^{-l}\left(\mathbf{R}^{+} ; S^{0}\right)$, then $a(x, D)$ is $L^{2}$ continuous. This again uses an induction argument. As above we compute

$$
\|a(x, D) u\|^{2}=\left\langle a^{*}(x, D) a(x, D) u, u\right\rangle=\left\langle b_{1}(x, D) u, u\right\rangle
$$

where $b_{1} \in S^{-2 l}\left(\mathbf{R}^{+} ; S^{0}\right)$. Now $\left\langle b_{1}(x, D) u, u\right\rangle \leq\|u\|\left\|b_{1}(x, D) u\right\|$, so that we are left with the proof of $L^{2}$ continuity for

$$
b_{1} \in S^{-2 l}\left(\mathbf{R}^{+} ; S^{0}\right)
$$

Iterating this argument we obtain

$$
\begin{aligned}
\|a(x, D) u\|^{2} & \leq\|u\|\left\|b_{1}(x, D) u\right\| \leq\|u\|^{3 / 2}\left\|b_{1}(x, D) u\right\| \leq \ldots \\
& \leq\|u\|^{1+1 / 2+\ldots+1 / 2^{r}}\left\|b_{r+1}(x, D) u\right\|^{1 / 2^{r}}
\end{aligned}
$$

where $b_{j} \in S^{-2^{j} l}\left(\mathbf{R}^{+} ; S^{0}\right)$. After a finite number of steps we reach the point where for instance $2^{r} l>2 k+2$, so that

$$
b_{r+1}(x, D) u(x)=\int e^{i\left\langle x^{(k+1)}-y^{(k+1)}, \xi^{(k+1)}\right\rangle} \tilde{b}\left(x, y_{(k)}, \xi^{(k+1)}\right) u(y) d y d \xi^{(k+1)}
$$

whose $L^{2}$ continuity is a consequence of the classical result, $\tilde{b}$ being a sufficiently smooth kernel in the variable $y_{(k)}$ and a symbol of order 0 in $\left(x^{(k+1)}, \xi^{(k+1)}\right)$. Thus

$$
\|a(x, D) u\|^{2} \leq C\|u\|^{1+1 / 2+\ldots+1 / 2^{r}+1 / 2^{r}}=C\|u\|^{2} .
$$

Let us now consider $a \in S^{0}\left(\mathbf{R}^{+} ; S^{0}\right)$. Let $M>2$ sup $|a|^{2}$ and set $c\left(x, \varrho, \omega, \xi^{(k+1)}\right)=$ $\left(M-\left|a\left(x, \varrho, \omega, \xi^{(k+1)}\right)\right|^{2}\right)^{1 / 2}$. It is easy to see that $c$ is a well-defined symbol in $S^{0}\left(\mathbf{R}^{+} ; S^{0}\right)$. Now we have that

$$
\begin{aligned}
0 & \leq\left\langle c^{*}(x, D) c(x, D) u, u\right\rangle \\
& =\left\langle\left(M-a^{*}(x, D) a(x, D)\right) u, u\right\rangle+\left\langle\gamma_{1}(x, D) u, u\right\rangle+\left\langle\gamma_{2}(x, D) u, u\right\rangle
\end{aligned}
$$

where

$$
\gamma_{1}\left(x, \varrho, \omega, \xi^{(k+1)}\right) \in S^{-1}\left(\mathbf{R}^{+} ; S^{0}\right) \quad \text { and } \quad \gamma_{2}\left(x, \varrho, \omega, \xi^{(k+1)}\right) \in S^{0}\left(\mathbf{R}^{+} ; S^{-1}\right)
$$

It is obvious that the $L^{2}$ continuity of $\gamma_{j}$ yields the statement. That $\gamma_{1}$ is $L^{2}$ continuous follows from what has been said before. In order to get the $L^{2}$ continuity of $\gamma_{2}$ we must recall the microlocal nature of our symbols, namely $\gamma_{2}$ is a symbol having its support in a region where $\varrho \leq \varepsilon\left|\xi^{(k+1)}\right|$. Since, in such a region, $(1+\varrho) /\left(1+\left|\xi^{(k+1)}\right|\right) \leq 1$, we obtain that $\gamma_{2} \in S^{0}\left(\mathbf{R}^{+} ; S^{-1}\right) \subset S^{-1}\left(\mathbf{R}^{+} ; S^{0}\right)$. This ends the proof of the lemma.

## 4. The energy estimate

The proof of Theorem 2.1 relies on the deduction of an energy estimate for the operator $L$ as in (3.4). Actually the deduction of such an estimate goes through a number of steps, the most important of which is an energy estimate in a conic neighborhood of the multiple characteristic manifold. In this section we accomplish such a task.

Let $S(x, D)$ be the operator obtained from the symbol

$$
S\left(x, \varrho, \omega, \xi^{(k+1)}\right) \in S^{0}\left(\mathbf{R}^{+} ; S^{0}\right)
$$

satisfying conditions (i)-(iii) following equation (3.4). Writing

$$
\begin{equation*}
L(x, D)=D_{0}+A\left(x, D^{\prime}\right)+B\left(x, D^{\prime}\right) \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
A\left(x, \varrho, \omega, \xi^{(k+1)}\right)=\varrho \sum_{j=1}^{k} A_{j}\left(x, \varrho, \omega, \xi^{(k+1)}\right) \omega_{j} \in S^{1}\left(\mathbf{R}^{+} ; S^{0}\right) \tag{4.2}
\end{equation*}
$$

$$
\begin{equation*}
B\left(x, \varrho, \omega, \xi^{(k+1)}\right) \in S^{0}\left(\mathbf{R}^{+} ; S^{0}\right) \tag{4.3}
\end{equation*}
$$

Let us compute, with $u=\mathrm{op}\left(\sigma_{1}\right) v, v \in C_{0}^{\infty}(\Omega)$,

$$
2 i \operatorname{Im}\left\langle\left(D_{0}+A\left(x, D^{\prime}\right)+B\left(x, D^{\prime}\right)\right) u, S\left(x, D^{\prime}\right) u\right\rangle=I_{1}+I_{2}+I_{3}
$$

We have

$$
I_{1}=2 i \operatorname{Im}\left\langle D_{0} u, S\left(x, D^{\prime}\right) u\right\rangle=D_{0}\langle u, S u\rangle-\left\langle u, D_{0}\left(S^{*}-S\right) u\right\rangle-\left\langle u,\left[S^{*}, D_{0}\right] u\right\rangle .
$$

Let us consider the second term in the right-hand side above:

$$
\left\langle u, D_{0}\left(S^{*}-S\right) u\right\rangle=\left\langle u,\left(S^{*}-S\right) D_{0} u\right\rangle+\left\langle u,\left[D_{0}, S^{*}-S\right] u\right\rangle
$$

The first summand can be written as

$$
\begin{equation*}
\left\langle\left(S-S^{*}\right) u, D_{0} u\right\rangle=\left\langle\left(S-S^{*}\right) u, L u\right\rangle-\left\langle\left(S-S^{*}\right) u, A u+B u\right\rangle \tag{4.4}
\end{equation*}
$$

By Lemma 3.3 and conditions (i)-(iii) on $S\left(x, \varrho, \omega, \xi^{(k+1)}\right)$ we obtain that

$$
S-S^{*}=\gamma_{2}\left(x, D^{\prime}\right)+\gamma_{3}\left(x, D^{\prime}\right)+\gamma_{4}\left(x, D^{\prime}\right)
$$

where $\gamma_{2}\left(x, \varrho, \omega, \xi^{(k+1)}\right) \in S^{-1}\left(\mathbf{R}^{+} ; S^{0}\right), \gamma_{3}\left(x, \varrho, \omega, \xi^{(k+1)}\right) \in S^{0}\left(\mathbf{R}^{+} ; S^{-1}\right)$ and $\gamma_{4}$ has the form (3.9) where

$$
\gamma_{4}\left(x, y_{(k)}, \xi^{(k+1)}\right) \in S^{-1}\left(\mathbf{R}_{\left(x_{0}, x^{\prime}\right)}^{n+1} \times \mathbf{R}_{y_{(k)}}^{k} \times \mathbf{R}_{\xi^{(k+1)}}^{n-k}\right)
$$

The first term in (4.4) is estimated by

$$
\left|\left\langle\left(S-S^{*}\right) u, L u\right\rangle\right| \leq \frac{1}{\delta}\|L u\|^{2}+\delta\|u\|^{2}, \quad \delta>0
$$

Consider now

$$
\left|\left\langle\left(S-S^{*}\right) u, A u\right\rangle\right| \leq\left|\left\langle\gamma_{2} u, A u\right\rangle\right|+\left|\left\langle\gamma_{3} u, A u\right\rangle\right|+\left|\left\langle\gamma_{4} u, A u\right\rangle\right|
$$

On the support of the cut-off function $\sigma_{1}$ the second term is equivalent to the first. By Lemmas 3.2, 3.3 and $3.5, \gamma_{2}^{*} A$ is $L^{2}$ continuous. Moreover, since on the support of the cut-off function $\sigma_{1}, S^{1}\left(\mathbf{R}^{+} ; S^{0}\right) \subset S^{0}\left(\mathbf{R}^{+} ; S^{1}\right)$ we can also conclude that $\left|\left\langle\gamma_{4} u, A u\right\rangle\right| \leq C\|u\|^{2}$, so that

$$
\begin{equation*}
\left|\left\langle\left(S-S^{*}\right) u, A u\right\rangle\right| \leq C\|u\|^{2} \tag{4.5}
\end{equation*}
$$

A similar, but easier argument, yields that

$$
\begin{equation*}
\left|\left\langle\left(S-S^{*}\right) u, B u\right\rangle\right| \leq C\|u\|^{2} \tag{4.6}
\end{equation*}
$$

Next let us consider $\left\langle u,\left[D_{0}, S^{*}-S\right] u\right\rangle$. The commutator inside the scalar product has the same form as $S^{*}-S$ and hence is $L^{2}$ continuous. We argue for $\left\langle u,\left[S, D_{0}\right] u\right\rangle$ in an analogous way. Thus

$$
\begin{equation*}
I_{1}=D_{0}\langle u, S u\rangle+R_{1}(u) \tag{4.7}
\end{equation*}
$$

where $\left|R_{1}(u)\right| \leq C_{1}\|u\|^{2}+C_{2}\|L u\|^{2}$. Now

$$
\begin{aligned}
I_{2} & =2 i \operatorname{Im}\left\langle A\left(x, D^{\prime}\right) u, S\left(x, D^{\prime}\right) u\right\rangle \\
& =\left\langle\left(S^{*}-S\right)\left(x, D^{\prime}\right) A\left(x, D^{\prime}\right) u, u\right\rangle+\left\langle\left(S A-A^{*} S\right)\left(x, D^{\prime}\right) u, u\right\rangle
\end{aligned}
$$

The inequality (4.5) allows us to estimate the first term. By condition (iii),

$$
\sigma\left(S A-A^{*} S\right)=\alpha_{1}+\alpha_{2}
$$

$\alpha_{1} \in S^{0}\left(\mathbf{R}^{+} ; S^{0}\right)$, and $\alpha_{2} \in S^{0}\left(\mathbf{R}_{\left(x_{0}, x^{\prime}\right)}^{n+1} \times \mathbf{R}_{y_{(k)}}^{k} \times \mathbf{R}_{\xi^{(k+1)}}^{n-k}\right)$ is quantized according to (3.9), where we used the fact that there is the cut-off function $\sigma_{1}$ in front of everything. Hence, by Lemma 3.5,

$$
\begin{equation*}
\left|I_{2}\right| \leq C\|u\|^{2} . \tag{4.8}
\end{equation*}
$$

The same argument as above gives us that

$$
\begin{equation*}
\left|I_{3}\right| \leq C\|u\|^{2} \tag{4.9}
\end{equation*}
$$

Summing up, all the previous estimates give

$$
\begin{equation*}
2 i \operatorname{Im}\langle L u, S u\rangle=D_{0}\langle u, S u\rangle+R(u) \tag{4.10}
\end{equation*}
$$

where

$$
\begin{equation*}
|R(u)| \leq C_{1}\|u\|^{2}+C_{2}\|L u\|^{2} \tag{4.11}
\end{equation*}
$$

Let $\tau$ be a positive large parameter; we have

$$
\begin{aligned}
-\int_{0}^{+\infty} e^{2 \tau x_{0}} \partial_{0}\langle u, S u\rangle d x_{0} & =\langle u(0), S(0) u(0)\rangle+2 \tau \int_{0}^{+\infty} e^{2 \tau x_{0}}\langle u, S u\rangle d x_{0} \\
& \geq C\left(\|u(0)\|^{2}+2 \tau \int_{0}^{+\infty} e^{2 \tau x_{0}}\left\|u\left(x_{0}\right)\right\|^{2} d x_{0}\right)
\end{aligned}
$$

due to the properties of $S$. On the other hand

$$
\begin{aligned}
-\int_{0}^{+\infty} e^{2 \tau x_{0}} \partial_{0}\langle u, S u\rangle d x_{0} & =-\int_{0}^{+\infty} e^{2 \tau x_{0}}(2 \operatorname{Im}\langle L u, S u\rangle+i R(u)) d x_{0} \\
& \leq C\left(\int_{0}^{+\infty} e^{2 \tau x_{0}}\|L u\|^{2} d x_{0}+\int_{0}^{+\infty} e^{2 \tau x_{0}}\|u\|^{2} d x_{0}\right)
\end{aligned}
$$

Taking $\tau$ large enough gives the microlocal energy estimates

$$
\begin{equation*}
\|u(0)\|^{2}+\int_{0}^{+\infty} e^{2 \tau x_{0}}\left\|u\left(x_{0}\right)\right\|^{2} d x_{0} \leq C \int_{0}^{+\infty} e^{2 \tau x_{0}}\left\|L u\left(x_{0}\right)\right\|^{2} d x_{0} \tag{4.12}
\end{equation*}
$$

This ends the proof of Theorem 2.1.
We now prove Theorem 2.2.
Let us consider a partition of unity of $T^{*} K \backslash\{0\}$ where $K \Subset U$. We assume that the support of each element of the partition of unity is chosen in such a way that (a) either it intersects only one layer corresponding to a certain multiplicity $l$ or (b) it contains points of a certain multiplicity $l$ and points of lower multiplicity $l^{\prime} \leq l$.

It is then clear that we may apply the above argument in a hierarchical way, starting from the set of maximum multiplicity.

As a preliminary remark we point out that near a point of multiplicity $j, 2 \leq$ $j \leq m$, the principal symbol can be block diagonalized uniformly in a neighborhood of the point, by assumption (H2) ${ }_{j}$. This allows us to block diagonalize globally our system and thus reduce us microlocally to a $j \times j$ system, for which we already proved an estimate of the form (4.12):

$$
\tau\left\|\chi_{\mu} u\right\|^{2} \leq C\left\|L \chi_{\mu} u\right\|^{2}
$$

where $\|u\|^{2}=\int_{0}^{+\infty} e^{2 \tau x_{0}}\left\|u\left(x_{0}, \cdot\right)\right\|^{2} d x_{0}$. Then

$$
\tau\|u\|^{2} \leq \tau \sum_{\mu}\left\|\chi_{\mu} u\right\|^{2} \leq C\left(\|L u\|^{2}+\sum_{\mu}\left\|\left[L, \chi_{m u}\right] u\right\|^{2} \leq C^{\prime}\left(\|L u\|^{2}+\|u\|^{2}\right)\right.
$$

since the commutator [ $L, \chi_{m u}$ ] is $L^{2}$ continuous. Choosing $\tau$ sufficiently large proves the local energy estimate and thus strong hyperbolicity follows.

Let us now finally prove Theorem 2.2.
In this case our assumptions imply that $\Sigma=\Sigma_{1} \cup \Sigma_{m}$, i.e. $h_{z}(\delta z)$ is a strictly hyperbolic polynomial of degree $m$ in $T_{z} \Sigma^{\perp}$. Hence (H3) $)_{m}$ holds since the lifting of $A$ to a neighborhood in the blow up has distinct eigenvalues.

## 5. A counterexample

In this section we consider the following differential operator

$$
L(x, D)=D_{0} I_{3}+A D_{1}+B x_{1} D_{n}
$$

where no zero order term is present,

$$
A=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -1
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{ccc}
0 & 1 & 1 \\
1 & 0 & 1 \\
-1 & 1 & 0
\end{array}\right]
$$

Here $I_{3}$ denotes the $3 \times 3$ identity matrix. It is easily seen that this system is hyperbolic, i.e. $\operatorname{det} L(x, \xi)=\xi_{0}\left(\xi_{0}^{2}-\xi_{1}^{2}-x_{1}^{2} \xi_{n}^{2}\right)$. Moreover the submanifold $\Sigma$ of triple points is not involutive near $\left(0, e_{n}\right)$ and it can be checked that $A$ and $B$ are not simultaneously symmetrizable.

The study of the well-posedness of scalar operators with this principal symbol has been carried out in [1].

We want to prove the following result.
Proposition 5.1. The Cauchy problem for $L$ is not well-posed. In particular $L$ is not strongly hyperbolic.

Proof. We will choose a suitable asymptotic null solution of $L V \sim 0$ of the form $V=M U$, where $M=\left({ }^{\mathrm{co}} L(x, D)+i G D_{n}\right) U$ with ${ }^{c o} L(x, \xi)$ denoting the cofactor matrix of $L$ and $G$ being a suitable constant matrix to be precised later.

Computing ${ }^{\mathrm{co}} L(x, \xi)$ we get
${ }^{\text {co }} L(x, \xi)=\left[\begin{array}{ccc}\xi_{0}\left(\xi_{0}-\xi_{1}\right)-x_{1}^{2} \xi_{n}^{2} & -x_{1} \xi_{n}\left(\xi_{0}-\xi_{1}\right)+x_{1}^{2} \xi_{n}^{2} & x_{1}^{2} \xi_{n}^{2}-x_{1} \xi_{n} \xi_{0} \\ -x_{1} \xi_{n}\left(\xi_{0}-\xi_{1}\right)-x_{1}^{2} \xi_{n}^{2} & \xi_{0}^{2}-\xi_{1}^{2}+x_{1}^{2} \xi_{n}^{2} & -x_{1} \xi_{n}\left(\xi_{0}+\xi_{1}\right)+x_{1}^{2} \xi_{n}^{2} \\ x_{1} \xi_{n} \xi_{0}+x_{1}^{2} \xi_{n}^{2} & -x_{1} \xi_{n}\left(\xi_{0}+\xi_{1}\right)-x_{1}^{2} \xi_{n}^{2} & \xi_{0}\left(\xi_{0}+\xi_{1}\right)-x_{1}^{2} \xi_{n}^{2}\end{array}\right]$.
Now we have

$$
L V=L M U=L\left({ }^{\mathrm{co}} L(x, D)+i G D_{n}\right) U=\Delta U
$$

where $\Delta=\Delta_{3}+\Delta_{2}, \Delta_{3}(x, \xi)=(\operatorname{det} L(x, \xi)) I_{3}$ and

$$
\Delta_{2}(x, \xi)=\frac{1}{i}\left(\partial_{\xi_{1}} L(x, \xi) \partial_{x_{1}} .{ }^{\mathrm{co}} L(x, \xi)-L(x, \xi) \cdot G \xi_{n}\right) .
$$

Choosing

$$
G=\left[\begin{array}{ccc}
0 & 1 & 0 \\
-2 & 3 & 2 \\
0 & -1 & 0
\end{array}\right]
$$

we get that

$$
\Delta_{2}(x, \xi)=\left[\begin{array}{ccc}
0 & -2 & -1 \\
2 & -3 & -2 \\
1 & 2 & 0
\end{array}\right] \frac{\xi_{0} \xi_{n}}{i} .
$$

The matrix in $\Delta_{2}$ can be diagonalized since it has 3 distinct eigenvalues, one real and two complex conjugate. Denote by $\lambda_{j}$ these eigenvalues. After a conjugation with a non-singular matrix, $H$, eventually we have that $\Delta(x, D)$ can be put in diagonal form

$$
\Delta(x, \xi)=\left[\begin{array}{ccc}
\operatorname{det} L(x, \xi)-i \lambda_{1} \xi_{0} \xi_{n} & 0 & 0 \\
0 & \operatorname{det} L(x, \xi)-i \lambda_{2} \xi_{0} \xi_{n} & 0 \\
0 & 0 & \operatorname{det} L(x, \xi)-i \lambda_{3} \xi_{0} \xi_{n}
\end{array}\right]
$$

An asymptotic null solution violating the a priori estimates is then easily found since we are now violating the Hörmander-Ivrii-Petkov Levi condition for an operator with double characteristics.

Finally, we must make sure that the above determined asymptotic solution does not annihilate the operator $M$. More precisely we must ascertain that

$$
\left({ }^{\mathrm{co}} L(x, D)+i G D_{n}\right) H^{-1} \widetilde{U} \neq 0
$$

where $\widetilde{U}$ is the null asymptotic solution mentioned above and $H$ is the constant matrix used in the diagonalization of $\Delta(x, D)$. In order to do this we point out that

$$
H^{-1} \widetilde{U}(x)=e^{i \lambda^{2} x_{n}-\lambda^{2} x_{1}^{2} / 2+i \lambda \varphi(x)} \tilde{u}_{\lambda}(x)
$$

where $\varphi(x)$ is a phase function satisfying the equation $\left(\partial_{0} \varphi\right)^{2}-\left(1+i \lambda_{3}\right)=0$ and $\partial_{1} \varphi(0)=0, \lambda$ is a large parameter and the Cauchy data for the eikonal equation are chosen suitably to make $\widetilde{U}$ a rapidly decreasing function.

When we compute ${ }^{\infty} L(x, D)$ at $x=0$ we easily see that

$$
{ }^{\mathrm{co}} L(0, D)=\left[\begin{array}{ccc}
D_{0}\left(D_{0}-D_{1}\right) & 0 & 0 \\
0 & D_{0}^{2}-D_{1}^{2} & 0 \\
0 & 0 & D_{0}\left(D_{0}+D_{1}\right)
\end{array}\right]
$$

Therefore if we consider the element $(1,1)$ of the matrix $M$ we only have that the function

$$
D_{0}\left(D_{0}-D_{1}\right) e^{i \lambda^{2} x_{n}-\lambda^{2} x_{1}^{2} / 2+i \lambda \varphi(x)} \tilde{u}_{\lambda}(x)
$$

must be non-zero. The latter is equal to

$$
\begin{aligned}
e^{i \lambda^{2} x_{n}-\lambda^{2} x_{1}^{2} / 2+i \lambda \varphi(x)}\left[\left(D_{0}+\lambda \partial_{0} \varphi\right)^{2}-\left(D_{0}+\lambda \partial_{0} \varphi\right)\left(D_{1}+i \lambda x_{1}\right.\right. & \left.\left.+\lambda \partial_{1} \varphi\right)\right] \tilde{u}_{\lambda} \\
& \sim \lambda^{2}\left(\partial_{0} \varphi\right)^{2} \tilde{u}_{\lambda}+O(\lambda)
\end{aligned}
$$

which concludes the proof, since $\lambda$ can be chosen large and $\partial_{0} \varphi$ does not vanish at the origin.
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