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Spectral analysis of the subelliptic oblique
derivative problem

Kazuaki Taira

Dedicated to the memory of Professor Louis Boutet de Monvel (1941–2014)

Abstract. This paper is devoted to a functional analytic approach to the subelliptic
oblique derivative problem for the usual Laplacian with a complex parameter λ. We solve the
long-standing open problem of the asymptotic eigenvalue distribution for the homogeneous oblique
derivative problem when |λ| tends to ∞. We prove the spectral properties of the closed realization
of the Laplacian similar to the elliptic (non-degenerate) case. In the proof we make use of Boutet
de Monvel calculus in order to study the resolvents and their adjoints in the framework of L2

Sobolev spaces.

1. Formulation of the oblique derivative problem

Due to Poincaré [19], it is known that the oblique derivative problem arises
naturally when determining the gravitational field of the moon, the earth and the
other celestial bodies.

In physical geodesy, investigations of the Earth’s gravity field based on surface
gravity data are usually associated with a simultaneous determination of the figure
of the Earth. The precise 3D positioning by the Global Navigation Satellite Systems
has brought new possibilities in gravity field modelling. Terrestrial gravimetric mea-
surements located by precise satellite positioning yield oblique derivative boundary
conditions in the form of surface gravity disturbances. Now the shape of the Earth
can be obtained by geometric satellite triangulation and satellite altimetry over the
oceans. In this way, the (linearized) fixed gravimetric boundary value problem in
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physical geodesy is an oblique derivative problem for the Laplace equation in the
Earth’s exterior, where the physical surface of the Earth is assumed to be known
(see [4] and [16]).

In this paper we will deal with an interior oblique derivative problem in a
bounded domain. It should be noticed that the analysis of harmonic functions in
an exterior domain can be reduced to that of harmonic functions in a bounded
domain by using the Kelvin transform, called the inverse radii transform (see [3,
Chapter 4]).

Let Ω be a bounded domain of Euclidean space Rn, n≥3, with smooth bound-
ary Γ=∂Ω; its closure Ω=Ω∪Γ is an n-dimensional, compact smooth manifold with
boundary Γ. In this paper, for the usual Laplacian

Δ=
n∑

i=1

∂2

∂x2
i

= ∂2

∂x2
1
+ ∂2

∂x2
2
+...+ ∂2

∂x2
n

,

we consider an oblique derivative boundary condition Bγ such that

Bγu= ∂u

∂ν
= a

(
x′)∂u

∂n
+α

(
x′)·u.

Here:
(1) a∈C∞(Γ).
(2) α(x′) is a real, smooth tangential vector field on Γ. More precisely, in terms

of a local coordinate system (x1, x2, ..., xn−1) of Γ, the vector field α(x′) has the
local expression

α
(
x′)=

n−1∑
k=1

αk

(
x′) ∂

∂xk
.

(3) ν=a(x′)n+α(x′) is a smooth, nowhere vanishing vector field on Γ where
n=(n1, n2, ..., nn) is the unit outward normal to Γ.

We study the following homogeneous oblique derivative problem: Given a func-
tion f(x) defined in Ω, find a function u(x) in Ω such that

(1.1)
{

(Δ−λ)u=f in Ω,

Bγu=a(x′) ∂u
∂n +α(x′)·u=0 on Γ,

where λ is a complex parameter.
We remark that the oblique derivative problem (1.1) is non-degenerate (or

coercive) if and only if a(x′) �=0 on Γ, that is, the vector field ν=a(x′)n+α(x′) is
nowhere tangent to Γ (see [9] and [13]).
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2. Statement of main result

Our starting point is to state an existence and uniqueness theorem of the
subelliptic oblique derivative problem (1.1) in the framework of L2 Sobolev spaces
when |λ| tends to ∞, due to [29, Theorem 2.2]:

Theorem 2.1. Assume that the following hypothesis (H) is satisfied:

(H) The vector field α(x′) is non-zero on the set Γ0={x′∈Γ:a(x′)=0} of tan-

gency and, along the integral curve x(t, x′
0) of α(x′) passing through x′

0∈Γ0 at t=0,
the function: t �→a(x(t, x′

0)) has zeros of even order ≤2k for some non-negative

integer k.

Then, for every θ∈(−π, π) there exists a constant R(θ)>0, depending on θ,

such that if λ=r2 eiθ satisfies the condition |λ|=r2≥R(θ), the homogeneous oblique

derivative problem (1.1) has a unique solution u∈H2(Ω) for any f∈L2(Ω). More-

over, we have the a priori estimate

(2.1) ‖u‖H2(Ω)+|λ|‖u‖L2(Ω) ≤C(θ)‖f‖L2(Ω),

with a constant C(θ)>0 depending on θ.

Here and in the following Hs(Ω)=W s,2(Ω) denotes the L2 Sobolev space of

order s on Ω.

Remark 2.2. The hypothesis (H) implies that the function a(x′) does not
change sign on the boundary Γ. This is called Case I in Guan–Sawyer [11]. More-
over, it is easy to see that the hypothesis (H) is equivalent to saying that the vector
field ν is of finite type on Γ defined in Smith [23] and Guan–Sawyer [11].

The elliptic estimate (2.1) for a degenerate problem works, since we are con-
sidering the homogeneous boundary condition. On the other hand, we can give
a necessary and sufficient condition in order that the non-homogeneous oblique
derivative problem {

(Δ−λ)u=f in Ω,

Bγu=ϕ on Γ
is subelliptic in the framework of L2 Sobolev spaces (see [25, Théorème 11]).

Now we associate with the homogeneous oblique derivative problem (1.1) a
densely defined, closed linear operator

A2 :L2(Ω)−→L2(Ω)

in the Hilbert space L2(Ω) as follows (see Claim 8.1 for p:=2):
(a) The domain D(A2) of definition is the space

(2.2) D(A2)=
{
u∈H2(Ω) : Bγu=0 on Γ

}
.

(b) A2u=Δu for every u∈D(A2).
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In this paper, by combining Agmon [2, Theorems 14.4 and 15.1] with Theo-
rem 2.1 we shall prove the following spectral properties of the closed realization A2
of Δ similar to the elliptic (non-degenerate) case:

Theorem 2.3. Assume that the hypothesis (H) is satisfied. Then the operator

A2 enjoys the following five spectral properties:

(i) The spectrum of A2 is discrete and the eigenvalues λj of A2 have finite

multiplicities.

(ii) All rays arg λ=θ different from the negative axis are rays of minimal growth

of the resolvent (A2−λI)−1. In fact, we have, by estimate (2.1),

∥∥(A2−λI)−1∥∥≤ C(θ)
|λ| for all |λ|≥R(θ).

(iii) The negative axis is a direction of condensation of eigenvalues of A2; more

precisely, for each ε>0 there are only a finite number of eigenvalues outside the

angle: −π+ε<θ<π−ε.

(iv) Let

N(t) :=
∑

Reλj≥−t

1

be the number of eigenvalues λj such that Reλj≥−t, where each λj is repeated

according to its multiplicity. Then the asymptotic eigenvalue distribution formula

N(t)= |Ω|
2nπn/2Γ(n/2+1)

tn/2+o
(
tn/2

)
as t→+∞

holds true. Here |Ω| denotes the volume of the domain Ω.

(v) The generalized eigenfunctions of A2 are complete in the Hilbert space

L2(Ω); they are also complete in the domain D(A2) in the H2(Ω)-norm.

Theorem 2.3 solves the long-standing open problem of the asymptotic eigen-
value distribution for the subelliptic oblique derivative problem (1.1). Theorem 2.3
(and Theorem 10.1) was announced in the previous paper [29, Corollary 2.3].

The rest of this paper is organized as follows. In Section 3 we formulate a
characterization of classical subelliptic pseudo-differential operators due to Egorov
[8] and Hörmander [15] (Theorem 3.1) which plays a crucial role in this paper. In
Section 4 we consider non self-adjoint eigenvalue problems for a general second-
order, uniformly elliptic differential operator A. In particular, we characterize some
spectral properties of the closed realization A of A in terms of their resolvents
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(Theorem 4.1), essentially due to Agmon [2, Theorems 14.4 and 15.1]. In Section 5
we prove that an oblique derivative problem

(2.3)
{

Δu=f in Ω,

Bγu=0 on Γ

can be reduced to the study of a pseudo-differential operator T on the boundary Γ
(Proposition 5.2). The virtue of this reduction is that there is no difficulty in tak-
ing adjoints or transposes after restricting the attention to the boundary, whereas
boundary value problems in general do not have adjoints or transposes. In Subsec-
tion 5.1 we study the oblique derivative boundary condition B in the framework of
Lp Sobolev spaces. In Subsection 5.2 we show precisely that the oblique derivative
problem (2.3) can be reduced to the study of the pseudo-differential operator T on
Γ in the framework of Lp Sobolev spaces (Theorem 5.6). In Subsection 5.3 we prove
that if condition (H) is satisfied, then the index of the oblique derivative problem
(2.3) is independent of p for all 1<p<∞ (Theorem 5.6). In Section 6 we prove a
uniqueness theorem for the non-homogeneous oblique derivative problem

(2.4)
{

(1−Δ)u=f in Ω,

Bγu=ϕ on Γ

in the framework of Lp Sobolev spaces (Theorem 6.1). In Section 7, by using the
Poisson kernel of 1−Δ in the exterior domain of Ω we reduce the homogeneous
oblique derivative problem (2.4) to the study of a first-order, pseudo-differential
operator T on the boundary Γ (Proposition 7.1), just as in Smith [23] and Guan–
Sawyer [11]. In Section 8 we can express explicitly the unique solution u of the
homogeneous oblique derivative problem

(2.5)
{

(1−Δ)u=f in Ω,

Bγu=0 on Γ.

Moreover, we can characterize the regularity property of the resolvents for the
oblique derivative problem (2.5) (Corollary 8.2). In Section 9 we prove Theorem 2.3,
by using Boutet de Monvel calculus (see Boutet de Monvel [5], Rempel–Schulze [20],
Schrohe [21]). Our proof of Theorem 2.3 is based on Theorem 4.1. However, in the
subelliptic case we cannot use Green’s formula in order to characterize the adjoint
operator A∗

2. Therefore, we shift our attention to the resolvent A∗
2
−1, instead of

A∗
2. More precisely, we verify all the conditions of Theorem 4.1 for the resolvent

(A∗
2−I)−1 (see Remark 4.2). In the last Section 10 we remark that Theorem 2.3

for the Laplacian Δ remains valid for a general second-order, uniformly elliptic
differential operator A with real smooth coefficients (Theorem 10.1).
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3. Subelliptic pseudo-differential operators

Let Ω be an open subset of Rn. A properly supported, pseudo-differential
operator A in the Hörmander class Lm

1,0(Ω) of order m∈R is said to be subelliptic
with loss of some δ∈[0, 1) if, for every compact K⊂Ω, s∈R and t<s+m−δ there
exists a constant CK,s,t>0 such that we have the inequality

‖u‖Hs+m−δ(Ω) ≤CK,s,t

(
‖Au‖Hs(Ω)+‖u‖Ht(Ω)

)
for all u∈C∞

K (Ω).

Here
C∞

K (Ω) := the space of functions in C∞(Ω) with support in K.

It is known (see Hörmander [14, Theorem 1.4.3]) that subelliptic operators are
hypoelliptic, with loss of δ-derivatives.

Egorov [8] and Hörmander [15] have obtained necessary and sufficient con-
ditions in order that a properly supported, classical pseudo-differential operator
A∈Lm

cl (Ω) of order m is subelliptic. More precisely, we have the following theorem
(see [15, Theorem 3.4] and [31, Theorem I]):

Theorem 3.1. (Egorov–Hörmander) Let A be a properly supported, pseudo-

differential operator in the class Lm
cl (Ω) having the principal symbol am(x, ξ). Then

A is subelliptic with loss of some δ∈[0, 1) if and only if, at every point x0 of Ω there

exists a neighborhood V of x0 such that the following two conditions are satisfied:

(i) For any point (x, ξ)∈V ×(Rn\{0}), the function

(3.1) (HRe zam)j(Im zam)(x, ξ)

is different from zero for some complex number z and some non-negative integer

j≤δ/(1−δ). Here Hf is the Hamilton vector field defined by the formula

Hf =
n∑

i=1

∂f

∂ξi

∂

∂xi
−

n∑
i=1

∂f

∂xi

∂

∂ξi
.

(ii) If j is an odd integer and is the smallest integer such that the function

(3.1) is not identically equal to zero, then the function (3.1) is non-negative for all

(x, ξ)∈V ×(Rn\{0}).

4. Non self-adjoint eigenvalue problems

Let A be a second-order, uniformly elliptic differential operator with real coef-
ficients on the closure Ω=Ω∪Γ such that

A=
n∑

i=1
aij(x) ∂2

∂xi∂xj
+

n∑
i=1

bi(x) ∂

∂xi
+c(x).
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Here:
(1) aij∈C∞(Ω) and aij(x)=aji(x) for all x∈Ω and 1≤i, j≤n, and there exists

a constant c0>0 such that

n∑
i,j=1

aij(x)ξiξj ≥ c0|ξ|2 for all (x, ξ)∈Ω×Rn.

(2) bi∈C∞(Ω) for all 1≤i≤n.
(3) c∈C∞(Ω).

We consider a densely defined, closed linear operator

A :L2(Ω)−→L2(Ω)

in the Hilbert space L2(Ω) that satisfies the following four conditions (see Agmon
[2, Theorem 15.1]):

(a) The domain D(A) of definition is a subspace of H2(Ω):

D(A)⊂H2(Ω).

(b) Au=Au for every u∈D(A).
Its adjoint operator

A∗ :L2(Ω)−→L2(Ω)

is characterized as follows:
(c) The domain D(A∗) of definition is a subspace of H2(Ω):

D
(
A∗)⊂H2(Ω).

(d) A∗u=A′u for every u∈D(A∗).
Here A′ is the formal adjoint differential operator of A.

Then we can prove the following spectral properties of the closed realization A
of A (see [2, Theorems 14.4 and 15.1]):

Theorem 4.1. Assume that the operator A satisfies the following two condi-

tions:

(A) All rays arg λ=θ different from the negative axis are rays of minimal

growth of the resolvent (A−λI)−1. Namely, there exist constants R(θ)>0 and

C(θ)>0, depending on θ, such that we have, for all |λ|≥R(θ),

∥∥(A−λI)−1∥∥≤ C(θ)
|λ| .
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(B) There exists a positive integer k such that

k >
n+1

2

and that

(4.1) D
(
Ak

)
∪D

((
A∗)k)⊂H2k(Ω).

Then we have the following four assertions:

(i) The spectrum of A is discrete and the eigenvalues λj of A have finite mul-

tiplicities.

(ii) The negative axis is a direction of condensation of eigenvalues of A. More

precisely, there are only a finite number of eigenvalues outside the angle: −π+ε<

θ<π−ε, for each ε>0.
(iii) Let

N(t) :=
∑

Reλj≥−t

1

be the number of eigenvalues λj such that Reλj≥−t, where each λj is repeated

according to its multiplicity. Then the asymptotic eigenvalue distribution formula

N(t)= 1
(2π)n

∫
Ω

∣∣A(x)
∣∣ dx ·tn/2+o

(
tn/2

)
as t→+∞

holds true. Here |A(x)| denotes the volume of the subset

A(x)=
{
ξ ∈Rn :

n∑
i,j=1

aij(x)ξiξj < 1
}
.

(iv) The generalized eigenfunctions of A are complete in the Hilbert space

L2(Ω); they are also complete in the domain D(A) in the H2(Ω)-norm.

Remark 4.2. Condition (4.1) may be replaced by the following (see Agmon [2,
Section 15, p. 263]):

(4.2) R
(
A−k

)
∪R

((
A∗)−k)⊂H2k(Ω).

Indeed, it suffices to note that

R
(
A−k

)
=D

(
Ak

)
,

R
((
A∗)−k)=D

((
A∗)k).
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5. The homogeneous oblique derivative problem

In this section, by using the Dirichlet problem we consider the homogeneous
oblique derivative problem for second-order, uniformly elliptic differential operators
in the framework of Lp Sobolev spaces.

5.1. Formulation of the oblique derivative problem

If 1<p<∞, we introduce a maximal domain HA(Ω) for the operator Δ in the
Banach space Lp(Ω) as follows:

HA(Ω)=
{
u∈Lp(Ω) : Δu∈Lp(Ω)

}
.

We equip the space HA(Ω) with the graph norm

‖u‖HA(Ω) =
(
‖u‖2

Lp(Ω)+‖Δu‖2
Lp(Ω)

)1/2
.

The maximal domain HA(Ω) is a Banach space.
Then we have the following proposition (see [26, Theorem 8.3.2]):

Proposition 5.1. The oblique boundary operator

Bγ :HA(Ω)−→B−1−1/p,p(Γ)

u �−→ a
(
x′)∂u

∂n
+α

(
x′)·u

is continuous.

Now we can formulate the homogeneous oblique derivative problem as follows:
Given a function f∈Lp(Ω), find a function u∈Lp(Ω) such that

(2.3)
{

Δu=f in Ω,

Bγu=0 on Γ.

5.2. The standard reduction to the boundary

Let 1<p<∞ and s>−1+1/p. Given a function f∈W s,p(Ω), assume that a
function u∈W σ,p(Ω) with σ≤s+2 is a solution of problem (2.3). Then, by using
Proposition 5.1 we can reduce the study of problem (2.3) to that of a pseudo-
differential equation on the boundary Γ, just as in the classical Fredholm integral
equation. In fact, we can prove the following proposition (see [26, Theorem 8.3.3]):
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Proposition 5.2. Let 1<p<∞, s>−2+1/p and σ≤s+2. For a given func-

tion f∈W s,p(Ω), there exists a solution u∈W σ,p(Ω) of problem (2.3) if and only if

there exists a solution ϕ∈Bσ−1/p,p(Γ) of the equation

(5.1) Bγ(Pϕ)=−Bγ
(
N ∗(Ef)

)
on Γ.

Here N is the Newtonian volume potential and P is the Poisson kernel for the

Laplacian, and

E :Wm,p(Ω)−→Wm,p
(
Rn

)
is Seeley’s extension operator for every non-negative integer m ([1, Theorems 5.21

and 5.22]). Moreover, the solutions u and ϕ are related as follows:

u=
(
N ∗(Ef)

)∣∣
Ω+Pϕ.

If we let

T :C∞(Γ)−→C∞(Γ)
ϕ �−→Bγ(Pϕ),

then we have the formula

(5.2) T = a
(
x′)Π+α

(
x′),

where Π is the Dirichlet–Neumann operator defined as follows:

Πϕ= ∂

∂n
(Pϕ)

∣∣∣∣
Γ

for all ϕ∈C∞(Γ).

It is well known (cf. [6], [13], [20], [22] and [30]) that the operator Π is a classical,
elliptic pseudo-differential operator of first order on the boundary Γ.

More precisely, we can write down the complete symbol p(x′, ξ′) of Π as follows
(cf. [10] and [24, Lemme 2.2]):

p
(
x′, ξ′

)
= |ξ′|+ 1

2

(
ωx′(ξ̂′, ξ̂′)

|ξ′|2 −(n−1)M
(
x′))−

√
−1 1

2 div δ(ξ′)
(
x′)

+ terms of order ≤−1.(5.3)

Here:
(a) |ξ′| is the length of ξ′ with respect to the Riemannian metric of Γ induced

by the natural metric of Rn.
(b) M(x′) is the mean curvature of the boundary Γ at x′.
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(c) ωx′(ξ̂′, ξ̂′) is the second fundamental form of Γ at x′, while ξ̂′∈Tx′(Γ) is
the tangent vector corresponding to the cotangent vector ξ′∈T ∗

x′(Γ) by the duality
between Tx′(Γ) and T ∗

x′(Γ) with respect to the Riemannian metric (gij(x′)) of Γ.
(d) div δ(ξ′) is the divergence of a real smooth vector field δ(ξ′) on Γ defined (in

local coordinates) by the formula

δ(ξ′) =
n−1∑
j=1

∂|ξ′|
∂ξj

∂

∂xj
for ξ′ �=0,

that is,

div δ(ξ′) = 1√
det(gij(x′))

n−1∑
j=1

∂

∂xj

(√
det

(
gij

(
x′
)) ∂|ξ′|

∂ξj

)
for ξ′ �=0.

Hence, we find from formula (5.3) that the principal symbol t1(x′, ξ′) of the
pseudo-differential operator T , defined by formula (5.2), is equal to the following:

(5.4) t1
(
x′, ξ′

)
= a

(
x′) |ξ′|+√

−1
[
n−1∑
k=1

αk
(
x′)ξk

]
.

By virtue of Proposition 5.2, we can reduce problem (2.3) to the study of the
pseudo-differential operator T on the boundary Γ. We shall formulate this fact more
precisely in terms of functional analysis (cf. [28, Chapter 6]).

First, we associate with the homogeneous problem (2.3) a densely defined,
closed linear operator

Ap :Lp(Ω)−→Lp(Ω)

in the Banach space Lp(Ω) as follows.
(a) The domain D(Ap) of definition is the space

D(Ap)=
{
u∈HA(Ω) : Bγu=0 on Γ

}
(5.5a)

=
{
u∈W 2,p(Ω) : Bγu=0 on Γ

}
.(5.5b)

(b) Apu=Δu for every u∈D(Ap).
The closedness of Ap and the regularity property (5.5b) will be proved in Sec-

tion 8 (see Claim 8.1).
Secondly, by using Proposition 5.2 with s:=0 and σ :=2 we associate with (5.1)

a densely defined, closed linear operator

Tp :B2−1/p,p(Γ)−→B2−1/p,p(Γ)

in the Banach space B2−1/p,p(Γ) as follows.
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(α) The domain D(Tp) of definition is the space

(5.6) D(Tp)=
{
ϕ∈B2−1/p,p(Γ) :Tϕ∈B2−1/p,p(Γ)

}
.

(β) Tpϕ=Tϕ=Bγ(Pϕ) for every ϕ∈D(Tp).
Then we obtain the following formula for the indices of the operators Ap and Tp

(see [28, Theorem 6.11]):

Theorem 5.3. Let 1<p<∞. If the operator Tp is a Fredholm operator, then

the operator Ap is a Fredholm operator. In this case, we have the formula

indAp = ind Tp.

Moreover, we can prove the following ([29, Proposition 6.8]):

Proposition 5.4. Assume that hypothesis (H) is satisfied. Then the pseudo-

differential operators T and T ′ are both subelliptic with loss of some δ∈[2k/(2k+
1), 1) on Γ. Here T ′ is the transpose of T .

By Smith [23] and Guan–Sawyer [11], we find that if condition (H) is satisfied,
then the pseudo-differential operator T has a parametrix (see Remark 2.2).

Summing up, we have proved the following ([29, Proposition 6.9]):

Proposition 5.5. If the condition (H) is satisfied, then the operator Tp, de-
fined by formula (5.6), is a Fredholm operator for all 1<p<∞.

5.3. Index of the operator Ap

The next theorem is an immediate consequence of Proposition 5.4 (see
[23, Theorem 4.5] and [11, Proposition 5.38]):

Theorem 5.6. Let 1<p<∞. Assume that condition (H) is satisfied. Then

we have the following two assertions:

(i) If ϕ∈D′(Γ), Tϕ∈Bσ,p(Γ) for σ∈R, then it follows that ϕ∈Bσ,p(Γ). In

particular, we have the assertion

N (Tp)⊂C∞(Γ).

(ii) If ψ∈D′(Γ), T ′ψ∈Bσ,p′(Γ) for σ∈R, then it follows that ψ∈Bσ,p′(Γ). In

particular, we have the assertion

N
(
(Tp)′

)
⊂C∞(Γ).
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Here the transpose operator (Tp)′ of Tp is a densely defined, closed linear oper-
ator

(Tp)′ :B−2+1/p,p′
(Γ)−→B−2+1/p,p′

(Γ), p′ = p

p−1 ,

such that

〈Tpϕ,ψ〉=
〈
ϕ, (Tp)′ψ

〉
for all ϕ∈D(Tp) and ψ∈D((Tp)′),

where 〈·, ·〉 is the duality between the spaces B2−1/p,p(Γ) and B−2+1/p,p′(Γ).
Finally, by combining Proposition 5.5, Theorems 5.3 and 5.6 we obtain the

following fundamental result of the indices of the operators Ap ([29, Theorem 6.11]):

Theorem 5.7. If condition (H) is satisfied, then the index indAp=ind Tp is

independent of p for all 1<p<∞.

Remark 5.8. By using Agmon’s method, we can prove that the index indAp is
equal to zero for all 1<p<∞ (see [29, Theorem 12.1]).

6. Uniqueness theorem for the oblique derivative problem

In this section we consider the following non-homogeneous oblique derivative
problem: Given a function f(x) defined in Ω and a function ϕ(x′) defined on Γ,
find a function u(x) in Ω such that

(2.4)
{

(1−Δ)u=f in Ω,

Bγu=a(x′) ∂u
∂n +α(x′)·u=ϕ on Γ.

The purpose of this section is to prove the following uniqueness theorem for
the oblique derivative problem (2.4) in the framework of Lp Sobolev spaces (see [32,
Theorem 2.4] and [11, Remark (b)]):

Theorem 6.1. Assume that the function a(x′) does not change sign on the

boundary Γ and further that the following hypothesis (R) is satisfied:

(R) The vector field α(x′) is non-zero on the set Γ0={x′∈Γ:a(x′)=0} of tan-

gency and any integral curve x(t, x′
0) of α passing through x′

0∈Γ0 at t=0 does not

lie in the set Γ0 for an infinite interval of time.

Then every solution u∈W 2,p(Ω), p>n, of the problem

(6.1)
{

(1−Δ)u=0 in Ω,

Bγu=0 on Γ

is identically equal to zero in Ω.
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Proof. First, it follows from an application of Sobolev’s imbedding theorem ([1,
Theorem 5.4]) that if p>n, we have the continuous injection

W 2,p(Ω)⊂Cν(Ω) for 0<ν≤2− n
p .

In particular, we find that every function u∈W 2,p(Ω) with p>n belongs to the space
C1(Ω):

u∈C1(Ω),

since 2−n/p>1 for n<p<∞. Moreover, we may assume that

a
(
x′)≥ 0 on Γ.

Our proof of Theorem 6.1 is divided into two steps.
Step 1: The case where u(x) is a constant in Ω. Then we have, by the (6.1),

0 = (1−Δ)u=u in Ω.

Step 2: The case where u(x) is not constant in Ω. In this case, (if necessary
replacing by u by −u) we may assume that there exists a point x′

0∈Γ such that

u
(
x′

0
)
=max

x∈Ω
u(x)> 0.

Then, by applying Hopf’s boundary point lemma we obtain that

(6.2) ∂u

∂n
(
x′

0
)
> 0.

Hence we have, by the boundary condition (6.2),

0 =Bγu
(
x′

0
)
= a

(
x′

0
)∂u
∂n

(
x′

0
)
+α

(
x′

0
)
·u
(
x′

0
)
= a

(
x′

0
)∂u
∂n

(
x′

0
)
,

and so
a
(
x′

0
)
=0.

This implies that
x′

0 ∈Γ0 =
{
x′ ∈Γ : a

(
x′)=0

}
.

Let
x
(
t, x′

0
)
=
(
x1(t, x′

0
)
, ..., xn−1(t, x′

0
))

be a maximal integral curve of α(x′) passing through x′
0 at t=0. By hypothesis

(R), we can find a time t−≤0 such that

(6.3) t− = inf
{
t< 0 : a

(
x
(
s, x′

0
))

=0 for all s∈[t, 0]
}
.

Here we remark that the flow exists for all times.
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Then we have, by the fundamental theorem of calculus and the boundary
condition (6.2),

u
(
x′

0
)
−u

(
x
(
t−, x′

0
))

=u
(
x
(
0, x′

0
))
−u

(
x
(
t−, x′

0
))

=
∫ 0

t−

d

ds

(
u
(
x
(
s, x′

0
)))

ds

=
∫ 0

t−

n−1∑
k=1

∂u

∂xk

dxk

ds
ds=

∫ 0

t−

n−1∑
k=1

αk
∂u

∂xk
ds

=
∫ 0

t−
α
(
x
(
s, x′

0
))
·u
(
x
(
s, x′

0
))

ds

=−
∫ 0

t−
a
(
x
(
s, x′

0
))∂u

∂n
(
x
(
s, x′

0
))

ds.

However, by the definition (6.3) of t− it follows that

u
(
x′

0
)
−u

(
x
(
t−, x′

0
))

=−
∫ t−

0
a
(
x
(
s, x′

0
))∂u

∂n
(
x
(
s, x′

0
))

ds=0,

so that

(6.4) u
(
x
(
t−, x′

0
))

=u
(
x′

0
)
=max

x∈Ω
u(x)> 0.

Hence, by applying again Hopf’s boundary point lemma we obtain that

∂u

∂n
(
x
(
t−, x′

0
))

> 0.

We choose a number ε0>0 so small that we have, for all s∈[t−−ε0, t
−],

∂u

∂n
(
x
(
s, x′

0
))

> 0,

a
(
x
(
s, x′

0
))

≥ 0.

Then we have, by the fundamental theorem of calculus and the boundary condi-
tion (6.2),

u
(
x
(
t−, x′

0
))
−u

(
x
(
t−−ε0, x

′
0
))

=
∫ t−

t−−ε0

α
(
x
(
s, x′

0
))
·u
(
x
(
s, x′

0
))

ds

=−
∫ t−

t−−ε0

a
(
x
(
s, x′

0
))∂u

∂n
(
x
(
s, x′

0
))

ds

< 0.
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However, by formula (6.4) it follows that

u
(
x
(
t−−ε0, x

′
0
))

>u
(
x
(
t−, x′

0
))

=u
(
x′

0
)
=max

x∈Ω
u(x).

This is a contradiction.
The proof of Theorem 6.1 is now complete. �

Remark 6.2. The hypothesis (R) is introduced by Winzell [32] (see Melin–
Sjöstrand [17] and [18]). By definition, the hypothesis (R) implies that every integral
curve x(t, x′

0) of α passing through x′
0∈Γ0 at t=0 goes out of the set Γ0 of tangency

in a finite time. On the other hand, the hypothesis (H) implies that every integral
curve x(t, x′

0) goes out of Γ0 instantaneously.

7. A special reduction to the boundary

In this section, by using the Poisson kernel P ext
2 of 1−Δ in the exterior domain

Ωc=Rn\Ω we reduce the homogeneous oblique derivative problem (2.5) to the study
of a first-order, pseudo-differential operator T on the boundary Γ (Proposition 7.1),
just as in Smith [23] and Guan–Sawyer [11].

Step 1: Let f∈W s,p(Ω) with 1<p<∞ and s>−1+1/p. We denote by f0 the
extension of f to Euclidean space Rn with f0≡0 outside Ω:

f0(x)=
{
f(x) for x∈Ω,

0 for x∈Rn\Ω.

Let G2(x) be the Bessel potential of order 2, that is,

Ĝ2(ξ)=
∫
Rn

e−ixξG2(x) dx= 1
1+|ξ|2 .

If we let

r+G2f(x) :=G2∗f0(x)=
∫
Rn

G2(x−y)f0(y) dy

=
∫
Ω
G2(x−y)f(y) dy for all x∈Ω,

then we obtain from the transmission property of the Bessel potential G2(x) (see
Boutet de Monvel [5], Rempel–Schulze [20, p. 161, Theorem 2]) that

r+G2f ∈W s+2,p(Ω) for s>−1+1/p,
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and further ([20, p. 100, Lemma 5]) that

(1−Δ)r+G2f = f in Ω.

On the other hand, by the trace theorem ([1, Theorem 7.39]) it follows that

Bγ(G2∗f0)=Bγ
(
r+G2f

)
∈Bs+1−1/p,p(Γ) for s>−1+1/p.

If a function u∈Lp(Ω) satisfies the equation{
(1−Δ)u=f in Ω,

Bγu=0 on Γ,

then it follows that

(1−Δ)
(
r+G2f−u

)
= f−f =0 in Ω.

We let
ψ=

(
r+G2f−u

)∣∣
Γ.

If P2 is the Poisson kernel of the elliptic differential operator 1−Δ in Ω, then we
have the formula

r+G2f−u=P2ψ in Ω,

or equivalently,
u= r+G2f−P2ψ in Ω.

Then we find that the boundary condition

Bγu= ∂u

∂ν
=α

(
x′)·u+a

(
x′)∂u

∂n

∣∣∣∣
Γ

=0 on Γ

is equivalent to the following condition:

0 =Bγ
(
r+G2f

)
−Bγ(P2ψ)

=Bγ(G2∗f0)−α
(
x′)·(P2ψ)|Γ−a

(
x′) ∂

∂n
(P2ψ)

∣∣∣∣
Γ

=Bγ(G2∗f0)−
(
α
(
x′)·ψ+a

(
x′) ∂

∂n
(P2ψ)

∣∣∣∣
Γ

)
on Γ.(7.1)

If we let

T2 :C∞(Γ)−→C∞(Γ)
ϕ �−→Bγ(P2ϕ),



260 Kazuaki Taira

then we have the formula

(7.2) T2 = a
(
x′)Π2+α

(
x′),

where Π2 is the Dirichlet–Neumann operator defined as follows:

Π2ϕ := ∂

∂n (P2ϕ)
∣∣∣∣
Γ

for all ϕ∈C∞(Γ).

Therefore, we obtain from formulas (7.1) and (7.2) that

(7.3) T2ψ=α
(
x′)·ψ+a

(
x′)Π2ψ=Bγ(G2∗f0) on Γ.

This is a generalization of the classical Fredholm integral equation.
In view of [24, Lemme 2.2], we find that the complete symbol p2(x′, ξ′) of Π2

is given by the formula (cf. formula (5.3))

p2
(
x′, ξ′

)
=
√

|ξ′|2+1+ 1
2

(
ωx′(ξ̂′, ξ̂′)
|ξ′|2+1 −(n−1)M

(
x′))

−
√
−1
2

1√
det(gij(x′))

n−1∑
j=1

∂

∂xj

(√
det

(
gij

(
x′
)) ∂

∂ξj

(√
|ξ′|2+1

))
+ terms of order ≤−1.(7.4)

Step 2: On the other hand, since the function f0 is compactly supported
in Rn, it follows that the function

G2∗f0(x)=
∫
Ω
G2(x−y)f(y) dy, x∈Rn,

satisfies the homogeneous equation

(1−Δ)G2∗f0 = f0 =0

in the exterior domain
Ωc =Rn\Ω,

and vanishes at infinity.
If P ext

2 is the Poisson kernel of the elliptic differential operator 1−Δ in the
exterior domain Ωc, then we have the formula

(7.5) G2∗f0 =P ext
2

(
(G2∗f0)|Γ

)
in Ωc

.

We recall that the analysis of the Poisson kernel P ext
2 can be reduced to that of

compact domains by using the Kelvin transform (see [3, Chapter 4]).
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Hence we have, by formula (7.5),

Bγ(G2∗f0)=Bγ
(
P ext

2
(
(G2∗f0)|Γ

))
.

However, it should be noticed that the outward normal field n to Γ in the interior
domain Ω is the inward normal for the exterior domain Ωc.

Therefore, if we define the Dirichlet–Neumann operator Πext
2 by the formula

Πext
2 ϕ := ∂

∂(−n)
(
P ext

2 ϕ
)∣∣∣∣

Γ
for all ϕ̃∈C∞(Γ),

then we have the formula

Bγ(G2∗f0)=Bγ
(
P ext

2
(
(G2∗f0)|Γ

))
=α

(
x′)·((G2∗f0)|Γ

)
+a

(
x′) ∂

∂n
(
P ext

2
(
(G2∗f0)|Γ

))∣∣∣∣
Γ

=α
(
x′)·((G2∗f0)|Γ

)
−a

(
x′) ∂

∂(−n)
(
P ext

2 (θ)
(
(G2∗f0)|Γ

))∣∣∣∣
Γ

=
(
α
(
x′)−a

(
x′)Πext

2
)(

(G2∗f0)|Γ
)

on Γ.(7.6)

In view of formula (7.4), we find that the complete symbol pext
2 (x′, ξ′) of Πext

2 is
given by the formula

pext
2

(
x′, ξ′

)
=
√

|ξ′|2+1− 1
2

(
ωx′(ξ̂′, ξ̂′)
|ξ′|2+1 −(n−1)M

(
x′))

−
√
−1
2

1√
det(gij(x′))

n−1∑
j=1

∂

∂xj

(√
det

(
gij

(
x′
)) ∂

∂ξj

(√
|ξ′|2+1

))
+ terms of order ≤−1.(7.7)

Step 3: By combining formulas (7.3) and (7.6), we have proved the following
fundamental proposition (cf. Proposition 5.2):

Proposition 7.1. Let f∈W s,p(Ω) with 1<p<∞ and s>−1+1/p. Then the

homogeneous oblique derivative problem

(2.5)
{

(1−Δ)u=f in Ω,

Bγu=a(x′) ∂u
∂n +α(x′)·u=0 on Γ

can be reduced to the study of the pseudo-differential equation

(7.8) T2ψ=
(
α
(
x′)+a

(
x′)Π2

)
ψ=

(
α
(
x′)−a

(
x′)Πext

2
)(

(G2∗f0)|Γ
)

on Γ,
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where

ψ=
(
r+G2f−u

)∣∣
Γ,

and

(G2∗f0)|Ω = r+G2f ∈W s+2,p(Ω),

(G2∗f0)|Γ = r+G2f |Γ = γ0
(
r+G2f

)
∈Bs+2−1/p,p(Γ).

Remark 7.2. It should be noticed that the pseudo-differential equation (7.8)
corresponds to the equation in Smith [23, p. 100](

XT +α
(
x′)Q)

v=
(
XT−α

(
x′)QExt)(Ef0|∂Ω)

with

XT :=α, α
(
x′) := a

(
x′),

Q :=Π2, QExt :=Πext
2

(see also the boundary equation (2.3) in Guan–Sawyer [11]).

8. Representation formula of the resolvent

By combining Proposition 7.1 and Theorem 6.1, we can obtain the follow-
ing fundamental theorem essentially due to Smith [23, Main Theorem] and Guan–
Sawyer [11, Theorem 2, part (i)]:

Theorem 8.1. Let 1<p<∞. Assume that the condition (H) is satisfied. If

f∈W s,p(Ω) with s>−1+1/p, then every solution u∈Lp(Ω) of the homogeneous

oblique derivative problem

(2.5)
{

(1−Δ)u=f in Ω,

Bγu=0 on Γ

belongs to the space W s+2,p(Ω). Moreover, every solution u∈W s+2,p(Ω) can be

uniquely expressed in the form

(8.1) u= r+G2f−P2
(
S2

(
α
(
x′)−a

(
x′)Πext

2
)(
r+G2f |Γ

))
.

Here:

(i) P2 :Bs+2−1/p,p(Γ)→W s+2,p(Ω) is the Poisson kernel for the elliptic differ-

ential operator 1−Δ.

(ii) S2 is the inverse of the pseudo-differential operator T2=BP2 in the Banach

space Lp(Γ).
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Proof. (1) First, we find from Proposition 7.1 and Theorem 5.6 that every
solution u∈Lp(Ω) of problem (2.5) with f :=0 belongs to the space C∞(Ω). Hence
the uniqueness theorem for problem (2.5) follows from an application of Theorem 6.1
and Remark 6.2.

(2) Therefore, we obtain from the proof of Proposition 7.1 that every solution
u∈W s+2,p(Ω) can be uniquely expressed by formula (8.1). It should be noticed that
the boundary operator

R :=S2
(
α
(
x′)−a

(
x′)Πext

2
)

is bounded on the Besov space Bs+2−1/p,p(Γ). In other words, ψ gains 0-derivatives
from (G2∗f0)|Γ in (7.8). Indeed, we have the following four assertions:

(a) By formula (7.4), it follows that the symbol of the inverse S2 of T2=BP2=
α(x′)·+a(x′)Π2 is in the symbol class ES−1

ρ (see [23, Definition 3.11]).
(b) By formula (7.7), it follows that the symbol of α(x′)−a(x′)Πext

2 is in the
symbol class ES1

ρ ([23, Theorem 3.11]).
(c) By applying [23, Theorem 3.14] to our situation, we find that the symbol

of the product S2(α(x′)−a(x′)Πext
2 ) is in the symbol class ES0

ρ .
(d) The operator R=S2(α(x′)−a(x′)Πext

2 ) is bounded on the Besov space
Bσ,p(Γ) for every σ∈R ([23, Theorem 3.13] and [11, Section 6]).

The proof of Theorem 8.1 is complete. �

In this way, by using the representation formula (8.1) of the solution u we can
obtain the following regularity property for the resolvent (I−Ap)−1:

Corollary 8.2. Let 1<p<∞. Assume that the condition (H) is satisfied.

Then the resolvent (I−Ap)−1, given by the formula

(8.2) (I−Ap)−1f = r+G2f−P2
(
S2

(
α
(
x′)−a

(
x′)Πext

2
)(
r+G2f |Γ

))
,

maps W s,p(Ω) continuously into W s+2,p(Ω) for every s>−1+1/p.

Indeed, it suffices to note the following facts:

r+G2f ∈W s+2,p(Ω),

and

r+G2f |Γ = γ0
(
r+G2f

)
∈Bs+2−1/p,p(Γ),

S2
(
α
(
x′)−a

(
x′)Πext

2
)(
r+G2f |Γ

)
∈Bs+2−1/p,p(Γ),

P2 :Bs+2−1/p,p(Γ)−→W s+2,p(Ω).

Now we are in a position to prove the closedness of Ap and the regularity
property (5.5b):
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Claim 8.1. The operator Ap :Lp(Ω)→Lp(Ω) is closed for all 1<p<∞. More-

over, we have the assertion

(8.3) D(Ap)=
{
u∈HA(Ω) : Bγu=0 on Γ

}
⊂W 2,p(Ω).

This implies the regularity property (5.5b).

Proof. The proof of Claim 8.1 is divided into two steps.
Step 1: Let {uj} be an arbitrary sequence in the domain D(Ap) such that{

uj−→u in Lp(Ω),
Δuj−→v in Lp(Ω).

Since Δ:Lp(Ω)→D′(Ω) is continuous, it follows that

Δuj −→Δu in D′(Ω),

so that

(8.4) Δu= v ∈Lp(Ω).

This proves that {
u∈HA(Ω),
uj−→u in HA(Ω).

Hence we have, by Proposition 5.1,

(8.5) Bγu= lim
j→∞

Bγuj =0 in B−1−1/p,p(Γ).

By combining assertions (8.4) and (8.5), we obtain that{
u∈D(Ap),
Apu=v.

This proves the closedness of Ap defined by formula (5.5a).
Step 2: Moreover, by applying Theorem 8.1 with s:=0 we find that{

u∈HA(Ω),
Bγu=0 on Γ

==⇒{
(1−Δ)u∈Lp(Ω),
Bγu=0 on Γ
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==⇒
u∈W 2,p(Ω).

This proves the desired assertion (8.3).
The proof of Claim 8.1 is complete. �

9. Proof of Theorem 2.3 via Boutet de Monvel calculus

In this section we prove Theorem 2.3, by using Boutet de Monvel calculus (see
[5], [20] and [27, Appendix B]). Our proof of Theorem 2.3 is based on Theorem 4.1
and Remark 4.2. More precisely, we have only to verify condition (4.2) for the
resolvent (I−A2)−1 given by formula (8.2) with p:=2.

First, by Corollary 8.2 with p:=2 it follows that

R
(
(I−A2)−k

)
⊂H2k(Ω) for all positive integer k.

Secondly, the next theorem with p:=2 proves that

R
((
I−A∗

2
)−k)⊂H2k(Ω) for all positive integer k.

Theorem 9.1. Assume that the condition (H) is satisfied. If (I−Ap)−1 is

the resolvent defined by formula (8.2), then its adjoint operator ((I−Ap)−1)∗=
(I−A∗

p)−1 maps W s,p(Ω) continuously into W s+2,p(Ω) for every s>−1+1/p.

Proof. The proof of Theorem 9.1 is divided into five steps.
Step 1: We recall that the operator r+G2 is defined by the formula

r+G2f(x) :=G2∗f0(x)=
∫
Ω
G2(x−y)f(y) dy for all x∈Ω.

Then the operator
r+G2 :W s,p(Ω)−→W s+2,p(Ω)

is continuous for every s>−1+1/p ([20, p. 162, Theorem 2]). More precisely, it is
a Green operator of order −2 with symbol ([20, p. 119, Proposition 3])

1
|ξ|2+1 = 1

〈ξ′〉2+τ2 , ξ =
(
ξ′, τ

)
,
〈
ξ′
〉
=
√

1+
∣∣ξ′∣∣2.

The adjoint (r+G2)∗ of r+G2 is also a Green operator of order −2 with symbol
([20, p. 102, Proposition 6])

1
|ξ|2+1 = 1

〈ξ′〉2+τ2 .
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Hence it follows ([20, p. 161, Theorem 2]) that the adjoint

(9.1)
(
r+G2

)∗ :W s,p(Ω)−→W s+2,p(Ω)

is continuous for every s>−1+1/p.
Step 2: By Step 1, we can define a continuous operator

γ0
(
r+G2

)
:W s,p(Ω)−→Bs+2−1/p,p(Γ)

by the formula

γ0
(
r+G2f

)(
x′) :=G2∗f0

(
x′)=

∫
Ω
G2

(
x′−y

)
f(y) dy for all x′ ∈Γ.

Then it is a trace operator of order −2 with the principal symbol ([20, p. 100,
Lemma 4])

1
2〈ξ′〉 ·

1
〈ξ′〉−iτ

.

The adjoint (γ0(r+G2))∗ of γ0(r+G2) is a potential operator of order −2 with
the principal symbol ([20, p. 102, Proposition 6])

1
2〈ξ′〉 ·

1
〈ξ′〉+iτ

.

Hence it follows ([20, p. 161, Theorem 2]) that the operator

(9.2)
(
γ0
(
r+G2

))∗ :Bs+1−1/p,p(Γ)−→W s+2,p(Ω)

is continuous for every s∈R.
Step 3: The Poisson kernel

P2 :Bs+2−1/p,p(Γ)−→W s+2,p(Ω)

is continuous for every s∈R ([20, p. 161, Theorem 2]). More precisely, it is a
potential operator of order −1 with the principal symbol ([20, p. 125, Proposition 2])

1
〈ξ′〉+iτ

.

The adjoint P ∗
2 of P2 is a trace operator of order −1 with the principal symbol

([20, p. 102, Proposition 6])
1

〈ξ′〉−iτ
.

Hence it follows ([20, p. 162, Theorem 2]) that the adjoint

(9.3) P ∗
2 :W s,p(Ω)−→Bs+1−1/p,p(Γ)

is continuous for every s>−1+1/p.
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Step 4: The symbol of the adjoint R∗ of the pseudo-differential operator

R=S2
(
α
(
x′)−a

(
x′)Πext

2
)

is in the same symbol class ES0
ρ ([23, Theorem 3.15]). Therefore, we obtain ([23,

Theorem 3.13]) that the adjoint R∗ is also bounded on the Besov space Bσ,p(Γ) for
every σ∈R. In particular, we have the assertion

(9.4) R∗ =
(
S2

(
α
(
x′)−a

(
x′)Πext

2
))∗ :Bs+1−1/p,p(Γ)−→Bs+1−1/p,p(Γ).

Step 5: Now we remark that the resolvent (I−Ap)−1 given by formula (8.2)
can be written in the form

(I−Ap)−1 = r+G2−P2 R
(
γ0
(
r+G2

))
.

Therefore, we obtain that the adjoint ((I−Ap)−1)∗ is given by the formula(
(I−Ap)−1)∗ =

(
r+G2

)∗−(
γ0
(
r+G2

))∗
R∗ P ∗

2 ,

and further from assertions (9.1) through (9.4) that it maps W s,p(Ω) continuously
into W s+2,p(Ω) for every s>−1+1/p.

The proof of Theorem 9.1 is complete. �

Now Theorem 2.3 follows from an application of Theorem 4.1 and Remark 4.2
with A:=A2−I.

10. Concluding remarks

(I) We replace the Laplacian Δ by a second-order, uniformly elliptic differential
operator A with real smooth coefficients on the closure Ω=Ω∪Γ (just as in Section 4)

A=
n∑

i=1
aij(x) ∂2

∂xi∂xj
+

n∑
i=1

bi(x) ∂

∂xi
+c(x),

and consider the homogeneous oblique derivative problem{
(A−λ)u=f in Ω,

Bγu=a(x′) ∂u
∂n +α(x′)·u=0 on Γ.

We introduce a densely defined, closed linear operator

A :L2(Ω)−→L2(Ω)

in the Hilbert space L2(Ω) as follows:



268 Kazuaki Taira

(a) The domain D(A) of definition is the space

D(A)=
{
u∈H2(Ω) :Bγu=0 on Γ

}
.

(b) Au=Au for every u∈D(A).
Then, by combining Agmon [2, Theorems 14.4 and 15.1] with [29, Theorem 2.2]

we can generalize Theorem 2.3 as follows (see [29, Corollary 2.3]):

Theorem 10.1. Assume that the hypothesis (H) is satisfied. Then the closed

realization A of A enjoys the following five spectral properties:

(i) The spectrum of A is discrete and the eigenvalues λj of A have finite mul-

tiplicities.

(ii) All rays arg λ=θ different from the negative axis are rays of minimal growth

of the resolvent (A−λI)−1:∥∥(A−λI)−1∥∥≤ C(θ)
|λ| for all |λ|≥R(θ).

(iii) The negative axis is a direction of condensation of eigenvalues of A; more

precisely, for each ε>0 there are only a finite number of eigenvalues outside the

angle: −π+ε<θ<π−ε.

(iv) Let
N(t) :=

∑
Reλj≥−t

1

be the number of eigenvalues λj such that Reλj≥−t, where each λj is repeated

according to its multiplicity. Then the asymptotic eigenvalue distribution formula

N(t)= 1
(2π)n

∫
Ω

∣∣A(x)
∣∣ dx ·tn/2+o

(
tn/2

)
as t→+∞

holds true. Here |A(x)| denotes the volume of the subset A(x)={ξ∈Rn :∑n
i,j=1 a

ij(x)ξiξj<1}.
(v) The generalized eigenfunctions of A are complete in the Hilbert space L2(Ω);

they are also complete in the domain D(A) in the H2(Ω)-norm.

Indeed, in view of formula (5.4) it suffices to note that there is a homotopy
through elliptic symbols between the two elliptic differential operators A and Δ if
we take

At := tA+(1−t)Δ for 0≤t≤1.

(II) In the near future, we would like to apply Theorems 2.3 and 10.1 to provide
numerical solutions of the linearized fixed gravimetric boundary value problem on
the real Earth surface topography in the degenerate (non-coercive) case, generalizing
Holota [12] and Čunderlík–Mikula–Mojzeš [7].
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