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me 

eroids, which may be defined by the relation 

(D)"  
x ~ = x  ~ x ~-~, 

0 denoting the operator 

In a former paper 1 I have considered a class of polynomials, the pow- 

(~) 

(k, #o) .  (2) 

The function ~(t) is assumed to be analytical at the origin, and expan- 

sions in powers of D or any other theta-symbol are on!y permitted when the 

operation is applied to a polynomial. 

A consideration of the form (I) leads to an examination of ~he polynomials 

R~1 (x) = x', (3) 

where v is the degree of the polynomial, while 2 can be any rea l  or complex 

number. 

These polynomials contain as particular cases several polynomials which have 

already proved useful in analysis. Thus, the NSrlund polynomials B~](x) and 
[~'1 x $~ ( ) ,  which again include the Bernoulli and Euler polynomials, are obtained 

for 0 = A  and 0 =  I +)--  D respectively, see P. (Io5) and P. (I18), and for 

0 = e ~ D ' t h e  polynomial 

The Poweroid, an Extension of the Mathematical  Notion of Power. Aeta mathemat iea ,  

Vol. 73 (I941), P. 333. This  paper will be referred to below as ~P>,. 
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or P. (7Q, results. 

and, if we write 

in particular 
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G,,(~, x) = e -~'~ x" 

t t~O 

The poweroid xq, expressed by the polynomials (3), is written 

xq ---~ x R[~'.~, (x). (4) 

From (3) we obtain at once the two important  relations 

D Bc:.J (x) = ,  R?L~ (*), 

From these follow the expansions in powers and in poweroids 

$ = 0  

(s) 

(6) 

(7) 

,(8) 

(9) 

8 ~ 0  

We shall presently occupy ourselves with the question of determining the 

coefficients R f ,  which can be done in several ways, but first we propose to find 

the generating function of ~he polynomials R~] (x). This is obtained by P. (37), or 

�9 (t) ~='= ~ 7., ~ (D)  x', (~2) 

which is valid if O(t) is analytical at the origin. In  this formula we may, owing 

to the assumptions we have made about ~(t), put 
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~(t) being the function defined by (2) 
oo 

We thus obtain from (I2), by (3), the generating funct ion of B [~](x) 

(~_T/i) ~- e~, = ~, ~ t "  R~'] (x). (IS) 
* '=0 

In particular, for x = o, we have the generating function of /t~,l 

Z ~  t" R ['~] ( I6 )  
~e~O 

These coefficients deserve to be considered separately on account of their 

application to certain summation problems. Thus, if we put 
1 

qg(t)-----: (1 + t) ~ ' -  I ,  

we have R~ ~] = v! ~/,, the z/,  being the coefficients in Lubbock's summation for- 

mula. 1 I f  ~ is any positive integer, we get the coefficients in the corresponding 

formula for repeated summation of any order. 

2. In  certain cases 9(t) is such a simple function that  / /!  x] (x) can be ob- 

"-'(~-)~. are chiefly rained directly from (3) by expanding But here we . concerned 

with the general case where r is only known by its expansion (14), so that  

the main problem is to express R[ ~], and hence R[ ~] (x), by the coefficients k,. 

This may be done in several ways. 

The first one that  occurs is to derive a recurrence formula from (I5), using 

as ini t ial  value 
R~ ~] ___ kT~- 

which is obtained directly from (I6) for t =  o. 

sides of (I6) and differentiate, the result being 

~ _  zg'(t) = 
t ~ (t) 

(I7) 

We take the logarithm on both 

00 t ~ _ l  
~ - - - -  R[;.] 
,= (~-1) !  �9 

~ ~ 1 6 2  t~ R[~ ~] 

J. F. •TEFFENSEN" Interpolation w I5(5) and w I8(4I), or the Danish edition (where m is 
written for h). 
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whence ]"  2 - - 2 9 ' ( t  ) ~ t ~ B a l = 9 ( t ) ~  ~ - - - - .R  fa] 
z~vl  " X.~(v--i)I "" 

By (14) this may be written 

s k ~ + l t ~ ' ~ ' v ! - *  v! ,+1, 
*=I ~ = 0  *=1  ~'=0 

and if we now compare the coefficients of t r on  both sides, we find the required 

recurrence formula 

r kr-~+l r~, )Z + v / I - - ~ ) R ~  ~ = 0  (i8) 
q~O 

with the initial value (17). 

the left-hand side of (I6) we write 

If, now, we put 

A direct expression for R~] is obtained as follows. In order  to expand 

= ~ k,+~t" (19) 

and expand in powers of T, we find 

Next, we put 

) ~;-~-~ ~ .  (20) 

~ --- ~ a~, n) t', (21 ) 

where the coefficients a~ "~, 

formula 

with the initial value 

which 

kr-.+2 [nr - -  , ( n  + I)1 aC:+~. = o 
~ = 0  

al~) -~ k2 n 

are independent of ~, satisfy the recurrence 

(22) 
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resul t ing from (2I) and (I9). W e  may derive (22) in the  same way as (I8), bu t  

it is easier to observe tha t  (22) is really (I8) with a change of notation.  For, 

compar ing (I6), wri t ten in the form 

\ ~ = 1  I ~,~o 

with (21) writ ten in the  form 

k , + l t  *-1 -= a (') t" 

it is seen at  once that ,  if 
k,,  Z, Rt~-~ 

are replaced respectively by 

~,-}- 1 " - - n  ~!  a ( :~  n 

then (18) is changed into (22). 

If, now, we regard the coefficients a~, ~) as known and inser t  (21) in (20), we 

have 

i t z =  ~ k7 "-~- a~ ~)t" 

or, arranging in powers of t, taking into account  tha t  a~, ) = o for n < v, 

t = t -  

, = o  " ' 

so tha t  comparison with (I6) shows tha t  

�9 2 ( _ , , )  . , , 

Zr ~J = v! ~ (--~)n ~ - .  k; 'n-" a;"', (24) 
n ~ O  

where Z(-") = Z(Z + I) ... (Z + n -- l), Z (~ : I. 

I t  is seen tha t  if k~= i ,  as is f requent ly the  ease,  then R~] i s a  polynomial  

in 2 of degree v. 

4. A direct expression for a~*) "is obta ined from (2I) by expanding the po- 

lynomial  
( k ~ t + k  s t  ~ +  -.. + k,+~t') ~, 

viz. 

~ a t ~ ! ~ , ! .  - '  (25) 
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where the summation extends to all positive integers a, fl, 7" . . .  for  which si- 

multaneously 
a + /~ + 7 +  . . . .  n (26) 

and 
a + 2 f l +  3 7 +  . . . .  v. (27) 

We state below a few special results, found by (25) and checked by (22) 

,.1 = kL 
a n 

a (") = n k,~ k~ -~. n + l  

a I,t~ /~ 1-11 -- 1 --[- ~(2) ~4 ~S ]17:1--'2 -1- ( " )  /ill Z-'--'~ 
'n+.'3 ~ '17 '"5 ' ~  3 aS ~ �9 

n(z) 
al?~+5 = n k 7 k ~ ,  ! -3 I- $~(2)(kBk 8 .~_ k5 k4 ) k n - 2  _p _ _ ( k s ] f ,  ' .~ k~) ks ]c  n - 3  @ 

" 2 " 

+ ~ - k ~ k ~  + k~k~ . 

a ('1 -----nksk'~ ' - I  + (2kTk~ + 2 k ,  k4 + .sl,~,. + 3k~k8 + 6k.~k4k8 +'~41-~. 
~1+6 - 3 

We fur the r  have, by (2t )  and (19) 

a~o ~ ~ I , 

a(o) w~- O, 

+ 6 k 4 k 3 )  k,, + 5 5 ',,4 s~._ + n.ar.,~ . 

~,~1 = o (,, > o),  

a l ,  = L .+ ,  (,, > o). 

I n  the expression (24) for R~ ~1 we want  ,,-/~ a~),  a{2~,, . . .  a~). 

wri t ten  down as fa r  as v----8 by the formulas  given above. 

leaving out  a ~ ) a n d  a-It) given by (28)and (29), 

,. - 2. a~ 2J = / d .  

"#" ----- 2 kak~. a~ 3) - -  k~ Y ~ 3"  tr J �9 

,} 
v = 4. a~ 2 ' =  2 lq k~ + k]. a~ ~,'~" 3 k8 k~ 04 ' ) =  k~. 

V = 5" O~ 2~ 2 k s k o .  + 2k4k.," ~a)__ 2 = a~ - -  3 k4 k~. + 3 k ,  k~. 

a~ ~ -~- 4 ka k~. a~ ~ = k~. 

(28) 

(29) 

These may_be 

The results are, 



a~ 4) 

= 7" a~ ~ ) =  
a (4) .~. 

a ? i  _ -  

~ , =  8. a~ ' ) =  
a(s s) .~_ 

a(8 4) = 

O(5) : 

a(8 ~) = 
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2 k 6/% + k~ + 2 k~ k 8 . a(~ 3) = 3 k~ k~ + 6 k~ k s k~ + k~. 
6 z.2 k2 a~ ~) 5.k.~ k2 4 . a~ 6) : k~ 4k4k~ + ,., ~. = 

2k 7k~ + 2k,~k4-t- 2k 6k~. a~ ) = 3 k 6 k ~ +  3 k ~ k ] +  3k~k-~ + 6 k  5k3k_~. 

4ksk~ -t- 12k, kak~-t- 4k~k,,. a'7~'= sk4k~ + tok]k{. 
6kzk~. a~ 7~= k~. 

2 k  8k 2 q- 2k  7k s q- 2k  6k 4 q- k~. 

4kek~ + I2k~k.~k~ "+ I2k, k~k, + 6h~kg 4- k~. 

5 k s k ~  "~ 2ok4k.~k~ -I-- I O k ] k g .  

6 k4 k~ + 15 k~ kg. a]  ~ 7 k~ k~. a~ = k~. 

By means of these results, R[ ;-] may be immediately wri t ten  down by (24), 

and thereaf ter  R[,X](x)by (Io) or, in terms of poweroids, by (I I). 

In  the  part icular  case where ~ = -  i we have directly by (I6) and (IO) 

I~!:,~ = ~! k,+, ,  ~ I - , ~  (~,) = ~ ! y ,  k . . . .  + '  s~." (30) 
s~O 

5. A formula  of some general i ty,  a sort of binomial theorem for  the R-po- 

lynomials,  is obtained as follows. We  replace, in (3), ~ by ~ + #, and x by x + y, 

writ ing the resul t  in the form 

Here, i t  evidently does not  mat te r  whether  f f  acts on x or on y. We may, 

therefore,  let act on x, and on y. Expanding  (x+y)" by the binomial  

theorem and performing the two operations, we find, by (3), 

R~-+,,~ (x + :I) = ~ R ~  (x) ~)'L (y) (3 ~) 

which is the binomial  theorem for our  polynomials.  

Several par t icular  cases of this  formula  are of interest .  Thus,  observing 

that ,  by (3) 
I ~  (x) = x', (32) 

we obtain, pu t t ing  # = - - ~  in (3i), 
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(x + y ) ' =  __~ RE~l(x3RE-~l(y)~,, ,-~ , (33) 
S ~ 0  

and from this, for y = o, 

(;) x " =  ~ R~ ~'] (x)R~-_~]. (34) 

This may be looked upon either as the expansion of x" in R-polynomials, 

or as a recurrence formula for R~](x). In the latter case we have as initial 

value 
R~ ~J (x) = k7~, (35) 

resulting from (I5) for t = 0. 

.Next, putting /~ = o in (3I), we have, by (32), 

C) R~ ~] (x + y) ---- ~, B~ ~] (x) ?f'-" (36) 

which is really only the Maclaurin expansion in y. 

Put t ing y = - - x . i n  (36 ) we find 

RE;.I, = ~,  ( -  i) .... x '-~R~l(x),  (37) 

another recurrence formula for R~'](x), which may also be obtained from (7)- 

We further note that, putting y----o in (3I), we have 

"() RI~'+"] (x) ----- ~ " R~'l(x)B t"l (38) 
s ~ O  

and putting x----o in this 

8 ~ 0  

or the binomial theorem for the R-coefficients. 

These binomial theorems are evidently generalizations of corresponding theo- 

rems by NSrlund t (in the case where the intervals of differencing are identical). 

6. Tile R-polynomials may be generalized considerably without losing their 

essential properties. We may, in fact, in (3) replace D by any theta-symbo], 

provided that x" is replaced by the corresponding poweroid. Let, therefore, 0 

N. E. N/~RLUND: l)ifferenzenrechnung, chapter VI. 
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and 0 1  be any two theta-symbols, xq and x~ l the corresponding poweroids; we 

write then,  instead of (3), 

= xq. (40) 

I t  is seen at  once tha t  the N-polynomials satisfy the two fundamenta l  re- 

lations 
O ~N'I2"] (x) = ~, N[~, (x) (4') 

0I *N [;'],, (x) -- r/u (X), (4 2) 

corresponding to (5) and (6). 

From these polynomials we obtain the R-polynomials by choosing 0 = D 

x2-----x ~, but  the N-polynomials conta in  many other  in teres t ing polynomials. 

Thus, for instance,  if 0 = / k ,  xq ~-x(")o, where x~ ') is the factorial  
(o 

X~ ) = X ( X -  W ) . . .  ( X - "  O) + tO), X~ ) = I, (43) 

and 0~-~ A, we obtain the polynomial  

(:) A " 
x" - = x (~). (44) r163 O) 

I have on a former  occasion: dealt  with this polynomial  in the case where 

is a non-negative integer,  u. In  t h a t  case, t h e  polynomial  is completely deter- 

mined by sa t is fying the  two relat ions (4I) and (42), or 

X ~ y X ~ - 1  

~ X  ~ ~ T ~ ~ - 1  
con XoJ, n - - 1  ' 

besides the  ini t ial  conditions x ~ ~ I and x~" o ---- x(')~ . This proves tha t  i t  can be 

represented in the  convenient  form (44), where X may, however, be any real or 

complex number.  

For ~-~o  we obtain f rom (44) x~z = B[,~](x). 

Related to (44) is the corresponding >>centraD polynomial  

* J. F. STEFFENSEN" On a Genera l i za t ion  of NSrlund's Polynomials. Det  Kgl .  Danske  Viden-  
skabernes  Selskab, Mathematisk4ysiske Meddelelser, VII, 5 (I926). Referred to below as ~G.N.P.,. 
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where central differences and central factorials 

(~ ( =L E ~ _ E  ~ ,  x[:!=x x +  

are employed. 

We may fur ther  mention the polynomials 

A~ b~.l(x) = ( ~ ) x l , '  
and 

(46) 

which are related to the NSrlund polynomials B[ ~'] (x)and ~ ]  (x). The case ~ ~-~ I 

has been dealt with by Charles Jordan I, who calls ~btll(x) the Bernoulli poly- 

nomial of the second kind, and ~e [11(~ Boole's polynomial. 

The corresponding central polynomials are 

,~}(x)= ( ~ ) x  I'l, (48) 

~ ]  (x) ---- [ ]  -~ x['], (49) 

I E ~ + E -  where [] 2 

7. The theory of the ~V-polynomials runs parallel to that  of the R-poly- 

nomials. Writ ing 
~v~ -= ~vt~ (o), (5o) 

we obtain from (4I) and (42) the two expansions corresponding to (IO) and (II) 

a=O 

and 

in the poweroids ~ and x~ respectively. 

I CHARLES JORDAN: Ca lcu lus  of  F in i t e  Differences,  p. 265 a n d  p. 317 , T h e  n o t a t i o n  differs 
f rom ours .  
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More generally we have 

, x~ N ['~] (y), N [  ~-] (x  + y ) =  .~ , _~  
$ = O  

~ f ( x  § v ) =  Y, ~i . . . .  

In order to 

generalizing (I 2). 

301 

(53) 

(54) 

obtain the generating function of ~ f ( x ) ,  we must begin by 

According to P. (34) and P. (33) we have 

:r xT, , 

~ 0  

for sufficiently small I~1 and M1 x. If  now 

; = ~(t)  

(h, + o). (57) 

(D (o1-- = (58) 

stead of O, and ~ instead of 0~, thus 
oo 

C, = ~ (C) = F, h, ~' 
v = l  

We now put, in (55), 

means any function which is analytical at  the origin, and we require the coef- 

ficient of ~" in the expansion of ~(~)e xt, this coefficient is 

S=O 

We therefore have 

where t is regarded as the function of ~ determined by ~----~(t). 

This theorem contains 02), which is obtained for 0 -~ D, x~ = x", ~ = ~(t) = t. 

Since any theta-symbol may be expanded in powers of any other theta- 

symbol, we may, in extension of (2), assume that 0i is given in the form 

o , - -  ~ ( 0 ) =  ~ h,O~ (h, § o). (56) 

Corresponding to this we write, when 8 and 0i are replaced by numbers, r in- 
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and find, by (4o), 
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e Z  t _-=_ [),] )v, (x). {59) 

Since t is a funct ion of ~, (59) represents  the genera t ing  funct ion of N[~](x), 

and is a generalization of 05). 

Pu t t ing  x----o in (59), we have the genera t ing  funct ion of N~] 

$ ' ~ 0  

being an extension of (16). 

I t  now appears tha t  the  results obtained for /~[~d can be utilized for N[, a] 

by a change of notation. Comparing,  in fact, (6o) with (I6), and  (56) with (2), 

we see tha t  if t is replaced by ~, and ~0(t) by ~i(~), t ha t  is, k, by h,., then  R is 

replaced by h r . Hence, we may write down f rom (18) and (17) the recurrence 
formula  

i h,._,+,';~ + v(i --;~)N~f " v! ' = o  (6I) 

with the  ini t ial  value 

Fur ther ,  if we write 

and  

= h : ' .  (6:) 

T~ = i h,+~ ~" (63) 
~ - - 1  

T [  -- ~,  b(,")~" (64) 

instead of (I9) and (21), we have instead of (22) and (23) the  recurrence formula 

with the  initial value 

• hr-,+2 [ n r - -  v(n + I)] h(-) _--_ o (65) 
~ 0  

= h l .  

From (24) we obtain the direct  expression 

, 3(-n) . 

n~O 

(66) 
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a 
~(:' =: ,,! 5', h, h~h,  . . .  

~ifl-[ ~. (67) 

where a, t~, y , . . .  sat isfy the simultaneous relations. (26) and (27). A number  o f  

special values of b (') expressed by h+, are obtained from the values of a (') given 

above, if we replace a by b, and k by h; we need not  write ~hem down. 

Finally we note  the part icular  eases resul t ing from (30) 

" ~ (68)  N F ' )  = ~! h,.+,, z~!-~(~) = ~! F~ h . . . .  + ' , 7 , .  
~ 0  

8. A binomial theorem for the N-polynomials may be derived as follows. 

From (40) we obtain 

='~t +''] (~ + v) = ~ g~ (~ + :~)~, 

(o)> to_t,, where we may let ~ act on x, and ~0~1 on y. Now we have, by P. (~41), 

-(;) 
s ~ O  

and on inser t ing this above we find the desired theorem 

(:t s?-+,,~ (x + u) = ~ .  N!,!-~ (:~) NI!~!, (:/), 
/ r  

which has the same form as (31). 

From (70) we obtain formulas  corresponding 

Thus, since, by (4o), 
N~I (x) = x~,  

we find on put t ing  # - - - - ) ,  in (70) 

x = O  

and from this for y ~ o 

(:) xq = ~ Nc~l (x) N !-~'j ,~ f--$ ) 

#=0 

(69) 

(70) 

to (33), (34) and (36)--(39). 

(7~) 

(7 2 ) 

(73) 
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being the 

mula for these. In  the lat ter  case we have the ini t ia l  value 

N~ ~'J (x) = h: -~" (74) 

result ing from (59) for ~ - - o ,  since t vanishes with ~. 

For ~t-----o, (7 o) yields, by (7I), 

(:) 5;i!'] (x + y ) =  ~ ,  N~ z] (x) Y -;:7-'1 , (7 5) 
S~O 

and hence we find for  y = - - x  

(:) 
8=0 

which is another  recurrence formula for  the N-polynomials.  

is obtained by put t ing  x = - - y  in (54) and wri t ing thereaf ter  x for y. 

If ,  finally, we put  y - ~  o in (7o), we find 

"() " N tz] (x) N ['x (76) ~rfz+.i (x) = s "-" 

and, pu t t ing  x - ~  o in this, 

(:) = .Z (TZ) 
8 = 0  

being the binomial theorem for the N-coefficients. The two last formulas  have 

the same form as (38) and (39), only with t2 instead of N. 

9. 

We have here 

so t ha t  

Hence 

J .  F .  Steffensen. 

expansion of x71 in N-polynomials, or, if preferred, a recurrence for, 

A similar formula  

I~  ) I 
h, ,--  ~! - - ~ - ! ( I  - - t o ) ( I - - 2 t o ) . . . ( I - - . l J r  -~-to). 

The genera t ing  funct ion is, therefore,  by (59) 

(i , ( l  + ,o~) . . . .  ~5. ~,. ( 7 8 )  

I + to C) ~ - -  I "=" 

I 1 
= ~ ( e  tOt -  I),  ~I = e t - -  I = (I  + t o ~ ) ~ - -  I .  

eto D __ I 
/ 9 = , 5 = - -  , 1 9 1 = A = e  l ) -  I, 

to t o  

As an application, we will consider the polynomials x ' .  defined by (44)- "tO/ .  
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For x = o we have the generat ing  funct ion  of the coefficients o ' .  tO/ .  

!o~ �9 

From (4I) and (42) we find 

305 

(79)  

A e" - - -  ~' x ' -~  i (80)  
' t , l  I. c~ I. ~ 

x" = , x ' - '  (81)  A ~) .  m,) . - -1  " 

The binomial  theorem is, by (7o), 

( )  " "-" (82)  (.,: + :/):;,~.+, = Y, ~..*%~.Uo,,, �9 

We note  the  fo l lowing  particular eases of (82). Put t ing  # = -  Z, we have,  

since, by (44), x*~0=x~I'), 

(:) (x  + y)~, ; ) - -  x ,  ~ . . . .  (83)  Z--J ,T, oj )..'q~o, - ) .  ' 

and from this, for ?! ~ o, 

-(:) < : '  = y ,  o ..... ,~ (84) 01, - - ) .  ' ~J).  ~ 

s=O 

a recurrence formula for x's the init ial  value being' 

~g,.  = , ,  (85) 

result ing from (78) for ~ - ~  o. W e  may also look upon (84) as the  expansion of  

the factorial  on the  lef~ in polynomials  x ~ . r �9 

Put t ing  tt = o in (82), we find 

-(,) 
t, - -  Z ' ' - -  ' (x  + y ) o , , . -  ~o-  * < , , v ~  "' (86)  

and from this,  for ?t " ~ -  x ,  

(:) o".,,,,. = ~, (-- x)l~'--") x*,o~., (87) 
s ~ O  

another  recurrence formula for x". 
to / ."  

Finally,  put t ing  y--=-o in (82), we have 

( )  Z y 0 , _  s ,T .~ . .~ = (88) 
�9 'v.*, ) . + t~ ,  8 ~162  ' "~ 

2 0 - 6 3 2 0 4 6  Acla mather~atica. 7 8  
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and, put t ing x-----o in this, the binomial theorem for the  coefficients o ' .  

o* ----- Z OZ~ oS" (89) to, ).+/.~ p, c.t, " 
a=O 

By (80) and (81) we find the two expansions of x~. in factorials 

(:/ X~" --- Z O'V-s ("~ ~,. ~ .  x , ,  (90) 

x ~- = ~ o "-~ x (~) ( 9 ' )  
S = 0  

More generally we have 

(~ + v G .  

(~ + y G .  - 

Several of these relations have 

tegral, non-negative values of )~. 

, (:) Z ~o, au'-* X(")o, ' (92) 
s=O 

~2 

z J  \ s l  ~ ' "  " - "  " 
S=O 

been derived in G. R. P., but only for in- 

10. Another  application of the N-polynomials  may be made to the  gener- 

alized Laguerre  polynomials  L!? ](x)L We put, in (4o) "~, 

7 - ) ~ '  ~ = q" (x) = ~ ( -  i)~ (~ _ ,)(~) ~,-~; (94) 
s ~ 0  

fu r ther  8i : D, x~ = x ~'. Hence  

Nt~-I (x) = (I - -  D) -2 q~ (x) ] 

t (95) 

s=O 

In  order to show tha t  this polynomial,  a f te r  mul t ip l icat ion by a sui table  

constant ,  is a (generalized) Laguerre  polynomial,  we observe tha t  we have here 

t r 
Oi = O ~ ~ ~, so that ,  since ~ = I I -T- x + ~ '  whence ~ i ~  i + - - t '  t - -~  ~ , ( 5 9 ) b e c o m e s  

~: r162 ~ NI,;]{x) (96) (I -~- ~))'(fi#~ = Z y!  
I ,~0  

I P6hYA und SZE(~6: Aufgaben and Lehrs~tze aus der Analysis, I I p .  294. 
write L (a} (x) while I prefer L[~ a] (x). 

P. (98). 

These authors 
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Compar ison with the  genera t ing  func t ion  of L[f(x)  shows thereaf te r  tha t  

~u (X) = ( - -  I )* ~-' ! LF ~'-1] (x).  (97) 

W e  may now wri te  down a number  of results ,  several of t hem already 
known,  for  L[f  (x). 

F r o m  (95)" we obtain 

(-- 1)" (I - -  D) ~+1 q, (x) L[f  (x) --  ~, [ 

__ 1 ~-~ (__i),,+~ (a  
s~0 

t / 8 (s) X ~ 

(98) 

and (96) is wr i t ten  

(I "~ ~)--c~--I (~1+~= Z ( I ) " ~ ' L ~ " ] ( x ) .  (99) 
v=0 

F r o m  (42) we find 

and from (4')  

o r  

P u t t i n g  x = o in this, we find, on expand ing  the  lef t -hand side, 

L!~l = (a + v) (1oo) 

D L[f  (x) = - - / [ a + l ]  (X) (IOI) 

, D D L f  (x) -~ --L[.~ t (x) (,o21 

D L[f  (x) -= D L f~],_, (x) --  L[~ ,  (x). ('03) 

Hence,  compar ing  (,03) and  ( ,o , ) ,  we have 

L!-+,] (x) ----- L[f (x) -- D L~ ".I (x). 

By (53) we obtain 

L[, ~1 (x + y) -~ ~ ~ ) - '  q~ (x) L!~_] ~ (y), 
s~0 

whence,  for  y - - o ,  by (IOO), 

C) Lt"](x), -= ~ ~ ,  (--")~ , (a+v--s)(~-~)q~(x). 
s=O 

(I04) 

(Io5) 

(, 06) 

Similarly, we find, by (54), 
8 

L f  (x + y ) -  ~ ( -- I)" x ~ L[=+ 4 (y) d.J s ]  " -~  (,o7) 
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and, for y = o, the well-known explicit expression 

LE,=](x) = ~. ~, ( - I) ~ (a + ,)("-')x'.  (mS) 
S = 0  

The binomial theorem for th~ Laguerre  polynomials is 1, by (7 o) 

L{,<<+# +'] (x + y) =- ~, L~ <<] (x) L~{l_,(y). (Io9) 
s ~ O  

By (98) we have 
i)" 

L~ -1] (x) ---- (~!-- -q,. (x); 

showing tha t  q,(x) is, 
nomial.  

Pu t t ing  now f l - - - - - - -a--2 ,  we find, from (Io9) and (I  I0 ) ,  

q, (x + y) == ( - I )" ~ ! ~ L~ ~] (x) L[,-~- 2] (y). (I i  I) 
$~-~0 

Put t ing  y----o in ( l l I ) ,  we obtain, by (ioo), 

(~ + ') (,,2) q,(x) = Is! Z ( - -  I)S \ y _ _ $  
, -~0 

an expansion of q,(x) in Laguerre  polynomials, which expansion may  be regarded 
as the inversion of (Io6). 

A similar expansion is found  by (98), wr i t ing  this formula  

q,(x) = (-- I) 'v! (i --/))-,-1 L[~] (x), (i I3) 

whence, on expanding and applying (ioI),  

q, (x~---- ,! E ( - - , ) " + "  t a + .v~ L~_+/] (x). (II 4) 
' \ s l 

S=O 

Put t ing  ~----o and writ ing ~ - - s  for s, we have the simpler expansion 

q,, (x)= v!~.(--x)'L~"-'](x). (IIS) 
s=O 

(1 I0 )  

apart  from a constant  factor, a special Laguerre  poly- 

i This  resu l t  shows  t h a t  i t  would be more  cons i s t en t  to define the  Laguerre  po lynomia l  as 
~[a] ( ,~ {a-- i ]  ~ ..... = L ~ (x). 
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If, in (m9), we put f l =  - I ,  we find, by (IIo), 

" ( - -  I) ' -~ L~. (~1 (x) q , -~  (y), + = F ,  _ 
~ 0  

or (Io5) in a different notation, whence, for y = - - x ,  by (Ioo), 

(u+v)v = ~," (--')':"~Lf(x)q,.-~(--x).(v_.,.), 
8 ~ 0  

Finally, we obtain from (IO9), for y-=-o, 

Li~+,~+~i (x) -= �9 'Z(~+v--S) L~,l(x). v--s 

we have again (Io6), with fl instead of a. For a ~ --  I 

11. 

notation, 

309 

(i i6) 

( I I 7 )  

( i , 8 )  

An extension of (I) is P. (23) which may be written, by a change of 

x i:x(0?x  1 (ii9) 

A consideration of this formula., which allows to obtain one poweroid from an- 

other, leads to examining the polynomials M r ( x ) ,  defined by 

0 2 _._ 

and analogous to the N-polynomials defined by (4o). 

In this notation (119) may be written 

X'I7 ---~ X ~[[~:~ 1 (X), (I 2 I ) 

in analogy with (4). 

Owing to the relation P. (17), or 

0' XV+-~ -1  -~- d0~, ( I22)  
dO 

where 0 ' - - d D '  a number of relations for M~.l(x) may be obtained with great 

ease from those for 3"~.l(x). We need only observe that, performing 0' on hoth 

sides of (I2O) and applying (I22), we have 

or  
0' ZlI~.! (.;r) = NI!-] (x). (I 23) 
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I 
Since, now, 0' contains a constant term, the operation ~ is completely de- 

termined and may be performed on both sides of (I23) , the result being 

i N?I (x) M ~  (x) = 0-~ ( I 2 4 )  

This shows that  relations implying Mr(x) may be obtained from those for 

N~'](x) simply by 

from (4t) and (42) 

I 
performing ] on both sides. Thus, for instance, we obtain 

OI M ~  ] (x) = v M ~ - I  1] (x) .  

Further,  since, by (I22),  
I - 

~-  X~[ = X~--~ - 1, 

we find, by (51) and (53), 

(;) 
~ 0  

(:t M~ (~ + :t1 = ~ x ~ - '  ~• 
s=O 

If, in (53), we operate on y instead of on x, we llnd 

(:t M f  (~ + v) = Y, ~ Mf_~ (V), 
s=O 

and if, in (54), we act on  y, we have 

(;) 
~=0 

(125) 

(I26) 

(x27) 

02s) 

(I29) 

(I3o) 

(131) 

(133) 
8~.0  

m 
These are the expansions of M[f (x + g) in the poweroids x~ and x~ I. 

For y = o we obtain the corresponding expansions of M~](x), viz., writing 

MEf _---- M~ (o), 

(:) Mr(x) = ~ x'~M[f_8, (]32) 
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Since the definition (I2o) assumes tha t  x,+q -1 is known, the constants 

o,+q - '  are also known, and we may express the M-polynomials by the N-poly- 

nomials if, in (I29) , we put  x = o, and, thereaf ter ,  replace y by x. The result  is 

(;) M~'] ( x ) =  ~_~ O~-G-~F -' N~_~(x). (I34) 
s = O  

x = o  in this, we have the constants  M~ ~'l expressed by the con- 

This is, however, not  strictly a binomial  theorem, since both M- and N-func- 

tions enter  on the  right.  

Since, by (I2o), 
M~, ~ (x) = x , + ' l - ' ,  (I36) 

we obtain from (I35), on put t ing / ~ = - - ~ ,  

(:) (x + y); '+,l- '  == ~ M~ '] (x) NI2_' 2 (y), (137) 

and hence, for y = o, 

(:) X*+'l'' = Z ~I~ ~'] (X)N i-;'7.,,_,, (I38) 
8 ~ 0  

t f  this is used as recurrence formula  for M!!-I (x), we want  MI)~i (x), which 

may be found by (I24) and (74), thus:  

o r  

0 ~ ( X )  =~- I "~T!;! 1~,'~ I 

O r~o�9 kl + 2k~D + -"  

kl h~" 

h~ ': 

(I 39) 

We may also note tile formula  obtained from (I35) by put t ing y - - o ,  viz. 

Mlz+~'~ ..(x). = ~ M~;'I (x) L~ "[p']~_.~ , (I40) 
S = 0  

Put t ing  

stants N~ ~'] 

From the binomial theorem for the 5"-polynomials, or (7o), we find, per- 

I 
forming ~ on both sides 

(:) M[r +"] (x + y ) =  ~, M~ ~t (x)N~_I, (y). (I35) 
$ = 0  
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whence, for x = o, 

(:) M{+#] = Z M~"] N!~_]~. (14 I) 
8 = 0  

Recurrence formulas for M[~'](x) are obtained from (13o) and (I3I) by put- 

ting x = - - y  and thereafter  writing x for y. We need not write them down. 

The question of the generating function of  M[, ~'] (x) must be considered in- 

I 
dependently, because we may not apply 0-7 to the two sides of (59), since they 

are not polynomials. We proceed as follows. 

Differentiating the relation P. (34) 
zo X~ 

ext = Z v!. ~-~ ( I42)  
~'~0 

with respec~ to ~, the result may be written 

~ ~ = ~  V. ~". 

We now find for the coefficient of 
oo  

,v  (~) = ~ ~,, ~", 

Hence 

(I43) 

a.tdt in the expansion of O(~)e ~ ,  where 

" x "  + 1-'-] -I 

Z ' V .  
u ~ 0  

. d t  oo ~ 
,v(~l ~, a~ --- y'  ~. ,v (o)~,+,~-,, 

d t  
where t and ~-~ through the relation 

If, now, we choose 

~ , 

we have the generating function of M~'](x) 

(I44) 

=~o(t) are regarded as functions of ~. 

- -  t ~ -  (x).  

Putt ing x = o, we obtain the generating function of M~ 1, or 

~ I  ~,= Zo~. M~. 

(145) 

(I46) 
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12. E x a m p l e s  of the polynomials M~!'l(x) may be obtained from (12o) on 

inserting any poweroid, or from 024) when N~a}(x) is given. In certain cases 

the M-polynomial is, however, only an N-polynomial in a different notation. 

Thus, for instance, if we choose 0 = ~ ,  0 i =  A, we find, by (44) and (I24), 
to 

since O' - "  e t ' D  --= ~ ' ( " ,  

g~] (x) = x" 
to) .  ~ 

so that M~ ~'] (x) = N~, ~] (.c -- co). These 

M[, a] (x) = (x --  oJ)~,~., 

M-polynomials therefore only differ from 

the corresponding N-polynomiMs by a displacement of the variable, and several 

of the M-relations are, therefore, really N-relations. A noteworthy result is, 

however, obtained by (I2I) which shows that x(x--r 1 is the poweroid cor- 

responding to the operator A. We have, therefore 

which may also be written 

X ~ m, * '+ 1 

In the l~tter form the theorem 

G. N. e.  (38). 

D 
Again, putting 0 - - - - -  

I - - - I )  ~ 

dO 
d~b  = ( '  - D ) - ~ ,  

N[~.I (x) = ( - -  l )" v ! L~7 ~--'1 (x) ,  

so tha t  M~:.~ ( . )  = N~-~-~ (x). 

not/Ltion. 

Since, then, 

and, by (, 2o), 

x("l = x ( x -  w) "-1 

= ( x  + o,  - , ) (" ) .  

w;,s proved by 

(147) 

(,48) 

a nlore elaborate method in 

0~-=D, we find, by (97), (95)and (,24), since 

(I49) 

we have 
q,(x) = ( - - I ) ' - '  (v - -  l)! x L!~.)_t(x), 

or P. ( I O 0 ) .  

But let us now consider the poweroid P. (44), putting 

' - E'<), ( x -  ~)~,-,. 0 = = ( E " + ~  �9 x i  = x v ~  - -  

M !  ~ (x) = ( - -  I)" ~'l L~, 11 (x) 

- ~ q ,+ ,  (x) ,  M I~ (~) - -  .~ 

Here, 'too, there is therefore only a question of 

M! ~'] (.~) = (-- 1)" vI L~ -~'] (x), 
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If 

i ( E , ~ -  ~), x~q = x (x - a)~'-'~, (i 50) 0i ~ 

0 
we have ~ =  E =, so that, by (4o) and (I49), 

2v ~ (x) = (.~. + ~ z) (x  + ~ z - ~ ,  - #/~; -1~. ( ~ s ,  ) 

In this case 

but the reciprocal o[ this operator is inconvenient, so that, instead of using (I24), 

we apply (I2o), the result being 

M~-~ (~) = (~ + ,~Z -- ( , ,  + ~),~ - -  #)~,,~. (~53) 

~t is easy to ascertain that  this polynomial together ~i th (ISI) satisfies (~:3). 

The M- and N-polynomials are here really distinct. 


