
MULTIDIMENSIONAL PRIN01PAL INTEGRALS, 

BOUNDARY VALUE PROBLEMS AND INTEGRAL EQUATIONS. 

By 

"W. J. TRJITZINSKY 
Of UIRBANA, ILL. U .  S .  A .  

Index.  

1. Introduction. 
2. Completely regular surfaces. 
3. Principal kernels. 
4. Limits of ~(x) (1.3a) as x-~t.  
5. Order of infinity of ~(x) (1.3a) near ft. 
6. Order of infinity of principal integrals near ft. 
7. Curvilinear potentials. 
8. Boundary problems. 
9. Singular operators. 

10. Composition of singular integrals. 
11. Integral equations. 

1. I n t r o d u c t i o n .  The object of this work is to s tudy  principal integrals and  

kernels, extended over sufficiently smooth bounded surfaces S, possibly having 

'edges', imbedded in the Eucl idean 3-space; the edges are to be sui tably ' smooth '  

(precise formulat ions are given in the  sequel). On the  basis of this s tudy  developments  

are given, relating to boundary value problems of Hilbert-Riemann type, 

(1.1) ~+(t) ~ r (t on S) 

[A, B are of a H61der class on S;  A 4= 0 on S]. Certain classes of solutions qO(x) will 

be sought,  regular in a suitable sense for x in C(S) (complement of S), for which the 

boundary  values r r  on designated positive and negative sides of S satisfy 

(1.1). These boundary  values will generally depend on the direction of approach. 

Fur ther ,  on the basis of our theory,  we study singular integral equations 

(1.2) a(t)u(t)+ Js r*(Y, t) u(t)da(y)+ T(ult) = f(t) 

(r(y, t ) =  distance between y and  t ) ,  
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the kernel being of a principal type (section 3), the operator T of a suitably regular 

kind, a(t), f ( t )  of a H61der class on S (of a specified order of infinity near the edges). 

We shall actually give a process of regularizing (1.2), so that  the resulting equation 

is a regular integral equation of the second kind. 

There exist many developments along these directions in the complex plane E, 

with S denoting a finite number of open or closed, suitably smooth curves in E, the 

principal kernels being essentially of Cauehy type and the integrations being in the 

sense of Cauchy principal values ; this field has been studied by a number of authors, 

of whom we shall mention N. E. MUSttELIStIVlLI, whose book 1 contains an extensive 

bibliography, VECOUA, W. J. TRJITZI~SKu 2 (who considers the ease of intersecting 

curves) and MIC~LI:~, whose monograph a will be referred to as [M]. The transition 

from the situation in the complex plane, as indicated above, to a greater number 

of dimensions presents substantial new difficulties. Instead of studying the more 

general problem, when S is a (suitably smooth) n-dimensional manifold (n ~ 2), 

with edges, imbedded in m-space (m > n) -- we are limiting ourselves, as stated at the 

beginning of this section. This is done for simplicity and is justified by the fact that  

the ease actually treated in these pages embodies the essential difficulties of the 

ease when S is a n-dimensionM (n > 3) manifold. In this sense the subject of multi- 

dimensional principal integrals, and the related problems, have been implicitly 

treated in the present work. 

Amongst the outstanding developments in the field of multidimensional integrals 

are those of MICHLIN [M], G. GIRAUD 4 (also see references to Giraud in [M] and 

TRICOMI) (see [M]). The essentially novel feature of our wor]c is the possible presence 

of edges in S, a circumstance adding great new difficulties. I t  is to be noted, 

however, that  very special instances, when surfaces with edges are present, have 

been ingeniously treated by Tricomi. We did not find it possible to generalize 

Tricomi's methods to our more general case; thus our methods are unrelated to 

those of Tricomi. The work of Michlin [M] contains some valuable indications 

for the purposes at hand, especially with respect to regularizing (1.2). On the other 

1 N. E.  Mushel ishvi l i ,  Granicnye Zadaci Teorii Funkcii i Nekotorye ih Prilozeniya k Matematiceskoi 
Fisike, Moscow-Len ingrad ,  1946, pp .  1-448. 

2 W.  J .  Tr j i t z insky ,  Singular Integral Equations with Cauchy Kernels, Trans .  Amer .  Math .  Soc., 

vol. 60 (1946), pp .  167-214. 
3 S. G. Michlin,  Singular lntegral Equations, Uspeh i  Ma tem.  N a u k  (N. S.) 3, no.  3 (25), pp.  29-112 

(1948). This  work  is referred to in t he  t e x t  as [ M  I. 
4 G. Giraud,  Equations ~ int~grales principales, Ann.  Sc. de l 'Ecole Norm.  Sup. ,  t. 51, 1934, pp.  251-  

372; also, in t he  s ame  J o u r n a l :  Sur une classe d'dquations intdgrales o,h figurent des valeurs principales 
d'intdgrales simples, t. 56, 1939, pp.  119 172. 
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hand,  it  is Giraud's  work tha t  enables t ransi t ion to n-dimensionM (n > 2) manif- 

olds. 

S is to denote a f inite number of bounded surfaces, some closed and some open (that 
is, having edges); these surfaces are to be without common points; for each a positive 

and a negative side can be assigned. In  section 2 precise hypotheses satisfied by  S 

are given ; also a definition and investigation of so called 'completely regular '  surfaces 

is presented;  the lat ter  are used just  in a few connections. 

Much of this work relates to integrals 

(1.3) ~P(t) = I k(y_, t)q(y)da(y) [q H61der on S; t on S ] ,  
Js r2(Y, t) 

where the kernel ]c(y, t)r-2(y, t) ((3.1), (3. la)) is a principal one in the sense of section 3. 

In  Definition 3.19 classes [sES], [sIC(S)] are defined. Most of the developments  are 

under  the conditions of Hypothesis  3.20 (supplemented by other assumptions,  such 

as (3.27)). Theorem 3.25 presents conditions in order tha t  the integral (1.3) should 

exist, for t on S, in the sense of principal values. The integral, related to (1.3), 

(1.3a) T(x) = ~ k(y,_ X)q(y)da(y ) (x in C(S)) 
Js r2(Y, x) 

exists in the ordinary sense. In  section 4 it is proved tha t  for T(x) there exist analogues 

of the well known Plemelj formulas (for integrals with Cauchy kernels in the complex 

plane); thus  Theorem 4.28 asserts tha t ,  when x (in C(S)) tends nontangent ia l ly  to a 

point t on S, one has 
lim ~(x) : q(t)K(t)+ ~P(t), 
X=-~t 

where }P(t) is (1.3) ( that  is, an integral in the sense of principal values), while K(t) 
is a funct ion independent  of q, bu t  generally depending on the direction of approach ; 

K(t) is explicitly given by  (4.22); this is obviously a very impor tan t  funct ion in all 

boundary  value problems, relat ing to integrals of form (1.3), (1.3a); some of its 

properties are s ta ted in L e m m a  4.26. 

Theorem 5.38 asserts, substantial ly,  t ha t  W(x) is [siC(S)] (if ~ > 0), is [0, 

log ]C(S)] (if s = 0; cf. Definition 3.19), provided q(y) is [siS], with 0 ~ s < 1. 

This result refers essentially to the order of infinity,  near the edges of S, of ~U(x). 

In  section 6 a s tudy  is made of the order of inf ini ty of the principM integral W(t) 

[(1.3), t on S], for t near edges; theorem 6.36 amounts  essentially to the assertion 

tha t  W(t) is [2IS], if q c [siS] (s+/5 < 1), where 2 is a certain number  depending 

on the various H61der exponents  and numbers,  specifying orders of inf ini ty  (near 
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edges) of q(y) and of the kernel in (1.3). Theorem 6.38 supplements the above result 

in the case when S is completely regular (in the sense of section 2). 

In theorem 7.18 is found the asymptotic form, near a point c on the edges fl, 

of the curvilinear potential (7.1), whose density is along fl and is of a HSlder class; 

(7.20) presents a solution of a certain related functional problem of use in treating 

(1.1). 
Boundary value problems (1.1) of HILBEI~T-RIEMANN type are studied in 

section 8 [cf. :Nota t ion  8.3; Definition 8.12; Lemmas 8.13, 8.14; Classes (A*) (8.16), 

(B*, A) (8.16a); Theorems 8.19, 8.25, 8.27, 8.29]; in these developments use is made 

of most of the preceding developments. 

Now, in the complex plane (when S is a collection of curves and Cauchy kernels 

are involved) the situation is as follows. With the aid of Plemelj formulas singular 

integral equations are related to suitable Hilbert-t~iemann boundary value problems; 

appropriate classes of solutions of the latter are found; then, using the fact that  in 

C(S) the integrals involved are analytic, one derives solutions of the integral equation 

from those for the boundary value problems. This idea was carried out first in a 

special case by  T. CARLEMANi; subsequently this idea of Carleman was combined 

with some other considerations, leading to a fairly complete theory of singular 

integral equations (with Cauchy kernels) in the complex plane, when S consists of 

a finite number of closed and open curves [Mushelishvili, Vecoua and many others]. 

I t  is natural therefore to a t tempt  treatment of the singular integral equation (1.2) 

along similar lines. With the aid of Theorem 4.28 the equation (1.2) can be transformed 

into a Hilbert-Riemann boundary value problem (1.1); on the basis of section 8 one 

can find certain classes of solutions of the latter; however, it appears impossible to 

obtain solutions of the integral equation from those for the boundary problem, the 

reason for this being that  nothing as simple (f~om our point of view) as the theory 

of analytic functions is now available. Thus, for the present, the indicated approach 

to integral equations will be not attempted. Instead we take the cue from the other 

method, largely due to MICHLIN and used by  him in the complex plane as well as 

for equations with multidimensional principal integrals (cf. [M]). This method 

consists in forming an operator, whose application to the integral equation transforms 

the latter into a regular Fredholm equation of the second kind [provided the 'symbol' 

{Def. in [M]) does not vanish]. Presence of edges in our case adds serious difficulties. 

This approach is carried out in sections 9, 10, 11. Singular operators are studied in 

1 T. Carleman, S u r  la rgsolution de certaine8 dquations int~grales, Arkiv fSr Math. Astr. och Physik, 
t. 16, No. 26, 1922. 
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section 9. Theorem 10.32 presents a formula of composition of singular integrals 

(this involves Michlin's operators h~, defined over the Euclidean plane E~). Regular 

operators are specified in Definition 11.2 and, finally, the regularization is carried 

out in accord with Theorem 11.12. 

The following notation will be used: points on S are denoted by t ~ -  (ti, t2, t a )  , 

3, y, ~ . . . .  ; points in the complement C(S) of S are designated by x =- (x~, x2, xa) . . . .  ; 

c* is  the generic designation for a positive constant; l(t) is the distance f rom t to the 

'edges' fl of S; r(x, y) = distance between x and y. The edges ~ are assumed to consist of a 

f ini te  number of simple closed curves fli, without common points and with continously 

turning tangents. Let c be any point of fli and fl'i be the projection offli on the tangential 

plane P~ (at c) to S; Let the yl-axis be along the tangent line at c and the y2-axis 

extend from c in P~; we assume that near c the representation of fl~ in the (Yl, Y~) system 

is of form Y2 = O(y~). 

2. Comple t e ly  r e g u l a r  sur faces .  I t  will be assumed that  in a neighborhood 

of every point 3, for which l(3) > 0 ( that  is, not on edges fl) the following is true. 

On choosing the coordinate system (yx, y~, Y3) so that  its origin 0 is at z and that  

the y~, y2-plane is concident with the tangential plane at ~ (such a plane is assumed 

to exist for every 3), the equation of the surface for y near 0 has the form 

(2.1) 
while 

(2.1') 

Y3 =- F(y~, Y2) = a~Y~ ~- 2aI2y~Y2~-a22Y~ ~- R(y1, Y2) , 

~F ~F 
- -  2allyl~-2a12y2q-Rl(yl, Y~), --  2a~yl~-2a22y2~-R2(y1,y2) , 

~Yl ~Y2 

~2F 
(2.1a) ~ Y i ~ Y J  2aij+Rij(yl,  Y2) ( i , j  = 1, 2); [R(YD Y2)I ~ c*r3(Y) , 

= = Ylq--Y~] ]R~(y~, Y2)J < c*r2(Y), IRij(YJ, Y~)] < c*r(y) [r2(y) = ~ 2 . 

The following is assumed with respect to the nature of S near edges. If 3 is a point 

on the edges and the y-system is chosen, as above, with its origin 0 at 3, the equation 

of S near this point being Y3 = F(y~, y~), then the first and second order partial 

derivatives of F(y  D Y2) exist and are continuous and 

(2.1") ~2F(yl' Y2) I=< c* (i, j = 1, 2), 
~Yi~Yj 

including a portion of fl in the neighborhood of 0 (that is, of T). 

The above conditions will suffice for most of this work. 
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S will be said to be completely regular if the above holds as well as the following. 

On writing e ~  ( y l - - t l )2+(y2- -Q)  2 and forming the function 

Gt(~, 0) =- [ F ( t l + e  cos 0, t2+ ~ sin O)--F(tD t~)--Ftl cos  O ~ - - F t ~  sin 0~]e -~ 
(2.1b) 

[Fti = ~F/Oti], 

where e, 0 are polar coordinates (in the Yl, Y2-P tune) with pole at  (tl, t2), one has 

(2.1c) iGt(~, O)--Go(Q, 0)1 <~ c*(t~+t~)�89 ; 
~F ~F 9 O 1 

(2.1d) ~Yi ~t~ ~-G~,,(~, 0)o ,  tGi, t(~, O)--Gi.o(~, 0)1 ~ c*(t~+t~) ~. 

S is completely regular i f  in  (2.1) one has 

(2.2) R(y~, y~) = ._~bijk(y~, Y2)YiYjY~ 
i,j,lr 

[bij ~ ~- ba~  when (~, fi, ~) is a permutat ion  of  (i, j ,  k)], where 

= b~jk(Yl, Y2)Yk = Yk ~ v ~ y  ~ b~jk 

are O(1) ( that  is, uniformly bounded in a vicinity of y~ = y~ = 0). 

We now proceed to prove the above assertion. For  R~, R~, Rij in (2.1') we have 

V (2.3) R,(y , ,  y.,) = )__Aij(y,, y~)yiyj, R,(~(y~, y~) = ~_,'B~a(yl, y~)y~ , 
~,) lc 

v ) ~ v  (2.3 a) A~i(y ~, y~) ~-- 3b~jv(y~, y~) + m., bij~(y ~, y~)y~ , 

(2.3b) B va(~ ~ (r v ~ va ~w, Y~) = 6b~r  . [b~v+bi~.a]y~+ ~ b#~y~:y]. 
i 

By (2.2a) the coefficients in (2.2), (2.3) are O(1); the inequalities (2.1a) thus  ensue. 

In  ~iew of (2.2a) 

(2.4) b~j~(y~, y~) c L i p  1 ,  b~j~(yl, y~)y~ c L i p  1 ; 

(2.4a) A~.(yl, y~) c L i p  1 B ~'a~ . , ~ ~w, Y~) c Lip  1 

For  the funct ion Gt(~, 0) (2.1b) we obtain 

(2.5) I -~ ~o2[Gt(~, O)--Go(~, 0)] = R(t~+~o~, t ~ + ~ ) - - R ( t ~ ,  t ~ ) - -R (~ ,  ~ )  

--R~(tl ,  t~)~--R~(t~, t~)o~ R~(t~, t~.) ~ - - ;  0t = 0 cos 0; 0~ = 0 sin 0 
3t~ 

Subst i tut ion of (2.2), (2.3), (2.3a) yields 
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I = I ' + I " ;  

- -  ~.,~b~.~(t)titjt~o~; 
i,j,~,X 

I '  37 --bije(t~, t~)]titjt~ = _.~ [bi]k(tl+Q~, t~-~-02) 
i , j ,k 

I "  = 3 ~.,~[bije(t~-k ~t, t~-~-O~)--bij~(t ~, t2)]titjO ~ 
i,j,k~ 

i,j ,k i , j ,k 

In  view of the first proper ty  (2.4) one has 

(2.5a) I "  = O(r2(t )e2)4-O(r( t )Q2)+O(r( t )o  a) = O(r( t )q2) ,  

where r(t) = (t~l+t~) �89 With  the aid of a mean value theorem 

1' : . _ ~ [ b ~ j ~ ( t l @ t g Q 1  , t2+O~2)--b~.~(tl ,  t2)]tititx~ ~ (0 < v a < 1) 
i,j,N,A 

and I ' - - I ~ + I ~ ,  where 

I~ = .~_.,~[b~.~(tl+t~l, t~ + O~)( t~  + O ~u)--b~i~(tD t2)tu]titj~ ~ , 
i, j, ~, A 

I~ = - -O  , ~  b~]~(t~ +t~e~, t~+ Oo.,)t~tje~e ~ . 
i,j,~,A 

By the second proper ty  (2.4) 
= O(r (t) 9 ; 

on the other hand,  in view of the assumption regarding the first funct ion displayed 

in (2.2a), we have 12 = O(r2(t)~s). Thus I '  is of the form O(r2(t)02); together  with 

(2.5a), this implies t ha t  
(2.5b) I = O(r(t)~2) .  

As a consequence of the first equal i ty  in (2.5) the above signifies t ha t  Gt( ~, 0) has 

the proper ty  (2.1c). 

Turning t o  Gi, t(~, 0), aS defined by the equal i ty  in (2.1d), we obtain 

I v = Q[Gv, t(~, 0)--Gv, 0(~, 0)] -~ Rv(t l@Ql,  t 2+~2) - -Rv ( t l ,  t~) - -Rv(ol ,  ~2). 

Subst i tu t ing (2.3) one deduces 

I v = ._~.[A~i(t~+ex , t2-~-~2)--A~/(tx, t~)]titj 
%2 

2 r  v t + ~ A i j ( t l @ ~ l ,  2-~-~2) i ~ j - ~  [ ij( I~-Q1, t2+o2) - -A~(O~,  02)]0,iej 
~, 3 *, ] 

Since (by the remark subsequent (2.3b)) Ai~.(...) = 0(1), on taking note of the 

first proper ty  (2.4a), one obtains 

I v = O(r2( t )o )+O(r ( t )o )+O(r ( t )~  2) = O(r( t)o);  
accordingly 
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Gv, t(Q, O)--Gv, o(q, O) ~- O ( r ( t ) ) ,  

which establishes the inequal i ty  in (2.1d). T h e  i ta l ic ized s ta temen t  (2.2), (2.2a) is  

thus  proved.  An analyt ic  surface ( that  is, one for which F in (2.1) is a series in positive 

powers of y~, Y2, convergent near Yl ~- Y~ ---- 0) is completely regular. 

3. P r i n c i p a l  k e r n e l s .  We look for conditions under  which a series 

(3.2) 

k(y ,  x)  1 
(3.1) r2(y, x)  - -  r2(y, x)  [k~(y, x)--~ k2(y, x )~ -  . . . +k in ( y ,  x)  + . . . ] , 

3 

(3.1a) kin(y, x)  ~- ~ , ~ % , ~  . . . .  ~m(y)wi~(y, x)wi2(y , x ) .  . .Wim(Y , X) 
i l  . . . .  i m =  1 

[~i~...im ---- ~]i . . . jm when (i 1. . .ira) is a permuta t ion  of (Jl. �9 "Jm)], wi(y ,  x)  - -  Y i - - x i  
r (y ,  x ) '  

convergent for all y on S and all x, represents a principal kernel;  the ~'i~... i,~(Y) will 

be assumed to be of a HSlder class on S; more precise conditions in this regard will 

be given in the sequel. Le t  t be a fixed point  on S (not on fl); we write 

km(y,  x)  = k'~(tly, x )A -k~ ( t [ y ,  x)  , 

km(tly,  x)  = __ , )%. . . im( t )wi l (y ,  X).  . . Wim(y , X) , 
i l ,  �9 �9 �9 ~m 

k;'~(tly, x)  = _ , ~ ( r ~ . . . ~ , ~ ( Y ) - r ~ l . . . ~ , f l ) ) w ~ ( y ,  x ) .  . . w~,n(y, x)  

k(y ,  x)  = k '( t]y,  x)-~-k"( t]y ,  x)  , 

Correspondingly for (1.3) one has 

k ' ( t l y ,  t) . . . . .  
(3.3) ~J(t) = 7 , ' ( t ) +  ~ " ( t )  , T ' ( t )  = ) s  ~2(u, t )  qtu~a(~yj  , 

~"(tly, t) . . . . .  

~"(t) --)r~,~i q~Y~Y~" 

Provided,  as we assume it for the present  wi thout  fur ther  detail, the ~ . . .  and q 

behave near fl suitably,  the integral for T"( t )  will exist as an ordinary integral;  

the conditions for this will be inferred in the sequel by  examining the inequal i ty  

(3.4) (lY, t) _ _ 1  ~" 
r2(y, t) q(  ) g r~(y, t) ]q(Y)I __Y' , ~  ]Yi~...i,,~(Y)--Yi~...~,~(t)] �9 

m = l  i 1 ~ . . . i m  

and 

(3.2a) 
oo o~ 

k ' ( t l y  , x)  z ~ km(t ly  ' X ) ,  ]C"(tly, X) ~--- ~ k ' ~ ( t l y  , X ) .  
m = l  r a = l  
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Under such an assumption, we are to show that  k ' ( t ly ,  t) is  a p r i n c i p a l  kernel ,  that  is 

that  the integral for T'(t) exists in the sense of principal values. 

Introduce a Cartesian coordinate system (Yx, Y2, Ya), whose origin 0 is at t 

and whose -4- Ya-axis is coincident with the positive normal to S at t ; the Yt, Y2-axes 

will be in the tangential plane to S at t. Capital letters will designate points in the 

new coordinate system. We thus have an orthogonal transformation 

y~ = t i ~ - a ~ l Y l + a i ~ Y 2 ~ a i 3 Y  3 (i = 1, 2, 3) , (3.5) 

where 
,~ ~=0 ( j#  k). 

(3.5a) . ~  a~ja~k = ~ a]ia~ = ~jk | 1 ( j  = k ) '  ai3 = n~(t) , 

with the hi(t)  denoting the direction cosines of the positive normal at t. One may, 

for instance, choose the alj as follows (when n2 # =~l): 

(3.5b) 

all~ a12, ala 1 
n3(t) - -nan2 

n t  

/ l ~ - - n ~ ( t ) '  l / 1 - - n ~  ' 

O, l/l~n~, n2 

- - n  1 - - n 2 n  3 

When ]n2(t)] is near 1, a suitable modification of the above matrix is to be used. 

One accordingly has (cf. (3.2)) 
3 

(3.6) k'~(tly, t) = k 'm(Y , O) = ~ F s 1 : . . s m ( t ) W s l ( Y  , 0 ) . . .  Wsm (Y ,  0 ) ,  

where 

(3.6a) W ~ ( Y ,  O) = r-~( Y ,  O ) Y  8 , 

3 

I~81, 82 . . . . . .  (t) = ~Y i , . . . im ( t )a i l ,  s,ai2, 8~ . . .  ai . . . .  �9 
i l ,  . . . i m - - 1  

Let St, ~ (a, > 0, sufficiently small) be the portion of S ,  projecting orthogonally 

on the tangential plane at t into a circular region of center t and radius a. On writing 

(3.7) = Ta( t ) -4-Th '~  T : ( t )  = ~ k ' ( t l y ,  t) T t ( t )  ' 1 - -  _ 

,]St, a r2(y, t) q (y )d~(y)  , 

t o ~ k '  (tty, t) . . . . .  (t)=) q y)a  y) (over S--&a), 

it is observed that  the integral for T~'~ exists in the ordinary sense, provided 

the kernel and q(y)  is of proper order of infinity for y near ft. Accordingly we are 
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to secure existence of the integral for T~(t) in the sense of principal values. In  the 

(Ya, Yz, Ya) coordinates one has 

(3.8) ~P'~(t) = f k'(Y, O)r-2(Y, O)q(Y)da(Y), 
S(O, a) 

where S(O,a)= St, ~ and 
oo 

(3.83) k'(Y, o) = 2 , ' k~(Y,  o) (of. (3.6)). 
m = i  

In t roduce  polar coordinates in the Yx, Y~-plane, 

(3.9) Y x z  ~cosOx, Y z =  Qcos02, Ox=  O, 0 2 - - ~ - - 0 .  
2 

Near  O the equat ion of the  surface will be of form 

(3.10) Y3 = F(Y1, Y2) = O(e2) ; 

one will also have 

~F 

(1 ~ ) 
fur thermore  

e ~ 

so tha t  

- o ( ~ )  
/ O F \ 2  ( ~F ] 2]~ 

(i : 1,2), [1-]-[~Y~I) -]-\~Y~2/J : 1-}-~ 

da( Y) ---- ed~dO[1-}-O(~2)] ; 

- 1 - - O ( q  ~ )  
r2( Y, O) y~ + y~ + y2, ,~ .~ Y l +  Y2 -i- Y3 U-[- 0(~ 4) 

I 1 
(2 ~ ) r2(y, O) -- ~ 2 [1+O(~2)] ; 

whence, by  (3.63), (3.10) and (3.9), 

1 
(3 ~ W3(Y, O ) =  O(Q2)r-X(Y, O) : O(Q2)- [lq-O(q2)] -~ : O(q).  

Q 

W~.(Y, O) = [l~-O(q2)] cos 0 8 (s = 1, 2) . 

Thus, in view of (3.6) 
2 

t :~(y, o) ~Z = l:.l...8tr~(t) W s l ( Y  , 0 ) . . .  W s m ( Y  , O ) + O ( e  ) 
81,...sm=l 

(3.11) 
2 

- -  ~r I~81"" .8rt~(t) C O S  081 . . .  C O S  081,r ) 
81,...8m--1 

and, provided suitable conditions of convergence (to be specified in the  sequel) 

are satisfied, 
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(3.na) 

11 

k ' (Y ,  O) ~- lgl'*(t,,O)Avkl'~ 0) ;  kl'~ 0) ~- O(@); 

oo 2 

k 1' * (t, 0) = __.~5" ~ - / 'S l  ...... (t) cos 081... cos 0~m. 
11~--1 e l , . .  ,81~,t--1 

Accordingly as a consequence of (3.8), (1~ (2 ~ we may  write formally 

}[aa(t) = f I [kl'*(t, O)@lgl'~ 0)][1@0(02)]~(0, o)dQdo , 
e 0 0=0 

where q(o, O) = q(Y). Since 

[ k  1' * ( t ,  0 ) J f - k  1' ~  , 0 ) ] [ X J f - O ( 0 2 ) ]  = k 1, * ( t ,  0 ) ~ - 0 ( 0  ) , 

it follows tha t  

(3.12) ~'(t)  = ~ l ' * ( t )+~ 'a '~  

with the  last  t e rm expressed by an ordinary integral and 

a 2Yl 

0=0 ~0--o @ 

(formally). If  in the Fourier  expansion of k 1'*(t, 0), 

(3.13a) k 1' *(t, O) = �89 )_.," [f~(t) cos nO+g,~(t) sin nO] 
n 1 

one has fo(t) = 0 ,  it  follows tha t  

g~ fo 
(3.14:) to k~'*(t ,O)dO= 0 [of. (3.11a)]; 

k~'~(t, O) is then the 'characteristic' (terminology of [M]) of the kernel (3.1) at the 

point t (on S). When fo(t) in (3.13a) is zero, the integral (3.13) and, accordingly, the 

integral for ga(t) (1.3) will exist in the sense of principal values (q is, of course, of a 

H61der class). Since the condition securing the principal character  of the kernel 

(3.1) is (3.14), we m a y  also proceed as follows. One has 

2 

( 3 . 1 5 )  ~ ]  /~Sl . . . . . .  ( t )  COS 0 ~ . 1 . . . C O S  0 ..... = pm(t)+p,~(t, 0)[= kl;~*(t, 0)], 
81, . . .81~ t i 

pro(t, O) = ~ [Pro, r(t) cos vO+pm, v(t ) sin vO] , p.~(t, O)dO = 0 g 
p=I 0 

p,~(t)+Pm(t, O) is the 'characteristic'of the kernel k,~(y, x)r-~ x) (of. (3.1)); this 

kernel is, accordingly, a principal one if and only if p~,(t) = O. In  order tha t  the kernel 

k(y, x)r-2(y, x) (3.1) be a principal kernel it  is not  necessary t ha t  all the kernels 
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k , ~ ( y , x ) r - ~ ( y , x )  (m = 1, 2 . . . .  ) be principal; k ( y , x ) r - ~ ( y , x )  will be a principal 

kernel  if 

(3.16) p ~ ( t ) + p ~ ( t ) +  . . . .  0; 

in fact, (3,16) will secure (3.14). One has 

pro(t) = 0 (m  odd) (3.16a) 

and  

(3.16b) p2(t) = 1 ~ ~[ 1, l(t) -~-/'2, 2(t)] 

p~(t) ~- ~ [F~,~,~,l(t)+ 2T'l,a,:,:(t)~-F2,~,:,~(t)] , 

p~(t) = ?~ [Pl,1,1,1,l,l(t)~- 3F1,L1,l,2,2(t ) ~- 3F~,~,2,~,2,2(t) +/'2,2,:,~,~,~(t)] . . . . .  

To get the  general expression for p~t,(t)(l~ > 1) we write 

2 2# 

(3.17) _,)" r~l ,,~(t) cos 0 ~ . . .  cos %, = ~ "  r: , .~(t)  cos : ,  ~0 sin ~0 
81,. �9 . s i n - - 1  k 0 

(m = 2/~). The t e rm free of 0 in the  Fourier  expansion of cos :~-~0 sin ~0 is As, ~, 

where 

= ~C~  C (--i)~2"~A ~'~ ~ ~-~ ~_~ ~(--1) ~ (for k ~ #) 
s=O 

C s C (for k Z 2 /e k , ,  s ( -1 )"  > ~), 
s =  k - , a  

(C::: are binomial coefficients). Thus 

= 0 (for k odd) 

i z 
(1 ~ p2~(t) = ~2"I'2t"'~h'(t)A# '~k (# __> 1), 

/c=0 

(3.17a) A P  '~k - -  2 2~ ~C2~-2~(;,~k(_l).~+k 0 < k < # 
8~0 

Att,  2k 2-2t* ) ,  7 C2#-2kC ~ ( l ~+k r = --#-~ --s , - - - ,  < k <=it . 
s = : k - t t  

F~#'k(t)  is the  sum of Fsl ..... ,~(t) over sets (Sa . . . .  s~)  consisting of 2#- -k  numbers  

'one' and k numbers  ' two';  the  number  of such sets is C~#; fur thermore ,  F81 . . . . .  2~(t) 

is unchanged when the subscripts are pe rmuted ;  hence 

(3.17b) F2~'k(t) = C ~ F 2 ~ - k ; k ( t ) ,  F2~-k;k(t) = ~ 1 . . . 1 , 2 . . . 2  

(1 repeated 2#- -k  times, 2 repeated  k times). 

In  view of (3.16), (3.16a), (3.17b), (1~ (3.6a), it is  observed that k(y ,  x ) r -2 (y ,  x)  

(3.1) is  a p r i n c i p a l  kernel  (on S) ,  p rov ided  
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(3.18) p~(t)q-p~(t)q- . . . q-p2~(t)q- . . . .  O, 

where 

(3.183) 
# 

p2#(t) = ~ C ~ A t "  ~'~Fe~ 2~; .,.~ (t) 
~ = 0  

13 

[AI"2k f rom (3.17a); cf. notation (3.17b)for _F ....... ], 

3 

(3.18b) /'2/*-2k;2k(t) --~ .--~ Yil-..12#(t)[ai.lai2,1 "'" air, 1] �9 
i I . . . .  i .- / ,  = 1 

�9 [aiv+l,~...ai~,~] (v ---- 2#--2k) ; 

here the aij = aij(t) may be defined as stated in connection with (3.5b) (the ai] satisfy 

(3.53)); the above is asserted under the supposition that  suitable conditions of 

convergence of the series involved are satisfied (this will be formulated in the sequel). 

With the aid of (3.53) we obtain the explicit formulas 

1 
�9 i l , i2  i=nilni~l 

p~(t) = ~ ~'i,i,k,k-- 2 Z )'i . i~,~,ini~%+~.. )'i~,~,i~, i~ni~%ni~ni~ , 
( i , / c  i l ,  i2,  i i l ,  i2,  43, i4 

p6(t) = ~ l  ~.v~'4,i,k,~,~,,~,--3~q,~2,i,~,A. knqn~ 2 
I ' ,  ,~ i l , i 2 ,  i ,  k 

@ 3 ~ ) ~ i l ,  is ,  ia, i4, i ,  i n i 2 n i 2 n i a n Q - -  , ~ i  ~ i l . . . i 6 n i l  �9 �9 �9 n i  6 , �9 �9 �9 
i l ,  i s ,  i3,  i4,  i i l  . . . .  i~ 

as remarked before, lC~l,(y, x)r-2(y, x)((3.1), (3.1a)) is a principal kernel (on S), if 

p~l,(t) = 0 (on S). Use will be made of the following. 

Defini t ion 3.19. I t  will be said that q(y) is of a HSlder class or, simply,  is a 

H61der function on S, i f  

(3.193) lq(Y')--q(Y")l <= QrV(Y ', Y") (0 < v __< 1) 

for all y', y "  on S, not on fl ; here Q is bounded for y', y "  at any positive distance from fl ; 

Q may become infinite as y' or y"  tends to fl; a funct ion satisfying (3.193) will be termed 

of class H or, more specifically, Hv; i f  Q can be selected as a constant, it will be said 

that q(y) is uni formly H or H v. The class of functions q(y) of class H, for which 

(3.19b) Iq(Y)l ~ c*l ~(y) [y on S near fl; l(y) f rom (1.11); 0 ~ a ] ,  

will be designated by [aIS]. The number involved in the latter symbol will be always ~ O. 

I f  q(x) is defined in C(S) (complement of S)  near fl and 

(3.19c) lq(x)[ ~ c*l-~(x) 
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Ix in C(S) near fi ; tangential approaches to S or fi excluded], its class will be designated 

by [c~]C(S)]. In  the cases when (3.19 b), (3.19 c) are replaced by 

C* 
(3.19bl) lq(Y)l 5 c*l--a(Y) log i(y) '  

r  

(3.19c 1) Iq(x)l <= c*l-C'(x) log 
l(y) ' 

respectively, the classes will correspondingly be designated by 

[~x, log IS],  [~x, log [C(S)]. 

H y p o t h e s i s  3.20. We assume that the )J,1...i,~(Y)c[0IS]; specifically, 

(3.203) [Yil...~,~(Y)I <~ c,~ ; 

furthermore, it will be supposed that 

c~o oo 

(3.20b) c' = __,~'cm3 m , c o = ~ c,~3 ~ < (x~. 
1 I 

With regard to continuity of the y . . .  (y) it is assumed that 

(3.20c) lY,il...i,, (Y)--Yil...im (t)[ <-- ~Y(Y, t)rh(y , t) (0 < h ~ 1 ; h independent of m ) ,  

where y(y, t) is bounded for l(y) > d, l(t) >= d(d > 0) and 

co 

(3.20d) c" = ~'m2Z 6 m < e~ m �9 
1 

Under  the  above hypothesis  for the functions km(y , x), k(y, x) of (3.1), (3.13) 

one has 
3 

(3.21) Ik,~(y, x)] < ~" = ~ [~2i1 ' '  "itn ( Y ) I  ~ 3"cm, [k(y, x)[ ~ c ' ,  
i l , . . . i m  = 1 

moreover,  the  series for lc(y, x) converges absolu te ly  and uniformly (with respect  

to x, y) when l(y) >= d (any d > 0); for the  functions of (3.2), (3.23) we have 

(3.213) llc'~(tly, x)l < 37 < , = - - l Y i l . . . i  m ( t ) l  3 ' t ' e ~  
i l , . . . i ra  

[k:s x)l <= -,~lri,...i,,. (Y)--Yi~...I,, (t)[ <= 3m2my(y, t)rh(y, t) , 
i l  . . . .  im 

[lc'(t[y, x)] <~ c' , Ik"(t]y, x)[ ~ c"y(y, t)rh(y, t); 

M"t'  the  series for k'(t[y, x) converges absolute ly  and uniformly;  the  series for t lY, x) 

converges in the  same way  when l(y) ~ 5, l(t) >~ ~. 
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We recall t ha t  the s tudy  of the integral ~P(t) (1.3) can be carried out  on the 

basis of the decomposit ion T(t)  = ~P'( t )@~'( t )  (3.3) when the kernel ]c(y, x)r-2(y, x) 

is a principal kernel, which is henceforth assumed. Let  t be a fixed point on S not  

on ft. Le t  St, a be a port ion of S, as s tated subsequent (3.6a). The integral for gJ'(t), 

extended over S t ~ t ha t  is, ~u~',(t) (3.7), exists in the sense of principal values; the 
~/1 0 integral for ~P'(t) over S - - S t ,  . = S'  has been designated as ~ '  (t) (3.7). One has 

l~P~'~ <-- ')s, r2(Y, t) ]q(y)lda(Y) <= c* ,s,I]c'(tlY' t)l Iq(y)jda(Y) " 

Thus by (3.21a) 

i i rT~,,~ < c* Iq(y)ld~(y) < c* rq(y)ld~(y). 
S ~ S 

The integral last displayed, and hence the one for ~ '  ~ exists in the ordinary sense if 

(3.22) q(y) c [alS] (0 __< a < 1). 

The t ru th  of this assertion can be seen from the following considerations. I t  is 

sufficient to prove existence of the integral 

(3.22a) r ~- f [q(y)rda(Y), 
d '8  

whcre s  is a par t  of S consisting of a narrow strip, whose boundary  is a 'curvilinear 

rectangle'  one of whose sides is a smM1 port ion fi' of ft. In  view of the 'smooth '  

character of the surfaces S and the curves fl, it  is sufficient to regard s as a true 

rectangular  domain R, with fl' as one of its rectilinear sides; choose the origin o of 

the y-coordinate system at an end point of fl', so tha t  fl' lies on the -Fy~-axis, while 

one of the other sides of R is on the -Fy2-axis; l(y) is then  replaced by Y2- I t  is then  

observed tha t  existence of the integral ~ (3.22a) (under the condition (3.22)) is 

secured if the integral 
c 2 .c1 

f f 
t y 2 =  0 ~ y l = 0  

exists; this is the case since cr < 1. Our conclusion, then, is t ha t  the integral }P'(t) (3.3) 

exists (in the sense of principal values), provided Hypothesis  3.20 holds and q(y) is [cqS], 

with c~ < 1. We turn  now to ~P"(t) (3.3); as a consequence of (3.21a) 

(3.22b) l~u"(t)l ~ c* Isy(y, t)Jq(y)lrh-~(y, t)da(y) (h, > O, from (3.20c)). 

The integrand above is bounded when l(t) ~ 2d( > O) and y satisfies 

l(y) >= d ,  r(y, t) ~ d . 
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Hence to prove existence of T"( t )  (fixed t, with l(t) ~ 5 > 0) it is sufficient to prove 

tha t  

(1~ ~ = I Y(Y' t)]q(y)]rh-~"(Y' t)d(~(y) < 0 0  ~ 

o] 
8 

where s is small neighborhood of fl as in (3.22a), and tha t  

(2~ ~I = I Y(Y, t)Jq(y)[rh-~(Y, t)da(y) < c~ (over  r(y, t ) ~  ~ ) .  

In  the  la t ter  integral  

(3.23) ~(y, t)Iq(y)[ < a~(t) < ~ (a~(t) independent  of y ) ,  

rh-2(y, t)da(y) = O(~h-ld~dO) , 

where Q, 0 are polar coordinates in the  tangent ia l  plane Pt  to S at  t, with pole at  

t and ~ being the  length of the  orthogonal projection of the  radius vector  (t, y) 

upon Pt;  accordingly 

c* I %(t)~h-ldQdO< ~ (some ~1 > 0) 

inasmuch as h > 0; (2 ~ is thus  established. As to r (1~ it is observed tha t  

(3 o) ~ <= a~(t)uo , ~,o = f S ( y  ' t)Jg(y)[d~(y) , 

(%(t) < c~), provided the  strip s is t aken  sufficiently narrow so tha t  

r(y, t) ~ 5 ~ > 0 (5 ~ independent  of y; y in s ) .  

The conclusion thus is t ha t  the integral for T"(t)  (3.3) exists i f  

(3.24) I / ( y ,  t)lq(y)Jda(y) < ~ ; 

in part icular,  if y(y, t) < c*, then  T"(t)  exists for all q(y) c [aJS] with a < 1 (this 

follows in view o f  the  remarks  with respect  to (3.22a)). 

We sum the  above as follws. 

T h e o r e m  3.25. Suppose the ~il...~(Y) are subject to Hypothesis 3.20 (cf. Definition 
3.19), while 

(3.25a) p~(t)-~p4(t)+...~-p2t~(t)+ . . . .  0 (all t on S) 

(p~t~(t) given in (3.183,b, c)). The kernel k(y, x)r-~(y, x) (3.1) is then a principal kernel 
for all integrals of the form 
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(3.25b) T(t) ~- ~ k(y, t) 
,18 r~(y, t) q(y)da(y) , 

where q(y), c [siS] with 0 <: c~ < 1, is such that the integral 

(3.2551) I / ( y ,  t)lq(y)ld(r(y) 

exists for t on S (not on fl). 

17 

Note I. The condition with respect to (3.25b 1) is deleted when ~(y, t ) <  c*. 

If Hypothesis 3.20 and (3.25a) are satisfied and 

(3.26) y(y , t )<a( t ) l l~(y)  (for 0 < l ( y )  <=�89 0 ~ f l <  1), 

the principal integral T(t) in the Theorem will exist for all q(y) such that  

(3.26a) q(y)c  [s is  ] (0 =< s;  sq-fl < 1). 

To establish the above we note that,  to start with, 

7(Y, t) < ~0(t) < cx~ (some ~0(t) independent of y) 

for l ( t )> 0 and l ( y ) ~  �89 this follows by the statement subsequent (3.20c). 

Therefore for any q(y) of class H (Definition 3.19) the integral 

~'t = I ~'(y' t)lq(y)ld(r(y) , 

extended over the part of S for which l(y) ~ ll(t), exists. In order to establish 

existence of 

~'t' = f ~'(y' t)lq(y)[da(Y) (l(y) ~ �89 

we make use of (3.26), obtaining 

~'  < a(t) f 1-~(Y)lq(y)lda(Y) (l(y) ~ ll(t)); 

under (3.26a) the integrand above is O(l-~ with s + f l  < 1, by the same reasons 

as previously applied to (3.22 a) it follows that  the integral for ~ '  exists. The integral 

in (3.25b ~) is ~ - ~ ' t '  and, accordingly, it exists for all q(y) satisfying (3.26a). The 

statement (3.26), (3.26a) ensues from the Theorem. 

Note  II. The condition in the Theorem, stated in connection with (3.25b 1) can 
be replaced by the following (special case of (3.26), (3.26a)): 

{ c*l-~(y) (if l(y) <= l(t)), 
(3.27) ~(y, t) < c,l_~(t) (if l(t) ~ l(y)) [ s + f l <  1; 0 ~ fl]. 

2 - -  6 4 2 1 3 8  Acta mathematica. 8 4  
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4. L i m i t s  of ~ ( x )  (1 .3a)  a s  x -+ t. Assume Hypothes is  3.20 and (3.25a). Thus 

the kernel k(y, x)r-2(y, x) in the integral (1.3a) is a principal one for all q(y) satisfying 

the conditions of Theorem 3.25. Let  (At) be a cont inuously varying direction at  t; 

more precisely, let 

(4.1) 2i(t ) (j  : 1,2,3) 

be the direction cosines of (At); the hi(t ) are assumed to be of class H. Let  x be a 

point  on the line Lt, extending from t and having the direction (At) ; r(x, t) = h > 0; 

L t is not  to lie in the  tangent ia l  plane P t  tO S (a t  t). Suppose for the present  tha t  

(4.2) O ( t ) =  angle between the directions (~-nt)  , ()-t) [ ( -~nt)  is the  direction of the 

positive normal  at  t] 
satisfies 

7g 
(4.2a) 0 ~ v~(t) < - .  

2 

Let  (Y) be the coordinate sys tem (origin 0 at  t), defined by  (3.5), (3.5a) and 

achieving the s i tuat ion as described preceding (3.5). V~henever O(t) ~ O, the half 

plane extending from the normal ( that  is, from the Y3-axis) through X intersects 

the  tangential  plane at  t (the Y1, Y2-plane) in a certain ray  extending from O; let 

of(t) be the angle f rom the d- Y~-axis to this ray. The angles vq(t), F(t) obviously  define 

the  direction L t (when O(t) --~ 0, ~s(t) is undefined and is superfluous). 

On taking note of the  decomposi t ion of k(y, x), given b y  (3.2a), (3.2), we write 

(4.3) 

where 

= 

(4.3a) ~P,'~(x) = f ]c'(tly , x)r-2(y, x)q(y)d~(y) , 
.] 

S t ,  a 

= [' k" ' t '  , z x !  T[~'(x) )s  ( lY, x)r-~(Y, x)q(y)da(y) T~(x) ~ Is(y, 
Js,r2(y, x )  q(y)d(~(y); 

t~ a 

here, with a( > 0) sui tably  small, St, . is the port ion of S which projects  or thogonally 

upon the Pt plane as a circle of center t and radius a; S '  ~- S--St,(~. For  x on L t 

(h sui tably  small) and y on S'  r(y, x) is bounded  below by  a positive number  inde- 

pendent  of y, x; thus 

(l~ I q(y)da(y) ~= a(t) Ik(y, x)llq(y)ld~(y ) ~= a( t ) I ( x )  ~ 
.J S~ Sr 

I(x) = Ilc(y, x)] Iq(y)ld~(Y) [a(t), < cx~, independent  of x] . 
s 
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B y  (3.21) 

(2 ~ I (x )  < c' i ]q(y)ld(~(Y) �9 
d S 

The la t ter  integral exists  for all q(y) c [a]S], with 

(3 ~ ~ < 1 

for reasons of the kind applied to (3.22a); Moreover, the integrand in (2 ~ is inde- 

pendent of x. Hence the integral for ~l(x) converges uniformly with respect to x 

(when x is on L t and, in fact, also when x is on the prolongation of L t to the negative 

side of S); accordingly ~ (x )  is continuous in x at t, that is in h at h = O. One has 

(4.4) }P~)(t) + = '//~ ---- lira }P~ ---- I k (y , t )  
h-+0 Js, r2(Y, t) q(y)da(y) = 'P~ 

independent  of the di rect ion of approach (provided q ( y ) c  [~[S], ~ < 1). 

As a prel iminary to the s tudy  of ~, ' (x)  (4.3a) we shall need to prove tha t  

(4.5) r(y, t) <_ b(t) < ~ (b(t) independent  of y, x) 
r(y, x) --  

for x on  i t and for y on St.,, (a ~- a t sufficiently small). Int roducing the (Y) system, 

as s ta ted  after  (4.2 a), we let X, Y be the designation for x, y in the new coordinates;  

O (the new origin) will designate t in the new coordinate system. We introduce 

polar coordinates in the  YI, Y2-P lane (cf. (3.9)), so tha t  

(4.6) Y I =  ~ c o s 0 ,  Y 2 =  Qsin0 ,  ~ 2 =  r2(O, y , ) ~  y ~ + y ~  

With  X on Lt, the angle be tween 0,~-  Y3 and O, X being vq(t) ((4.2), (4.2 a)), r(O, X ) : h ,  

and the point  Y' ---- (Y~, Y2, 0) in the Y,, Y~-plane, we find tha t  

(4.7) r2(X,  Y ' )  = h2q-p2- -2h~  cos (0--~v) sin O(t), 

r ~ ,  ~ ; ~ - - ( ~ - )  - - 2 B  q - l ,  B = cos (0--~) sin tg(t). 

Since ]B] < sin vq(t) < 1, it follows tha t  

u 2 - - 2 B u q - 1  > 1 - - B  ~ > cos2 v~(t) > 0 

(for all real u); whence 

(4.7a) r2(X,  Y ' )r -2(O,  Y ' )  > cos 20( t ) .  

In  view of (3.10) Ya~ -1 ~- O(ff), Ya~ -2 = 0(1);  hence 

(4.7b) ]v I = l(Ya~-x)2--2h cos vq(t)Ya~-21 < �89 cos 2 a(t) (for h ~ ht, q <~a) ,  
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where ht(> 0), a = a t (> 0) are chosen sui tably  small, independent  of Y. Also 

(4.7c) X 1 = h sin #(t) cos ~(t), X~ = h sin v~(t) sin ~(t), X3 = h cos v~(t) . 

Accordingly, by  (4.6), (4.7) 

re(O, Y)r-2(X,  Y ) =  

~+ Y~ 
h ~ - ~ 2 +  Y~--2~h cos (0--9~) cos v~--2h cos v~Y~ 

Thus b y  vir tue of (4.7a), (4.7b) 

r2(O, Y)r-~(X,  Y ) =  
J + O ( o  2) 

r2(X, y ,)  ~-2 +~ 

2 2 2 Y I §  Y2+ Y3 

( x , -  G ) ~ + ( x ~ -  GV+(x~-  G )  ~ 

e~+O(e  ~) 
r2(X, Y ' ) +  Y~--2h cos v~Y a 

o(J) 
~ b2(t) < oo ; 

- -  c o s  2 v ~ ( t ) - - � 8 9  c o s  2 ( t ) v ~  - -  

since r(O, Y) = r(t, y), r(X,  Y) = r(x, y), (4.5) has been established, 

B y  (3.21 a) and (4.5) the  absolute  value of the  integrand in the  integral repre- 

senting Ta'(X) (4.3a) satisfies 

k"' t  [r(y' t) ] 2 
(1~ t Y, x)r-2(Y, x)q(Y)l <= c"y(y, t)rh-:(y, t) It(y, x)J Iq(Y)l 

A(y,  t) = y(y, t)rh-~(y, t)lq(y)l . <= c"b2(t)A(y, t) , 

Now the integral 

I 2 ( y ,  t)da(y) 

is identical with tha t  in (3.22b); it accordingly exists, if (3.24) holds; the  la t ter  is 

the  case in view of the assumed conditions of Theorem 3.25�9 

I t  is also observed tha t  b2(t)A(y, t) in the third member  in (1 ~ is independent  

of x. Hence  one may  pass to the  limit under  the  sign of integration,  obtaining 

(4.8) h-~01im ~Yfa'(X) = I (' k"'t '  &,,lira . . . .  ~&,a ( lY, t)r-~(Y, t)q(y)da(y) 

= % ' ( t ) =  ~'~'+(t)= %'-(t)  ; 

here the integral exists in the  ordinary sense and the limit is independent  of the 

direction of approach.  

We now come to the consideration of T:(x)  (4.3 a). The t ransformat ion in t roduced 

subsequent  (4.5) gives 

x~--t i = ai, lXl@al,2X2@ai,3X3,  y~--t~ = ai, lY l+a~,2Y~+ai ,3Y a 

(here the  aq are certain functions of t); thus  for wi(y, x) -~ r-l(y,  x)(yi--xi) one has 
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3 

(4.9) wi(y, x) : wi (Y  , X)  ~- r - l (Y ,  X ) ) , ' a i s ( Y s - - X s )  . 
8--1  

In  the new coordinates (cf. (3.2)) 
3 

k;~(tiy, x) -- k~(t I Y, X)  = _,~)%...i,,(t)wi, ( Y, X) .  . . wi,,, ( Y, X)  . 
i 1 , , ,  - i ra  = 1 

Thus 

(4.10) 
3 

k:~(tlY, X) = ~I~sl.. .s,n(t)Wsl(Y, X ) . . .  W~.m(Y, X ) ,  
81, . . .87rt~l  

Ws( Y, X)  = r-l( Y, X)(Ys--X~)  ; 

here F81 ...... (t) is identical with the function so designated in (3.6a). The expression 

for T:(x) becomes 

(4.11) T:(x) -~ 7J'~(X) ~- k'(tlY, X)r-2(Y,  X)q(Y)da(Y) ;  
" S(O,  a) 

oo 

S ( O , a ) = S t ,  a, q ( Y ) = q ( y ) ,  k'(tlY, X ) = 2 " k ' ~ ( t i Y ,  X) (4.10); 
1 

we further write 

(4.11 a) Ta(X) = q(t)A(X)~-B(X) , 

A(X)  = I k'(t]Y, X)r-2(Y,  X )da (Y ) ,  
.) 

S(O,  a) 

B(X) : I k'(tlY, X)r-2(Y,  X)[q(Y)--q(t)]da(Y).  
"J' 8 ( 0 ,  a) 

Since q is of class H, one has 

lq(Y)--q(t)/ = Iq(Y)-q(O)l = O(r'(O, Y)) 

(some 0 < v ~ 1), where 0 ( . . . )  may depend on t; thus by (3.21a) 

(1 ~ ]k'(t] Y, X)  r-2( Y, X)(q(Y)--q(t))l ~= b'(t)r-~( Y, X)rV(O, Y ) ,  

where b'(t)(< c~) is independent of Y, X; in view of (4.5) 

(2 ~ first member in (1 ~ ~ b ' ( t ) - -  
r2(O, Y) 

r2(Y, X) 
rV-~(O, Y) ~ b'(t)b2(t)r v ~(0, Y ) .  

Accordingly, the absolute value of the integrand in B(X) is bounded by a function 

independent of X, whose integral, with respect to Y (over S(O, a)), exists (since in 

the last member in (2 ~ v--.2 > --2); whence one can pass to the limit under the 

integral sign, obtaining 
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(4.12) 
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B+(t) B-(t) = lira B(X) = f k'(t I Y, O)r-2( Y, O)[q( Y)--q(t)]da(Y) 
x >t r  a) 

i = k'(tly, t)r-2(y, t)(q(y)--q(t))da(y) = B(t);  
S t , a  

this limit is independent  of the direction of nontangentiM approach. 

As a prel iminary to the s tudy  of A(X)  we establish the relations 

(4.13) r-2(Y, X) = r-2( Y ', X)+O(r-I (  Y ', X)) , 

(4.1aa) W~(Y, X) = W~(Y', X ) + v ~ ,  v~. = O(e) (s = 1, 2, 3).  

(Here and throughout  this section 0 ( . . . )  m a y  depend on t). This will be proved, 

regarding the left members as functions of Ya alone, with the aid of the relation 

(valid in the present si tuation) 

(i) f(  Y3) = f(O)+f(')(Za) Ya 
and of the nota t ion 

(ii) Z = (IZl, Y2, Za), some Za between 0 and Ya. 

I t  is observed tha t  by  (4.5) 

(4.14) r - l (Y ,  X), r - i ( Y  ', X) ~ b(t)r-~(Y, O) <= b(t)~ ~ = O(e-1). 

Let  f (Ya)  = r-~(Y, X); then  

f(L)(Y3) = --(Ya--Xa)r-3(Y,  X ) ,  If(~)(Y3)l <= r-2(Y, X) <= b2(t)~-~ ; 

the last member  is independent  of Y3. In  view of (i) 

r - l (Y,  X) : r - l ( Y  ', i ) @ v ,  Ivi = Ifr <= b2(t)Q-2lY~]; 

since Y3 = O(~2), one has r = 0(1); inasmuch as r(Y' ,  X) = O(1), we have 

(iii) O(r-i( Y ', X))-I-O(1) = O(r-~( Y ', X)) ;  

as a consequence of this (4.13) follows. 

To prove (4.13a; s ~ 2) let f(Ya) = W~(Y, X); now (by (4.14)) 

f(i)(Ya) = - - (Ys--X~)(Ya--X3)r-a(Y,  X), ]f(1)(Ya) I ~ r-~(Y, X)  <_ b(t)q-~; 

whencelf(1)(Za)l(Za as in (ii)) __< b(t)e-~; accordingly 

Ws(Y, X) = Ws(Y' , X)@vs,  v 8 = f(1)(Za)Y a = O(e ) . 

When s = 3, we write f(Y3) = Wa( Y, X), obtaining 

f(1)(Y3) --~ [(Ya--Xa)2+(y2--X2)2]r-3(Y, X) <= r.-a(Y, X)  <= b(t)~ -1 , 

w 4 Y ,  x )  = w ~ ( r ' ,  x ) + ~  3 , % = f ( ' ) ( z ~ ) r ~  = o ( o  ) . 
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The IWs(Y, X)[, [W~(Y', X)[ are bounded  (~< 1). Hence,  as a consequence of 

(4.13a) 
Wi(Y, X)Wj (Y ,  X)  = Wi(Y',  X)Wj(Y ' ,  X ) + v q ,  vii = O(e ) . 

Step by  step one arrives at  

(4.15) W~(Y, X ) . . .  Ws,,,(Y , X)  =- W,I(Y', X ) . . .  W,,,(Y', X )+G,  ........ , 

where G1...~,,, = 0(~). B y  (4.10) and the above  

oo 

(4.16) k'(tiY, X) =- ~ ' k ' ( t l Y ,  X) = k(h, ~, O)+v ' (Y ,X) ,  
1n=1 

where 
oo 3 

(4.16a) lc(h,e,O)= 2," ~ ~1...~m(t)W81(r, X) .W~,,,(Y',X) 
m = l  8 1 , . . . 8 m = 1  

and ~'(Y, X) = O(e ). In  deriving the above  use is made  of the satisfied conditions 

involved in Theorem 3.25. 

As a consequence of (4.13) and (1~ subsequent  (3.10)) 

r-2( YI X)da(Y) = 9dgdO[r-2( Y', X)+O(r-~( Y', X)) 

q-O(~ �9 ~r-~( Y; X))q-O(r Y ', X)) 

now, by  (4.14), ~r- l (Y ', X ) =  0( I ) ;  hence the last three terms in [ . . . ]  above,  

combine into 

O(r - ' (Y ' ,  X))+O(~)+O(1) = O(r-a( r ', X))~-O(I)  = O(r- ' (r ' ,  X)) 

(cf. (iii)); thus 

(4.17) r-2( Y, X)da(Y) = ed~clO[r-2( Y', X)q-O(r- '(  Y', X)) ] ,  

By  vir tue of the above and of (4.16) 

1 
ededOk'(t[Y, Z)r  2( y ,  X)da(Y) = [k(h, e, O)r-'2( Y', X ) +  

+v'( Y, X)r-2(Y ', X)+k(h,  e, O)O(r-~( Y', X))q-v'( Y, X)O(r-l( Y ', X))] ;  

since k(h, ~, 0) = 0(1) and v'(Y, X) = 0(~) , one obtains 

[ . . . ]  = k(h, O, O)r-2( Y', X)+O(er-2( Y', X))-~-O(r-i( Y', X))-~-O(er- l (  Y ' ,  X ) )  , 

which (by (4.14)) equals 

k(h, e, O)r-2( y ' ,  X)~-O(r-~( y' ,  X))~-O(1) .  

Thus, on taking note of (iii), it is deduced tha t  
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(4.18) k'(t] Y ,  X ) r - 2 ( Y ,  X)d(~(Y) = edQdO[k(h, Q, O)r-~(Y ', X ) + O ( r - I ( Y  ', X))] 

= k(h, ~, O)r-2(Y ', X)QdedO+O(1)dQdO. 

From the above we obtain for A ( X )  (4.11a) the decomposit ion 

(4.19) A ( X )  = A * ( h ) + A ~  

where 

i a i 2~ k ( h , e , O )  A *a (h) = K(h ,  o~, O)ededO , K(h ,  e, O) - -  
~=o e=o r2( Y ', X )  

(cf. (4.16a), (4.7)) and 

a 2~ 

(4.19a) A ~  I I O(1)d~dO = O(a) (uniformly with respect to h) .  
,) 

0 = 0  ~ 0 - 0  

We shall now proceed finding the l imit  of A* (h) for h ~ O, t ha t  is, for X ~ O, 

which means for x -+  t along the diroction (~t). In t roduce  quanti t ies fi(t), fij(t), 0 i 

as follows : 

(4.20) fix(t) = sin ~(t) cOS ~(t), fi2(t) = sin O(t) sin ?(t), fia(t) = cos ~(t); 

7g 7g 
Ox = O, 02 = ~ - - 0 ,  0 a = ~ ;  fi(t) = sin v~(t). 

By  (4.7c) and (3.9) one then  has 

(4.20a) X ] =  fij(t)h, Y i =  e c ~  i ( j =  1 , 2 , 3 ) ,  

when X is on the line L t and  when Ya = 0. In  this connection we note t h a t  Ya 

in the expression for K(h,  ~, O) is zero. In  view of (4.7) one m a y  write 

r2 (Y  ', X )  = h2--2fi( t)he cos (0 - -~)+02;  

accordingly by  (4.16a), (4.19), (4.10) 

oo ~--x 
(4.21 ~ K(h,  ~, O) = ~ [h 2 -2 f i ( t )h~  cos (0--~)+Q2]-  : . 

/ = 1  
3 

2., 7 I'8~...sm(t)(Q cos O~ --fi , ,(t)h). . . (Q cos O,m--fi~m(t)h ) . 
81,...8m=1 

On subst i tu t ing e ---- zh and  taking note of the absolute and uniform convergence 

of the series involved, we infer 
ah-1 

(4 .2l)  A*a (h) = , f  _ 0 K *  (~)d~, 

where 
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i 
2z~ oo m 1 

(4.21a) K*(T) = .~T[1--2f l ( t )T COS (0--9)-t-T2]-Y- . 
* 0 = 0 m = l  

3 

_ ~  r~i . . .~(t) (T cos 0 ~ - ~ . ~ , ( t ) ) . . .  (T cos O~,n--~,n(t))dO 
8,,...8m~:l 

(cf. (3.6a), (4.20)); we observe the impor tan t  fact  tha t  K*(T) is independent  of 

h. The limit 

(4.22) l imA*(h )  : f K*(T)dT = K(t) [cf. (4.21a), (3.6a), (4.20)] 
h-->0 v = 0  

exists if and only if the  integral above  converges. We shall prove tha t  this integral 

exists. B y  (3.6a), (3.20a) 
3 3 

]Fsl . . . . .  ( t ) [  ~ ~ [~'i,...im(t)[ ~ 3mCm, ~ ]Fs,...Sm(t)[ <= 32mCm, 
il,. �9 .im=l el,...sm=l 
oo 3 

(1 ~ ~ ~Y' IF~. . .~( t ) [  < c ~ (cf. (3.20b)) .  
m = l  sl,...Sm=l 

Since the quanti t ies  

2 1 (4.22') r 0) : [1--2fl(t)T cos (O--cf)-4-v ]-~(T cos Os--~(t)) (s ~ 1, 2, 3) 

are in the nature  of direction cosines and are thus  bounded  in absolute  values (_<__ 1), 

we obtain  

cOT 
]integrand for K*(T)t _--< 

1--2fl(t)T cos ( 0 - - 9 ) + T  5 

(u l) 
1 - 2 f l ( t ) u  cos ( O - 9 ) + u  2 

Using the  fact  t ha t  1 - -2qv+T  2 > 1--q  ~ (all real T), we deduce 

(2 ~ 1 - 2 f l  cos ( 0 - - 9 ) T + T  2, 1 - - 2 8  cos ( O - - 9 ) u + u  2 > 1--fl2 cos 2 ( 0 - - 9 )  ~ 1- - f l  2 = 

cos 2 ~(t) > 0 ; 
hence 

(3 ~ ) 

Accordingly 

(4.22a) 

c o T sec ~ ~(t), 
| 

< 1 [integrand for K*  (T)I = / c~ see2 v~(t). 

[K*(T)] < 2zc~ sec 2 v~(t), 
1 

2Jrc ~  ~ ~(t). 
T 

In  view of the above,  existence of the  integral 
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f TM 

~ l ' - - 0  

is evident  for all 0 < ~0 < o~. On the other hand,  for v large (and t fixed on S) the 

relation 

is insufficient for the existence of the integral defining K(t) (4.22). I f  one thinks of 

r, as a complex variable, it  is observed tha t  K*(T) is analyt ic  in 3 for ITt ~ 30 (any 

30 > 1) and tha t  K*(r)  = 0(13] -1) for IT1 large; we have an expansion 

ko kx 
(i) K*(r)  = ~ + 3 2 + . . .  (convergent for Iv] ~ v0). 

The integral (4.22) thus exists if k 0 ---- 0; one has 

(4.23) /Co = f k;(O)dO, 
0 = 0  

t 
where ko(O ) is from the expansion 

oo 

(ii) in tegrand for K* (3) = ~," kj(O)T -i-i 
j=0 

(the series here converges absolutely and uniformly with respect to 0, 3 for [3[ ~ z0) ; 

by  (4.21 a) 
k'o(O ) = limit [z.  ( integrand for K*(t))] 

T--~OO 

OO 3 
m 1 

= lim ~Y' ,,~F81 ....... (t)l,2--2fl(t)u cos ( 0 - - 9 ) + 1  ] ~ (cos 081--f181u)...(cos 08,--fl~,u ) 
u - ~ O  m = l  8 1 , . . . s m = l  

oo 3 

= . ~  ~ I~81 " " .S,,,(t) C O S  0 8 1 . . .  C O S  081.?1. 

Since (by (4.20)) cos 03 = O, in view of the remark with respect to (4.23) we conclude 

tha t  for the existence of the integral for K(t) (4.22) it is necessary and sufficient that 

(iii) ( �9 . . _ ,~F~ ....... (t) cos 081 . .  cos O~,flO = 0 O~ = O, O~ = --0 
"0=0 m=l  81,...Sm=t 

The integrand here is identical with kl'*(t, O) (3.11a); thus  (iii) is precisely the 

condition securing vanishing of the term fo(t) in the Fourier  expansion (3.13a); (iii) 

accordingly holds inasmuch as the kernel k(y, x)r-2(y, x) (3.1) has been assumed to 

be a principal one. 
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This  completes the proof of fhe existence of the limit (4.22). 

Let  us s tudy  K(t) (4.22) near edges fl of S. Denoting the in tegrand in (4.21a) 

by K~(r ,  0), define B*(v, 0) by  the relation 

(4.24) K*(r ,  O) 1 , 1 , = 7 ~ , , ( O ) + ~ B ~  (~, 0); 

inasmuch as k o (4.23) is zero, one then  will have 

1 . 2~  

! B*(~,0)d0. (4.24a) K*(~) = ~ 0=0 

B*(T, 0) is expressible in the form 

0o 3 

(I1) B* (v, 0) = ~ ~;"/', tt~A*, ...... 1,.-sin\ i** 
~,'/~ = 1 81, . . .,gilt= 1 

where 

A *' ........ = Ta[1--2fl, c o s  ( 0 - - ~ ) ~ - T  2] 2 I ( T  c o s  0 8 1 - - ~ 8 1 ) . . . ( T  c o s  08,,t--~Sm) 

--~ cos 0 ~ . . . c o s  0~,~ = A ' + A "  , 
with 

~t 

A '  = z [ 1 - - 2 f i ~  cos  ( 0 - - ~ v ) + z  2] 'Y(T cos  081--~81). . .  (~ l ( eos  0811--~8m)--'~ c o s  081. . .  c o s  08m , 

A . . . .  [1- -2~T cos (0 - -q : )+~] - l [2 f l~ :  ~ cos ( 0 - - ~ ) - - v ]  - %~(~, 0 ) . . .  %,,,(T, 0) 

(cf. (4.22')). One has 

1A"l _-< l~_2flvcos (0_~v)+z.)] l - -2 f lucos  (O - -T )+ u  2 u =  ; 

whence in view of (2 ~ ) 

(I2) IA"I ~ (2+u)  sec:~(t) ~ 3 sec2v~(t) (for v > 1) . 

The set of integers s , . . .  s,, consists of ix, i2 and ia numbers  1,2 and 3, respectively, 

with i l+i~ .+i  a = m; accordingly, by  virtue of (4.20) 

m 

A' = ~[1--2fl~ cos (0--(p)+v2]-Y(~ cos 0--flx)i'(r sin O--flz)~(--fla) i3 

- - r  cos ~'0 sin ~00 i~ (0 ~ = 1) 
and 
(Ia) uA'  =- p-'~(cos 01--fix u)r sin O--fi2u)~(--fiau) < cos i'0 sin ~'~00 i'~ , 

p = p(u) = [1--2fl(t)u cos (0--~v)+u~]" . 

Designate the funct ion uA'  by f(u) ;  use will be made of the formula 

f ( u )  =f(O)- f - f~  = f ( ' ) ( v )u  (some 0 < v < u ) .  
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One has 

where 
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f~)(u) = f l §  §  

J/'l ~ - - m p - 2 ( u - - / ~  cos  ( 0 - - ( p ) ) ( c o s  O--~lulii(sin'p / \ O--~2u)~2(--~aul~3~o / \  ~9 / ' '  

f2 ~--~ -- lip (COS O--~lU) i l l p  / (--fl') \(sin---pO--fl2u/i~(--fl3u)i3/\~x 

and 
f3 = (COS O--/~lU)ili2(sin i2 1 ( - - ~ 3 u )  ia 

f4 = (e~ O--f l 'u)i l (s in O--fl2ul" i3 (-- f l3u)  . \ P -i  7 \  p / (--f13). 

I t  is observed t h a t  the functions 

p-l(cos O--flxu) , p-l(sin O--fl2u), --fl3up -1 

are in the na ture  of direction cosines and, thus,  their  absolute values are _< 1; 

moreover, as noted  previously, p-1 =< sec tO(t). Whence,  for 0 _< u _< 1, 

If(1)(u)t < 2mp-~-kilp-~--ki2p-l-ki3p -~ < 3m s e c  2 vq(t). 

The same inequal i ty  is satisfied by  f(1)(v). Hence 

]uA'l  =- Jf( ')(v)u] < am sec 2 vq(t) �9 u (0 <~ u ~ 1) 
and, by  (I2), 

(L) IAS~ ~ml < IA'I + IA"I < 3 ( m +  I) see ~ ~(t) (v > 1). 

By  (I1) and  the preceding, on not ing a formula subsequent  (4.22), we obtain 

the inequal i ty  
oo 

Bt*(% 0) __--< 3 see 2 v~(t)~X~(m~-1)3~mc,, (v >~ 1), 
m = 1 

useful only if the lat ter  series converges (note the assumed convergence of the 

series c o (3.20b)). In  view of (4.24a) 

(4.25) IK*(T)] < v-26~ see 2 ~(t)_.,~(mq-1)3~'%m 

By the first inequal i ty  (4.22a) 

(4.25a) IK*(~)l < 2~c ~ see 2 Off). 

Hence from (4.22) i t  is inferred tha t  

~- T-2B*(t) (for ~ > 1). 

(for 0 <_~_< 1). 
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IK(t)l < IK*(~)ld~ =< ~c ~ see 20( t )§  . 
- -  T - - 1  

The following has been proved. 

L e m m a  4.26. Assume the conditions of Theorem 3.25. Let t be on S (not on the 

edges of S). Suppose x ~ t, nontangentially to S, along a direction (~t), as described in 

(4.1)--(4.2a). The limit K(t) (4.22) will then exist. I f  the series 

oo 

(4.26a) so 9m = cm 
m ~ l  

converges, K(t) satisfies 

(4.26b) lK(t)] ~ (c~247176 see 2 v~(t) (c o f rom (3.20b)).  

In  view of (4.3), (4.4), (4.8) 

(as h 0 ) .  

By vir tue of (4.11), (4.11a) we m a y  subst i tu te  above T ' ( x ) =  q ( t ) A ( X ) + B ( X ) ;  

thus  from (4.12) it  is deduced tha t  

T(x ) - -  q(t)A (X) -> B(t) § T~ + T'~'(t) ; 

as a consequence of (4.19) we m a y  here let A ( X )  = A~247 obtaining (by 

(4.22)) 

(4.27) T(x) - -q( t )A~ -~ q( t )K( t )§  B ( t ) §  T ~ 2 4 7  T"( t )  ~_ ga(t) . 

From (4.12), (4.4), (4.8) it  is inferred tha t  (with S ' = - S - - S t ,  a) 

Is  k(y' g,(t) = q( t )K( t )§  t)r-2(y, t)q(y)da(y) 

I k'(t[y, t)r-2(y, t)(q(y)--q(t))d~(y)§ f k"(tIy, t)r-:(y, § t)q(y)da(y) . 
S t ,  a S t ,  a 

As a -> 0, the  first integral above tends to the principal integral T(t) (1.3) the second 

and th i rd  integrals are in the ordinary  sense and tend  to zero. Thus 

(10) J,(t)  = v(t)§ , v(t) ~-- q( t )K( t )§  ~(t) , 
where 

(20) lira %(t) = 0 (as a -~ 0) . 

The meaning of (4.27) is t ha t  

(30) ~(x)--q(t)A~ = v(t)§247 , h) , 

where Va(t, h) (as h -~ 0). As s ta ted  in (4.19a), A~ is O(a), uniformly with respect 

to h; hence (by (20)) 
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(40) [vo(t)+q(t)A~l(X)l < -  
2 

for some sufficiently small a( > 0), independent  of h. By  (3o) one has 

lT(x)--v(t)l <= [v,(t)-4-q(t)A~(X)l+[v,(t, h)] < 2-~-lv(t, h)] . 

Now, with a fixed so t ha t  (40) holds, choose h e (> 0) so t ha t  

one thus  has 

- (for 0 < h < he)" Ira(t, h)l < 2 = ' 

I~(x)-~(t) l  < s (for O < h < h e ) ;  

t ha t  is, lim T(x) = v(t) (for h + 0). 

On taking account  of (lo) the following is concluded. 

T h e o r e m  4.28. Cosider the integral 

( 4 . 2 s a )  = 
,1S r2(y, x) q(y)d(~(y) 

and assume that k(y, x), q(y) satisfy the conditions in Theorem 3.25. Suppose x-+ t, 

nontangentially to S, along a direction (~t), as described in (4.1)--(4.2a). We then have 

(4.28b) lim ~J(x) = q(t)K(t)~-Tt(t); 
X---~ t 

here K(t) is defined by (4.22), is independent of q(t), but generally depends on (~t); 

the integral 

(4.28c) ~(t) = f kr~Y'-t-)[;q(y)d(r(y) 
(Y,)  

is in the sense of principal values. 
Let  us distinguish between two dist inct  directions 

(4.29) (,~), (~ ' ) ,  

' ~"'t" the corresponding direction cosines 2)(t), ]( ) being functions of the type  of the 

~j(t), as described at  the beginning of this section; let vq'(t) be the angle between 

zc (as in (4.2a)); for the angle O"(t), between (~'t) and (~-nt) and assume 0 ~ O'(t) < 

(~') and ( - ~ n t )  , w e  shall assume either 

7g 
(4.29a) 0 ~ tg"(t) < - (all t on S) 

2 
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o r  

2z 

(4.29b) - <  0"(t) ~ :r (all t on S ) .  
2 

Designate by q~'(t), q~"(t) the  angles corresponding to the angle ~v(t), in t roduced 

subsequent  (4.23). In  all cases tangent ia l  approaches to t are avoided. Let  K'(t) 
be the  function K(t) (4.22) for (~t) = (~'t) and let K"(t) be the  funct ion K(t) corre- 

sponding to ~"(t); (4.28b) gives 

(4.30) T'(t) = lira T(x) = q(t)K'(t)~-T(t) (x -~ t along @t)), 
x 

T"(t)  = lira T(x) = q(t)K"(t)~- T(t) (x ~ t along (2~')) ; 
x 

at  points t for which K'( t ) - -K"( t )  4:0  we, accordingly, have 

(4.31) q(t) = a(t)[~'(t)--T"(t)] ,~(t) = c~l(t)T'(t)-[-c%(t)T"(t), 

o~(t) = [K'(t)--K"(t)] -1, a~(t)= --K"(t)a(t),  a~(t)= K'(t)a(t).  

Suppose for the  momen t  t ha t  @t) is a direction opposite to (~t)- To obtain the  

function K*'(3) (4.21a), corresponding to the direction (~t), we replace 0(t) by 

v~'(t) = ~--v~(t) and ~v(t) by q)'(t) = (p(t)~-u; by (4.20) 

ill(t) = - ~ ( t )  ( j  = 1, 2, 3);  ~'(t)  = ~ ( t ) ;  

2 ~  o o  m 

K*'(3) = i dO ~"~[l~-2fl(t)~c~ 
0 ~ 0  m = l  

3 

, ~ , ' / ' ~  +~(t)(3 cos 0 ~ + ~ ) . . .  (3 cos 0+~+~+o). 
8 1 , . . .  8 m - -  1 

Replacing 0 by  O+x,  the  cos 0~ are replaced by  --cos 0~ (s : 1, 2, 3), respectively, 

and one obtains 

(4.32) K*'(3) = dO '~[1--2fl(t)veos O--q)(t +~2]-~--  
0 = 0  

,3 

�9 ( - 1 t ' ~ 2 , ' r ~  . . . . .  (t)(~ cos 0 ~ - ~ g t ) ) . . . ( 3  cos 0~ - p + g t / ) .  
8 1 , . . . 8 ~ t  J_ 

The funct ion (4.22), corresponding to (A't), is 

o o  

K'(t) : f K*'(3)d3.  
" r : 0  

By (4.213), (4.32) 
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co  2 ~  oo 

o o t t = o  
(4.33) 

2 / r ~ ,  .... ,~+,(t)(-~ cos o~,-t~,( t ) ) . . .  (~ cos o~.~,+~-t~+,(t)) 
81,...82]g+1 

(for opposite directions). I f  in the kernel k(y, x)r-2(y,  x) (3.1) we have 

(I) ~]i~...im(Y) = 0 (for m o d d ) ,  

so t h a t  kin(y, x) (3.1a) ~ 0 (for m odd), in view of (3.6a) the F81 ...... (t) will be zero 

for m odd and, by  (4.33), we shall have 

(4.33a) K ( t ) - - K ' ( t )  = 0 (opposite directions). 

Consider the case when 

(II) ~il...i,~(Y) = 0 (for m even);  

then  the F~...~,,,(t) will be zero for m even; one then  has 

(4.33b) K( t )~-K ' ( t )  ~ 0 (opposite direct ions) .  

For  the present we shall not  examine the conditions under  which positive lower 

bounds for a(t) (4.31), IK'(t)l (or JK"(t)J) exist. 

Consider the approach along the positive normal,  (~t) ~ (~-nt). We then  have 

f l l = f l 2 - : O ,  f13= 1, f l ( t ) : -  0 and 

cos 0~-fl~ 

In  view of (4.21a) 

(]0) K *  (~) = ~m+l [ r+  ~ ]  
(~=0 m = l  

where 
OO _ m  1 

St(z, 0) = _,~ ~ 7 ' z [ l + ~  2] 2 
m = l  8 1 , . . - s g t  

-----~cos0 ( s =  1 ) , =  ~ s i n 0  ( s : -  2 ) , ~  --1 ( s =  3) .  

m 2 
1 

2,~F~, ....... (t) cos 0 ~ . . .  
8 1 , . . . 8 m = 1  

cos 0~m § S~(T, 0) I dO, 

l"s 1 . . . . . .  ( t ) (T  COS O S l - - ~ s l ( t ) ) .  . . (T COS OSm--~Sm(t) )  ; 

here the primed sum is over sets (s 1 . . . .  sin) containing one or more numbers  3. Le t  

(20) ri,:~2:~3(t) = / ' 1  .... 1,~ .... ~,3 .... 3(t) (i~+i~+i, = m ) ;  

in the second member  1, 2, 3 are repeated i 1, is, i 3 times, respectively�9 By  (3.6a) 

F~,..~m(t) is unchanged when the subscripts are permuted;  the number  of permutat ions  
m! 

of i 1 numbers  l, i 2 numbers  2, ia numbers  3 is i~! is! ia! '  hence 
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St( % O ) :  ~ ~ z [ l + r  2] 2 
m = 1 i1,~2,i3 

(r  c o s  c o s  

m! 
i1!  i2!  i3!  ~/1:12:13(r  c o s  0 1 - - ~ 1 ( t ) ) i l .  

_m_l ml 

m=li,,i2,i3 i1! is! i3! 

�9 Fi~:i~:i3(t)(v cos O)ii(v sin 0)i~(--1) i3 . 

The contr ibut ion to Kt*(z) arising from St(r ,  O) is 

oo m! m 1 (3o) ~ '  ~X ~ ( . I )  13 zfi+i2+l[l+r2] ~ I ~n 
m=l il,i2,i 3 i l  ! i2v. i3 ! Fil:i2:i3 (t) o cos i~0 sin i20dO 

( i l + i 2 + i a  ~-m,  i3 > 0). We shall modify  the  function of r, d isplayed after  the  

summat ion  symbol  with respect  to m in (10), subtrac t ing from it z -1, when z ~ 1, 

and leaving it unchanged for 0 ~ z < 1: this can be done in view of the satisfied 

condit ion (3.14). Let  2(r) be de f ined  as 0 for  r < 1 and  as 1 for  r ~ 1. The par t  of 

K*(z)  (lo) obta ined b y  disregarding St(r  , O) will then be 

~ [  --m-i ? 1  ~ I ~ (4o) 2.-  z.~+~[1_4_~2] 2 _ _,~Fs~ ....... (t) cOsOsl �9149149 ; 
m = l  81, . . .sm~l 0 

the  funct ion [ . . .  ] above  is bounded  and is O(z -2) for r large�9 K*( r )  is the  sum of the 

functions (30), (4o). Thus, b y  (4.22), f o r  the approach  along (+nt) ,  one has 

( 4 . 3 4 )  K ( t )  ~- ~ ?  ~ C81...8mI~81 . . . . . .  ( t ) ~ -  ~ ,  (i3 > 0)Ci1:i2:i311i1:i2:i3 (t) 
m = l  81 . . . .  Sm=l il+i2+i3=m 

(cf. (2o) for  /'il:i~:i~), where wi th  01 = O, 03 = ~ - - 0  

(4.34a) Q~ .. . . .  = [~ rm+l(1-1-z 2) ' cos 0 ~ . . . c o s  OsmdO , 
0 0 

Ci~i~'i~ = il I is! i3 dr �9 cos i10 sin i~OdO 
�9 0 

( i l + i 2 + i  a = m); the  integral last displayed is zero except  only when i 1 and is are 

bo th  even. In  view of (3.6a) and since ai, 3 = n~(t), the  F81 ....... (t) ( s l , . . . s  m < 2) are 

unchanged when the approach is changed to the  negat ive normal;  inasmuch as 

3 

/~1:12:i3 (t) = ~ ~]1'" . ]m( t ) [af i ,  l " " �9 air, 1] [ajv+,,2. . . aik, 2] [nik+l. . . njm] 
j l  . . . .  jm = 1 

(v ~- i l ,  k ~--- i1+i2;  m - - k  = ia > 0), it follows tha t  Fil:ia:ia(t ) changes to --Fil:i2:ia(t  ) 

3 -- 642138 Acta mathematica. 8! 
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for ia odd and is unchanged  for ia even. Wi th  the  aid of these remarks  we come to an 

agreement  with (4.33a), (4.33b), when the directions are normal.  

5. O r d e r  of i n f i n i t y  of kY(x) (1 .3a)  n e a r  ft. Consider a point  c on the  'edges' fl 

of S. Le t  Pc be the  tangent ia l  plane to S at  c, T~ be the t angen t  line to fl at  c and n c 

be the posit ive normal  to S at  c. Designate  by  fi' the  or thogonal  project ion of fl on Pc; 

let  S(c, a) (small a, > 0) be the  neighborhood of e, such t h a t  its or thogonal  pro jec t ion  

on P~ is a region S'(c, a), bounded  by  a por t ion of fl' and a por t ion  a' of the  circum- 

ference of a circle of center  c and radius a. Denote  b y  H c the half plane par t  of Pc, 

bounded  by  T~ and containing 'most '  of S'(c, a); t h a t  is, H c contains the  intersect ion 

of a' wi th  the  perpendicular  N c to T~ at  c (in P~). We int roduce 

D e f i n i t i o n  5.1. With the above notation in view, let N(c, ~) denote the neigh- 

borhoods of the tangent line T c (to fl) at c, consisting of two circular conical regions with 

common vertex at c and T~ as axis, the angle at c (for each cone) between the generating 

lines of the surfaces and T~ being ~. Designate by W(c, ~) the neighborhood of the tangential 

half plane He, bounded by two half planes meeting along T c and making angles s with H c 

(on the two sides of Hc); W(c, ~) contains Hr 
We consider N(c, ~), W(c, s) as closed. The point  of the above  definit ion is t h a t  

if x remains exter ior  N(c, s)+ W(c, ~), x cannot  t end  to c tangent ia l ly  e i ther  to the 

curve fl nor  to the  surface S. 

With s (> 0) fixed, choose a (> 0) so small that the portions fi, fl' bounding S(c, a), 

S'(e,a),respectively, a r e i n N  c,~ ,whi leS(c ,a) i s inN c,~ §  e, .Weshallpro- 

ceed with x, near c, exterior N(c, s)~- W(c, e) and with q(y) subject to conditions of 

Theorem 3.25. 

We express ~(x)  (1.3a) as follows: 

(5.2) ~(x)  = ~'* (x) + ~~  

S (5.2a) ~-'*(x) = It(y,  x ) r - 2 ( y ,  x ) q ( y ) d ~ ( y )  , 
S(c ,  a) 

~~ ~-- f k(y, x)r-2(y, x)q(y)da(y) [S' = S--S(c,  a)] 
,) 

s I 

For  x at  dis tance ~ 2-1a f rom the  perpendicular  to  Pc a t  e and for y on S' 

one has r(y, x) ~ 2-1a; in view of (3.21) 

4 I ,k(y, x), Iq(y)]da(y)< 4:~' 2 fs, Iq(y),da(y ) . 1~2(x)l _<-- a2 ~,, 



Multidimensional Principal Integrals, Bound. Value Problems and Integral Equations. 35 

Since q(x) c [ s i s  ], the  in tegrand here is O(1-~(y))(~ < 1); thus  by  v i r tue  of the  remarks  

with respect  to (3.22), (3.22a) one has 

(5.3) I~.~ < e * .  

Some of the proofs in the  sequel will be wi th  the coordinate axes yj assumed 

so that the origin is at c, the yl-axis coincides with the tangent line To, the + y3-semiaxis 

falls along the positive normal nc and the ~-y2-axis lies in the H~ half plane; let  

(5.4) Y' = (Yl, Y2, 0);  

for y on S(o, a) one then  has 

(5.4a) Ya = F(Yl, Y2) (F  as in (2.1)); 

S'(o, a) is a subregion of the circular region r2(o, y') ~-- y~-y~ <__ a 2, bounded  b y  

an arc a' of the circle r(o, y') ~ a and by  a curvil inear  arc fl' (project ion on the  

yl, y~-plane of a por t ion  of fl); fl' is t angen t  to the  y~-axis a t  o and is given b y  an 

equat ion  

(5.45) Y2 = f(Yx) = O(y~) ; 

the  regions N(o, s) are given by  the inequal i ty  

x2~-x 3 < x~ tg 2 ~ , (5.4c) 2 2 

while W(o, s) is represented b y  

(5.4d) Ix3] < x2 tg e ,  x 2 > 0 .  

To say t ha t  x is exter ior  N(c, s)+W(c,  s) is equivalent  to the relat ions 

(5.5) x~-x~ > x~ tg 2 s; Ix31 > x2 tg s (if x2 > 0) .  

The  following will be now proved.  

L e m m a  5.6. When y is on S(c, a) (a, > 0, small) and x is (near c) exterior 

N(c, s)+ W(c, ~), one has 
(5.6a) r-l(x, y) <= k(e)r-l(c, x) , 

where k(e) (> 0) is independent of x, y and is 0(~-2). 

Choose coordinate  axes as s ta ted  subsequent  (5.3). I t  will suffice to give the  

proof when x3 > 0; we then  have 

(1 ~ x 3 > x 2 t g ~  (if x 2 > 0 ) ;  ~ : 2 X2-~-X 3 > X 1 tg 2 s . 

Designate  by  (W+(o, s) the  ' top '  pa r t  of the  b o u n d a ry  of W(o, s); thus  (W+(o, s)) 

consists of points x such t ha t  

x3 =-  x2 t g  ~ @2 > O) . 
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Exter ior  W(o, e) (xs > 0; xe ~ 0) one has 

( 2 * )  ~ ~ - �89 x~[x~-~x~] > sin 0 tg s 

W. J. Trjitzinsky. 

( 0 - - - - a r c t g  X[x~,[)-, 

on (W+(o, ~)) > 0 is here replaced by  ~-; (W+(o, e)) intersects the surfaces of the 

cones N(o, s) along lines 1 +, 1-, extending from o and expressible parametr ical ly  as 

follows : 

(3 ~ ) x l =  i t ,  x 2 = t s i n s ,  x 3 ~ t s i n ~ t g e  

( +  for l+; -- for 1-; t ~ 0); on 1 +, 1- 

(5.7) 2 2-�89 2~1, ,ZX211 X3[Xl~-X2] = sin e tg e [ l + s i n  2 s]-�89 ~-- tg . . . .  tg s2 --~ sin s. 

On the par t  of (W+(o, s)) between l+ and 1-, by  (2~ 

(4 ~ xa[x~-}-x~]-�89 >: sin s2 tg e = tg 2e I . 

The intersections (for x 3 > 0, x 2 =~ 0) of the conical surfaces N(o, e) (5.4c), x2+x ~ 2  ~ = 
x~ tg 2 s, with the planes 

x ~ =  [x i ] tg0  (0 ~ t g 0  : < t g s 2 ;  x 2 :>0 )  

are given parametr ical ly  by 

xl = i t ,  x2-~,ttg O, x3 =-t[/tg~s--tg 2 0 (parameter t ~ 0 ) ;  

along these intersections (with x2 ~ 0) 

2 2 _ = x3[x~-}-x~] �89 [/tg 2 e - - tg  2 0 cos 0 ~ Utg 2 s - t g  ~ s 2 cos s 2 = tg 2~ 1 . 

Accordingly 

(5*) ~ ~ -�89 = x3[x~+x2] ~ tg 281 

for x (with x3 > 0, x 2 ~ 0) on the conical surfaces N(o, e), between the line l+[l -] and 

the Yl, y3-plane. By  vir tue of (4~ (5 ~ it is seen that 

(5.7a) ~ 2 __1 x3[xl~-x~] ~ > tg 2s 1 (~1 from (5.7)) 

when x (with x3 > 0, x 2 ~ 0) is anywhere exterior N(o, s)+ W(o, e); designate by K:s~ 
the conical domain (5.7a) and by + (K2J its surface. Choose a(>0) so small t ha t  the 
portion S(o, a) of the surface S lies (except for o) between the conical surfaces (K+), (K~) 

[K~I being the symmetr ical  image of (K~+) across the Yl, Y2-plane]; t h u s  for y on 

S(o,  a)  

( 5 . 8 )  ~ ~ - �89  = ]Y3[[Y~+Y2] < tg s~. 
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Case  I. Let x be in K2s I and y satisfy (5.8) (y not  necessarily on the  surface S). 

K + Wi th  x, y on the  opposite  sides of ( El), one has 

(lo) r(x, y) ~ r(x, ~) , 

where ~ = (~1, ~2, ~3) with 

V l  = ~Y~+Y2 cos 0, W ~-- ~Y~-Y2 sin 0, tg 0 ---- - -  ; 
Xl 

satisfies (5.8) and the  points x, ~ are on the opposi te  sides of K + ( J ,  b u t  in the  same 

half plane bounded  by  the y3-axis. We have  

r(x, ~) ~ r(x, yO) , 

where y0 is the point  of intersect ion of (K~ +) and of the  line joining x and ~. Le t  

x ~ the foot  of the  perpendicular  f rom x to the line (o, y0); clearly r(x, yO) ~ r(x, x ~ 

and, by  (10) , 
r(x, y) ~ r(x, x ~ . 

Now x0, x are on the  opposite  sides of the  conical surface (K+s~); the angle a t  o 

between (Ks +) and (K+s~) being el, i t  is inferred tha t  

r(x, x ~ ~ r(o, x) sin s 1 ; 
thus  

(5.9) r-l(x,  y) ~ ese ~1r-1(o, x) (in the Case I ;  ~ f rom (5.7)). 

C a s e  II.r Let x be exterior N(o, e) and y be in N o, ~ (y not  necessarily on the  

surface S). / I t  is observed t h a t  if y, with Y2 ~ O, is on S(o, a) (a su tably  small) 
[ 

then  y is in N o, . We now have  

( 5 . 1 0 ' )  ~ ~ �89 1 ~ ~ t 1 e (x~-x.~) [Xl[- > tg s; (Y~-~-Y3) [YI[- ~= tg~ .  

I t  will suffice to  give the  deve lopments  for y~ > 0, xl ~ 0. The plane Yl = 

eonst, intersects a cone N o, ~ in a circular region Ky of radius Yl tg ~ .  Le t  Cy 1 

be the  surface of the  r ight  circular cyl inder  having Ky 1 for a cross section. Suppose 

f irs t  that x (subject to (5.101)) is exterior Cy t. The plane Dx, containing x and the  

yl-axis, intersects Ky 1 in one of its d iameters ;  let ~? he the end point  of this d iamete r  

neares t  to x; we have  r(x, y) >= r(x, rl). Designate  by  x 0 the  foot  of the perpendicular  

f rom x on the line (possibly ex tended)  joining o, t]; etearly r(x, ~i) ~> r(x, xo). In  the  

plane Dx we accordingly have  a t r iangle wi th  vert ices o, ~, x; the s e g m e n t  (o, r~) 
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forms par t  of a genera tor  of N o, ~ , while a genera tor  of N(o, e) extends  f rom o, 

intersect ing the  side (~, x) in ternal ly ;  this is due to the hypothes is  t h a t  x is ex ter ior  

N(o, e). Thus in the tr iangle the angle a t  o exceeds el2; hence 

r(x, Xo) > r(o, x) s i n = ;  Z 

t h a t  is 

r(x, y) > r(o, x) s i n -  
2 

(Case I I  for x exter ior  Cu~). 

Suppose now x is on or interior the cylinder Cyl and is still subject  to (5.10'). The  point  

~]3 --~ (Yl, x2, x3) is in the  circular region Ky 1. I t  is observed t h a t  r(x, y) > r(x, ~7~ 

The segment  (x, ~0) intersects a genera tor  of N o, )- in a point  ~* (it m a y  happen  

t ha t  ~ ]*~  ~0); one has 
r(x, ~o) > r(x, ~*) > r(x, x ~ , 

where x ~ is the foot  of the  perpendicular  f rom x on the segment  (o, ~*). A genera tor  

of N(o, ~) passes be tween (o, x) and (o, ~*); accordingly the  angle between (o, x) 

and (o, V*) exceeds ~/2 and we have 

r(x, y) > r(x, x ~ > r(o, x) sin ~ (Case I I  for x on or inter ior  Cy,). 
Z 

F r o m  the above it  is inferred t h a t  

(5.10) r- l (x ,  y) <= cse--r-l(o, X) (in Case I I ) .  
2 

Case  I I I .  x is exterior N(o, ~) and x 2 < 0; Y2 > 0 and y lies in the region bounded 

above by (K~+) and below by (K~I) ( that  is, y satisfies (5.8), y~ > 0). For  purposes of 

the  discussion one m a y  take  xi, xa > 0 (note t h a t  the  regions for x and y are each 

symmetr ic  with respect  to the Y2, y3-plane, as well as with respect  to the Yl, Y2-plane) �9 

and, so, Le t  y '  ~ (yl, Y2, 0). If  Y3 < 0, t hen  (x3--y3) 2 > x 3 

r2(X, y) ( X l - - y l ) ~  - (x~--y2)2~ - ( x 3 - - y a )  2 
. . . . . . . . .  > 1 ;  
r~(x, y') (xl-y~)~+(x~-y~V+x~ 

with r(x, y ) >  r(x, y'), it  will then  suffice to obta in  a suitable lower bound for 

r(x, y'). In  view of this r emark  we shall proceed under  the supposi t ion t h a t  Ya > 0. 

We m a y  therefore  take  

(5.11) x l > 0 ,  x 2 ~ 0  , x a > 0  ; y 2 > O ,  y a > O .  
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Le t  C be the semicircle consisting of points  z such t h a t  

2 2 2 2 
Z3 = Y3,  Zl @ Z'~ = Yt ~-Y2, z2 >= 0 ; 

the  point  y is on C. As a consequence of e lementa ry  considerations,  of all the points 

on C one of its end points,  namely  

_.~ , 2 r] ~- (VYl-~Y.2, O, Y3) 

is nearest  to x. Thus  

(10) r(x, y) > r(x, 9) �9 

For  the  angle ~ between the -t-yl-axis and the line (o, r/) one has 

( 2 0 )  0 < ~ = < , e l  (< ~). 

Since e I < e, the segment  (o, r/) lies in N(o, ~). Le t  x 0 be the foot  of the perpendicular  

f rom x on the line (o, ~?) (the line extended,  if necessary).  Consider the tr iangle 

o, x, r/; inasmuch as V is interior  N(o, e) and x is exter ior  N(o, e), there  is a generator  

g of the  surface of N(o, ~), extending f rom o and intersect ing the segment  (x, V) 

between x and 9. Thus  the angle a t  o in the r ight  t r iangle o, x, x o exceeds the angle 

(30) fl --~ angle be tween g and the  segment  (o, ~?); 

one has 

(5.12) r(x, ~?) ~ r(x, Xo) > r(o, x) sin/~ . 

To get a lower bound  for fi in t roduce new coordinates (Y1, Y2, Ya) so tha t  the 

~- Y2-axis coincides with the +y2-axis  and the ~- Yi-axis falls along the  line joining 

o, r/; the  surface of N(o, e) (cf. (5.4c) with the  equal i ty  sign) is representable  by  the 

equa t ion  

( 4 0 )  2 ~ ~ = = a3Y34- Y,2 alYl-t-al,:~IzlYa 0 [a3 cos 2 ~ - - s in  2 c~ tg 2 e; 

a 1 = COS 2 ~ t g  2 e- -s in  2 ~; a~, 3 = sin 2cr sec 2 e] . 

The  pencil of planes th rough  (o, V) will be given by  Ya = 2 Y2 (2 a real parameter ) ;  

the intersect ion of one of these planes with (40) is a genera tor  G (of which g is one) 

of the cone (40); along such a genera tor  (with Y2 < 0, Yi > 0) 

(50) Y,: Y2: Ya - :  1: h(2):--h(2);t ;  h(2) = a~'3"~q-]/a~ 
2(l~_aa~2) ' 

where a ~ = a~.~-~4aaa~. Let  e> be generically a funct ion  of e, tending to zero with e. 

We have  q = �89 Hence  by  (20), (40), (50) 

(5.13) h ( 2 ) -  V'/I+ ~t~(l+~~ (for 121 b o u n d e d ) .  
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Le t  B be the acute angle between 0,~-Y~ and the generator  G (50); by  (5.13) one 

has 
cos 2 B = [l+h2(~)+h2(2)2~] -~ = [1-~e2(1+(o)2] -~ = [ l ~ - e 2 ~ - e 2 ( 9 ]  - 1  . 

Hence 
sin s B = e 2 ( l + w ) [ l + e 2 ( l + ( o ) ]  -~ 

and  

(5.14) sin B >= CoS (some c o ---- c*) , 

provided ~ is sui tably small. Now fl in (5.12) is a part icular  angle B, involved in (5.14) ; 

namely,  the angle corresponding to the value of ~ for which the plane of the pencil 

of planes through the line (o, ~) passes through the point x. Accordingly (by (5.12), 

(5.14)) 
r(x, ~]) ~ r(o, x) sin fl ~ r(o, X)eos , 

which together with (10) yields 

11 
(5.15) r-l(x, y) ~ - - - r - l (o ,  x) (Case I I I ) .  

C O 

We now come to the  proof of the  L e m m a  5.6. I t  will suffice to proceed with  

the coordinate axes chosen as done in the tex t  after the formulat ion of the Lemma,  

wi th  x 3 ~ 0 and with  the conditions of the L e m m a  satisfied. 

By  the remark preceding (5.8) points y on the surface S(o, a) (a sui tably small) 

K + are between the conical surfaces ( ~1), (K~) and, thus,  sat isfy (5.8). In  view of the 

tex t  in connection with (5.7a) points x, for which x 2 ~ 0, are in K2e 1. Whence from 

(5.9) it  is inferred tha t  

(i) r-l(x, y) ~ cscelr-l(o,  x) (x exterior N(o, s)-~W(o, s), wi th  x~ ~ 0; 

all y on S(o, a)). 

Points  g o11 S(o, a), for which g2 ~ 0 (if any) will be in N o, ~ ; on the other 

hand,  points x wi th  x~ =< 0 will be exterior N(o, s). Case I I  is then  applicable; hence 

by  (5.10) 

( i i )  r-l(x, y) ~ CSC --r:l(o, x) [x exterior N(o, s)4- W(o, e), with  x~ ~ 0; 
2 

y, with Y2 ~ 0, on S(o, a) ] .  

K + (a fact s ta ted  The points y on S(o, a), for which y~ ~ 0, lie between ( el), (K~) 

previously for all y on S(o, a)). The x, with x~ ~ 0, are exterior N(o, s). Case I I I  

now applies, yielding (eft (5.15)) 
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l l  
(iii) r-l(x,  y) ~ - - - -r - l (o ,  x) (x exterior N(o, ~)~- W(o, ~), with x2 ~ 0; 

C O 

y, with y~ ~ 0, on S(o, a)).  

Cases (i), (ii), (iii) embody all the possibilities envisaged in the Lemma.  The 

inequal i ty  (5.6 a) accordingly holds, with k(~) equal the greatest  of the three quanti t ies 

in the second members in (i) - (iii). Since ~-1 z 0(~-2), it  is inferred tha t  k(e) ---- O(e-2). 

The Lemma is thus proved. 
We return  now to the funct ion T(x) (5.2). By  (3.21) and since q(y).c [~IS] 

IT*(x)l < c* l 1-~ x)da(y).  (5.16) 
t) S(c,a) 

Choose again the coordinates as in the  tex t  subsequent (5.3) and recall the definitions 

of S'(o, a), fl', a' (the tex t  from (5.3) to (5.4b)). We proceed with x exterior N(o, e)~- 

W(o, e), near o. With  the surface S(o, a) (of which S'(o, a) is the orthogonal projection 

on the Yl, Y2-P lane) and the (edge' fl in the vicini ty of o sui tably regular, the essential 

features (for the purposes of s tudy  of the order of inf ini ty for x near o) of the integral 

above are embodied in the case when S(o, a) is a semicircle (in the Yl, Y2-plane), 

(5.17) S(o, a) ---- S'(o, a) ~- {0 ~ Q : [ / ~ ~ a ;  Y 3 = 0 ;  Y2 ~ 0 } ,  

while fl is the rectilinear boundary  of S(o, a), 

(5.17a) fl ~-/~' --~ ( - - a  ~ Yl ~ a;  Y2 ~-- Y3 ~- 0} . 

In t roduce  polar coordinates (with pole at  o), 

(5.17b) ~ 1 YI-~Y~, 0 z are tg Y2 

Use will be made of the decomposit ion 

(5.17e) S(o, a) ---- a 1 ~ 2 ;  ~1 --~ par t  of S(o, a) for which Q < 2r(o, x) ; 

a 2 = par t  of S(o, a) for which ~ ~ 2r(o, x) . 

For  the case under  consideration 

(5.17d) l(y) ~- Y2 = e sin 0.  

For  the component  of the integral in (5.16), corresponding to ai, one has 

(lo) I~(x) : !(T~ y2-%-2(y, x)dy~dy~ . 

As a consequence of L e m m a  5.6, 
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f ~IY~-~dyldy~ I i (x)  ~ ]ce(e)r-2(o, x) 

0 ~ y~ ~ 2r(o, x) ;  

T] ~ -  ( )~1 '  ~ 2 '  0 ) ,  

it  is observed t ha t  

fu r the rmore  

thus  

(5.19) 

l / , ' t~+~ = ~(o, x), - ( ~  >= o ) ,  

r(x ~ y) ~ r(~], y) ;  

1 . .2 2 . r(~, y) > �89 y) = ~/Y~-Y2 = �89 

r(x, y) _>_ �89 (y = (yl, y2,o) on a2). 

In  (2o) one m a y  pu t  da(y) = qd~dO. By  the  above inequal i ty  and (5.17d) 

Is(x ) ~ 4= f (e -~' s in-~0)0  -2-  = 4 f sin c'OdO ~-~-C'do ; 
*) 

~72 ~ 0 'J 2r (o ,x )  

the  integral  wi th  respect  to 0 of course exists, since a < 1; thus  

(5.20) I~(x) <= c*r-C'(o, x) (if 0 < c~ < 1), 

a~ lies in the rectangle 

-- 2r(o, x) ~ Yl ~ 2r(o, x), 

hence the integral  above is bounded  b y  

2r(o ,x )  2r(o ,x)  

f dyl f Y~-C'dy2=c*r2-~(~ 
2r(o ,x )  ~0 

inasmuch as ~ < 1; accordingly for x exter ior  N(o, e)~-W(o, ~) 

(5.1s) Ii(x) <= c*]~2(~)r-~(o, x). 

There  is occasion to consider 

(2~ Is(x) = f y~%-2(y, x)d~(y) 
*'(~2 

only  if 2r(o, x) < a. Let  K be the  sphere of center  o and radius r(o, x); the  plane 

Ya = Xa intersects K in a circle Cx, with center  on the ya-aXis and radius ]/xl~-x~, 
x is on C x. Designate by  x ~ the  point  on C x in the  half plane 

clearly r(x, y) >~ r(x ~ y). Let  ~] be the  point  of intersect ion of K, the half plane (3o) 

and the Yi, Y2-P lane. Wi th  y in ~2(a ~ ~ = I/y~-t-y~ >~ 2r(o, x); Y2 ~ 0; Ya = 0) and 
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1 
(5.20a) I2(x) <= c* l o g - - -  (if ~ = 0) 

r(o, x) 
(one m a y  as well take  r(o, x) ~ �89 

The second member  in (5.16) equals c*(I1~-I2) ; whence, b y  (5.18), (5.20), (5.20a), 

it is inferred tha t  

(5.21) ]T*(x)] < c*/c2(~)r C'(o, x) (if 0 < a < 1) , 

1 
[T*(x)[ =< c*k2(s) log r io ,~i  (if ~ --~ 0) ,  

for  x near o exterior _N(o, e )~-W(o ,  e) in  the case (5.17), (5.17a). 

Before considering the more general case, when 

(5.22) S(o, a) = S'(o,  a), (fl = fl' near o ) ,  

with the 'edge' fl not  necessarily rectilinear near  o, we shall need the following result. 

L e m m a  5.23. 

(5.23a) 

one then has 

(5.23b) 

Let y = (y~, Y2, 0), ~ = (y~, y 2 + d ,  0), 0 ~_ d ~_ lY~] tg ~ ,  with 

e 
~ 0 = arc tg y~ ~ ~ + ~ ,  

Yl 

r(,?, x) r(y, x) 
- -  < / c 0 ( e ) ,  - - - -  < k o ( e )  
r(y, x) rOT, x) 

(1) 
for  x exterior N(o, e ) §  W(o, e); here/c0(e)(< ~ )  is independent  of y, ~, x and is 0 -~ . 

I t  will suffice to proceed with x~ ~ 0. We note first tha t  

r2(y, x) - -  1-t-~o(y, ~], x), co(y, ~, x) =- ~ y ~  r(y, x ) r ( y ,  x) ' 

r2(y, x) / d \ ~ x~-- y 2 - - d  d 
r2(~, x) l ~-q(y, ~], x) q(y, ~], x) = ~- 2 - - - -  . - ' 

C a s e  (i). x is exterior N(o,  e )~-W(o ,  s), while x 2 ~ O, y~ >= O. B y  the remark  

with respect  to (5.7a), x is then above the conical surface + ; (K2q) tha t  is, 

(2 ~ x~ > tg 2 2e,(x~-x~) (e 1 f r o m  (5.7)).  

Consider the semicircle consisting of points z = (Zl, z2, z3), such tha t  

(3 ~ ) z3 = xa; z~+z~ = x ~ - x ~ ;  z 2 :> 0; 

x is on (3~ of all the  points  on this semicircle the  point  z ~ ~- (z~, z~, xs) in the  plane 
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z2 = Zl tg 0 (containing y) is nearest  to y; thus  r(y, x) > r(y, z~ z ~ is above (K2 +) 

and, so, satisfies (2~ clearly 

0 1 /  0 2 -  027 . r(y, z ~ > r(y, z'), z' = (z ~ z~, z~) [ z 3 = t g 2 e l V z  , -bz 2 j , 

z' is on (K~e). The  angle a t  o in the  t r iangle o, y, z' is 2el; let z* be the  foot  of the 

perpendicular  f rom y on the side (o, z') (extended,  if necessary);  we have 

r(y, z') > r(y, z*) = r(o, y) sin 2e 1 
and, finally, 

(4 ~ r(y, x) > r(o, y) sin 2e 1 . 

In  view of the  inequal i ty  for d, given in the  Lemma,  one accordingly obtains (cf. (5.7) 

for  el) 

d < [Yll tg s s 
r(y, x) - -  r~(o, y~) -~ csc 2e~ =< tg-2 csc2 e _--< c*e -~ ", 

hence for ~o in (1 ~ ) we have  

(5.24) lo.(y, ~, x)l _-< c*~-2 (in Case (i)).  

In  Case (i) one has y 2 + d  > O. Repea t ing  the  developments  f rom (2 ~ to  (5.24), 

with ~] in place of y, we f i n d  that Iq(Y, *], x)] also satisfies (5.24). 

Case  (ii). x is exter ior  N(o,  e); Y2 ~ O. We now have  

E 
< O - - a r c t g  y ~ < O  or J r < O  < ~ §  

(lo) 2 Yl 

e y2-}-d  e s s 
- - -  --< O' = a r c  t g  - - - -  _ < -  o r  n - - - _ < _  O' ~ n + - .  

2 - -  y ,  - -  2 2 2 

Let  3---- (31 , 32 , 0) s tand  ei ther  for y or for 9; thus  

F~ T 2 ~ ~ E 
(20) - - -  ~ < ~ =  a r c t g - - ~ < -  or J r - - - ~ < ~  ~ < J r + - .  

2 - -  3 x - -  2 2 - -  - -  2 

I t  will suffice to proceed wi th  31 > 0. L e t  CXl  be the  circle consisting of points  

z =- (Zl, z2, z3) for which 
2 2 2 2 .  zl = xi;  z2 + z3 = x~ + x3 , 

x is o n  CXl  ; CXl intersects the  Yl, Y2-P lane in two points of which one, say z ~  

@1, z~, 0), is nearer  to 3 (the sign of z ~ is not  opposite  to t h a t  of 32). We have  

r(3, x ) >  r(r, z~ A genera tor  g of the  conical surface N(o,  e) extends  f rom o 

between the  segments  (o, 3), (o, z~ 3, z ~ being on the  opposite  sides of g, one has 
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r(3, z ~ > r(3, z*), w h e r e  z* is t h e  foo t  of t h e  p e r p e n d i c u l a r  f r o m  3 on  g. I n  v i ew  

of (20), t h e  angle  fl a t  o in t h e  t r i ang l e  o, 3, z* is > s/2;  t h u s  

r(3, z*) = r(o, 3) sin fl > r(o, 3) sin - 
2 

a n d  

r(3, x ) ' >  r(o, 3) s i n -  (3 = y or  ~) . 
2 

S imi la r  to  t he  inequa l i t i e s  p r e c e d i n g  (5.24) we  n o w  o b t a i n  

d < lYll t g S  e e d lyll 
r (y , x )  = r(o, y) ~ csc ~ ~ sec ~ , r(v, x) < r(o, V) 

acco rd ing ly ,  as a c o n s e q u e n c e  of (1~ 

t g ~ c s c ~ < s e c ~ ;  

E 8 
(5.25) I~o(Y, ~], x)l, Iq(Y, zl, x)l < s e e 2 ~ +  2 s e c ~  < c* (in Case ( i i ) ) .  

C a s e  ( i i i ) .  x is exterior N(o,  s), while x2 < 0 ; Y2 > O. L e t  3 = (31, 32, 0) r e p r e s e n t  

e i t he r  y or  V; in e i t he r  case 32 > 0. D e s i g n a t e  b y  C(xl)  t he  semici rc le ,  c o n t a i n i n g  x, 

cons i s t ing  of p o i n t s  z for  wh ich  

Z 1 = Xl ,  Z~+Z23 = X~+X~ ,  Z 2 ~ O; 

3 a n d  x a re  n o t  on  the  s a m e  side of t h e  yx, y~-plane;  hence  t h e  po in t s  of C(x~) n e a r e s t  

to  3 a re  i t s  end  p o i n t s ;  c o n s e q u e n t l y  

r(3, x) => r(3, zo), z0 = (x. o, ; 

z ~ is e x t e r i o r  N(o,  s). Cons ider  t he  semic i rc le  Co, c o n t a i n i n g  3 a n d  cons i s t ing  of 

po in t s  u fo r  wh ich  

= u 2  ->_ 0 ,  = o ;  

t h e  end  p o i n t s  of C o a re  po in t s  

3 ~ = [ •  3), 0, 0] ; 

we h a v e  r(3, z ~ > r(3 ~ z~ w h e r e  3 ~ is g iven  b y  t h e  a b o v e  w i th  t h e  s ign chosen  so 

t h a t  3 ~ z ~ a re  n o t  on  t h e  oppos i t e  sides of t h e  y3-axis.  I n  t h e  y~, y3-plane  t h e r e  is on  

h a n d  the  t r i ang l e  o, 3 ~ z ~ Since z ~ is e x t e r i o r  N(o,  s) t h e r e  is a g e n e r a t o r  g of t h e  

conica l  su r face  N(o ,  e), e x t e n d i n g  f r o m  o b e t w e e n  3 ~ z ~ T h e  ang le  b e t w e e n  g a n d  

t h e  s ide (o, 3 e) is s;  hence  t h e  angle /3 ,  a t  o, exceeds  s; t hus ,  d e s i g n a t i n g  b y  z* t h e  

foo t  of t he  p e r p e n d i c u l a r  f r o m  3 ~ on t h e  side (o, z ~ ( this  side pos s ib ly  e x t e n d e d ) ,  

we o b t a i n  
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r(~ ~ z ~ ~ r(T ~ z*)  = r(o, T ~ s in  fl > r(o, ~0) s in  e .  

Since r(o, T ~ = r(o, ~), it is inferred tha t  

r(v, x) ~= rO:, z ~ ~ r(T ~ z ~ > r(o, v) sin s ( T = y  or  U ) .  

Recalling tha t  d =~ ly, I tg~ ,  it is observed tha t  

d lY~I tg~ 
- -  < ~ �89 see  ~ - "  
r(y, x) -- r(o, y) sin e 2 

Whence,  by vir tue of (1 ~ 

d ~ IY~] 1see  2 < �89 2 
r(v,  x)  - r(o, u) 2 = 2"  

(5.26) [~o(y, u, x)[ , [q(y,u,x)l ~= ~ s e O ~ + s e c 2 ~  ~ c* (in Case (iii)). 

Cases (i), (ii), (iii) cover the  s i tuat ion envisaged in the Lemma.  Therefore 

f rom (1~ (5.24), (5.25), (5.26) it follows that ,  under  the  conditions of the  Lemma,  

re(H, x) r2(y, x) 

r~(y, x) ' rZ(u, x) 
- l + O ( e - ~ )  = O(e-~)  ; 

this leads to the  desired result  (5.23b). 

We are now in position to s tudy T*(x)  (5.2a) in the  case (5.22), In  view of 

(5.16) one now has 

f 1-~ 2 (5.27) [T*(x)l < c* (y)r (y, x)da(y) 
S'(o,a) 

(da(y) = element  of plane area, at y, in S'(o, a)). The port ion fl' of the boundary  

of S'(o, a) consists of points U = (U*, U2, 0) such tha t  (eft (5.4b)) 

(5.27a) Us = f(u*) = O(U~) ( - -a '  ~ U1 ~ a" ;  0 < a', a"  ~ a) , 

the  end points being 

fu r the rmore  

(5.275) 

A( - -a ' , f ( - - a ' ) ) ,  B[a" : :a"~ .  

g 

IV21 : If(v,)[ =~ ]Wl t g ~  (on fl ') ,  

if a (> 0) is sui tably small; f(1)(U 0 = O ( U , )  i8 assumed continuous for --a'  ~ U1 ~ a". 

With  y in S'(o, a) not  on fl' and l(y) denoting the distance from y to fl', one has 

(5.27c) l-l(y) ~ c*6-*(y), 5(y) = Yz--f(Yl) > 0 (--a'  ~ y, ~ a") . 

In  view of (5.27) 
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(5.28) [T*(x)l < c*F(x), F(x)~- f ~ C'(y)r-2(y, x)da(y). 
'J S '(o,a ) 

Introduce a point transformation in the y~, y~-plane 

(l~ Y1 -~ Y ,  Y2 = Y2--f(Y~) ; 
its inverse is 

(2~ Yl • Y1, Y2 ~- Y2+f(Y1) .  

The  Jaeobian here equals unity and da(Y) = da(y); we have 6(y) : Y2. The boundary 

fl' is transformed into the rectilinear segment fi* 

(3~ 8*{Y~ = 0; - a '  =< y~ =< a"}; 

The region S'(o, a) is transformed into S*; in S* one has Y2 ~ 0; S* is bounded 

by  8" and by a curve a* (the transform of the circular portion o' of the boundary 

of S'(o, a)); for Y on o* one has 

Y~+ Y~ --~ a2-~-v(y), v(y) ~-f~(yl)--2y2f(yl) = O(a~)+O(a ~) = O(a3) ; 

thus along o* 

(4  ~ ) a(1--s ' )  < R = [Y~+ Y~]�89 < a ( l + e " )  --~ a* ,  

where 0 < s', e" < 1 and e', s" can be made arbitrarily small by  taking a ( > 0) 

suitably small. 

Let y, Y, in the preceding, play the role of y, ~] of Lemma 5.23 (not necessarily 

in the stated order) and let d of the Lemma be equal If(yl)l. This can be done in 

view of (5.27b) and the location of the points y, Y, provided a in the Lemma is 

replaced by  a* (4~ Accordingly 

r(Y, x) ( 1 )  
--- < ko(s) : 0 (x exterior N(o, e)+ W(o, e)) 

r(y, x) 

for all Y in S* and all y in S'(o, a). Thus F(x) (5.28) satisfies 

(5.29) F(x) = Is, Y;%-2(y 'x)da(Y) ~Ic,(~)Y;%-2(Y'x)r2(Y'X)r2(y, x)  da(Y) 

<k~(e) fe,(,)Y~C'r-2( Y, x)da( Y) 

for x exterior N(o, e)q- W(o, e) ; here C*(a) is the semicircular region (containing S*) 
consisting of points Y such that 

(5.29a) ~ 2 =  (cf. (4 ~ for > Yl--~ Yu < a*2 a*); Y~ 0 . 

We thus reduced the case (5.22) of a plane surface, whose edge in the vicinity of o is 
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curvilinear,  to the  case when the edge near  o is r e c t i l i nea r - - t ha t  is, to the  case 

(5.17), (5.17a). AppIy the result  (5.21) to the last member  in (5.29) and take  note  

of (5.28). I t  is inferred t ha t  in the case (5.22) 

(5.30) IT*(x)l  < c*]c,(e)r~(o, x) (for 0 < ~ < 1),  

1 

IT*(x)] < c*kl(e)log - -  (for ~ : 0) 
r(o, x) 

for x exterior N(o, e)~-W(o,  ~); here 

(5.30a) k~(~) : k2o(~)k2(e) = O(e -e) (k(e) f rom L e m m a  5.6). 

Before t rea t ing  the  general  case we shall prove  the following. 

L e m m a  5.31. Suppose x ~- (x~, x2, x3) is interior the conical domain K2s I (thus 

(5.7a) is satisfied), x3 > O, and is exterior the conical regions N(o, 2sl), when x2 <--_ O. 

Suppose y is in the region bounded above and below by the surfaces ( K +~ ), (K~I), respectively, 

when Y2 > 0 (cf. (5.8)), and is in N(o, ~) ,  when Y2 < O. On letting y' = (y~, Y2, 0), 

one then has 
r t (y , x) 

(5.31a) - -  _< 1-~-sec ~1 ~ c* . 
r(y, x) --  

I t  is observed t h a t  

r2(y ' , x )  x3--y  3 ya . y] 
- -  1 + 2  

re(y, x) r(y: x)r(y ,  x)  ~- r2(y, x ) '  
so t h a t  

r ( y ' , x) < 1-[- ] Y ~  
= r(y ,  x)" 

:Now 

- ~ ' ~  (for Y2 > 0), (Y3 < )t Y2§ g ]Yl] tg sl Y2 = , ]Y3t ~ VYI§ tg s I = / - . 2  ~ (for < 0)" 

thus,  in e i ther  ease ]Y3] g r(O, y ' ) t g  e~; whence 

r ' r(o, y') r(O, y) 
(5.32) (y ,  x) ~ l~ - tg  ~ - -  _~ 1-t-tg s l - -  �9 

r(y, x) --  r(y, x) --  r(y, x) 

Case  (i). x 2 ~ O. Le t  C(x3) be the circle consisting of points z---- (z 1, z2, z3) 

such t ha t  

z 3  = = 

~__ 0 C(x3) contains x. Of the  points  on C(x3) the  poin t  x ~ (x ~ x~, x3), lying in the  half  

plane extending f rom the  y3-axis th rough  y, is nearest  to  y, thus  r(y, x) ~ r(y, x~ 



Multidimensional Principal Integrals, Bound. Value Problems and Integral Equations. 49 

In  this half plane we have  the  tr iangle o, y, x~ let fl be the angle a t  o; be tween the  

sides (o, ~), (o, x ~ there  ex tends  a genera tor  gl of (K[,) (possibly coincident  with 

(o ,y)  and a genera tor  g2 of K + �9 " " ( =,e~), the angle between gl and g2 is ~,, hence D > ~ ,  

let x* be the foot  of the  perpendicular  f rom y on the side (o, x ~ (this side extended,  

if necessary);  one has 

r(y, x ~ > r(y, x*) = r(o, y) sin fl > r(o, y) sin el ; 

thus  r(y, x) > r(o, y) sin e 1 and, b y  (5.32), 

lr ' 
(5.33) (y , x) __< l + t g  el esc ~1 --  l@see  el (in C~se (i)) . 

r(y, x) - 

C a s e  (ii) .  y~ < 0. In  this case we shall use the  fact  t h a t  y is in N(o, el) and  t h a t  

x is exter ior  N(o, 2~1). Designate by  C(Xl) the  circle, containing x, 

Z l  = = 

Let  P be the  half  plane extending from the  yl-axis th rough  y. The intersect ion 

x ~ ~ (x 1, x ~ x~) of C(xl) and P is the  point  of C(x~) nearest  to y;  thus  r(y, x) > r(y, x~ 

Consider the tr iangle o, y, x ~ (in P ) ;  the angle fl at  o exceeds ~1, because f rom o and 

between y and x ~ there  ex tends  a genera tor  gl of the conical surface N(o, ~) and a 

genera tor  g2 of the  conical surface N(o, 2q) ;  the  angle between g~, g2 is ~ (g~ m a y  

coincide wi th  the  side (o, y)). Denote  by  x* the  foot  of the perpendicular  f rom y on 

the  side o, x ~ (extended if necessary).  We have 

r(y, x) > r(y, x ~ > r(y, x*) ~- r(o, y) sin fl > r(o, y) sin el �9 

Thus,  by  (5.32), 
r ~ _ ' _  

(5.34) (y ,  x) r (y ,x ;  < l + s e c  e~ (in Case (ii)).  

Case  (iii).  x~ < 0; Y2 > 0. We shall now use the  fact  t ha t  x is exter ior  N(o, 2el) 

K + and t ha t  y is in the region bounded  above and below bv ( el), (K~-I), respectively.  

For  all z2, satisfying x~ < z2 <= 0, one has 

(y2--x~) 2 > (y~--z2)2 ; 
whence 

r(y, x) > r(y, z) [for all z = @1, z~, x~), with x2 < z2 <= 0];  

the points z, referred to above,  cons t i tu te  a rect i l inear segment  L whose end points 

are x and (xl, 0, x3). I f  x3{xll 1 > tg 2~1; t h a t  is if (xl, 0, x3) is on or exter ior  the  

surface of N(o, 2el) , we have 

4 -  642138 Acta mathematica. 84 
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(1 ~ r(y, z) >__ r(v, zo) (zo = (xl, o, x3)). 
When  x3[xli -1 < tg 2sl, one has 

0 0 (2 ~ ) r(y, x) > r(y, z ~ [ z~ = @1, z2, x3); x2 < % < 0] , 

where z ~ is the intersect ion of L with the surface of N(o,  2sl). Now if (1 ~ is on hand,  

the  reasoning used in Case (i) (with x 2 = 0) applies; thus,  corresponding to the  

inequalities preceding (5.33), we obta in  

r(y, z ~ > r(o, y) sin s 1 (Case (1~ 

and r(y, x) > r(o, y) sin s~, which (by (5.32)) yields 

r 

( 5 . 3 5 )  (y  , X !  ~ 1 - ~ - s e c  ~1 ( i l l  C a s e  ( l ~  . 
r(y, x ) -  

I t  remains to  examine the  case (2~ We designate by  C(ya) the  semicircle consisting 
2 2 2 2 of points z, such t ha t  z3 = Y3, z l+z2  =- Yl+Y2,  z2 ~ 0; C(y3) contains y;  its end points  

_.2 are yO = ( •  VY~§ 0, y~). When  x I > 0, we use the  plus sign ; in  the  con t r a ry  case - -  

the minus sign. Wi th  such a definit ion of y0, it is observed t h a t  of all the  points  of 
0 C(y~) the  point  yO is neares t  to  z ~ = (Xl, z~, x3). Thus,  b y  (2~ 

(3 ~ ) r(y, x) ~ r(y, z ~ ~ r(y ~ z~ . 

Suppose, for exgmple,  x I > 0 (we previously  let xa => 0). Then  yO = (~/yi@y,2,0, ya) . ~ - - - - 7 i  

Consider the  semicircle C(Xl) consisting of points u ~-- (ui, u2, us) such t h a t  

= % + %  = z2+x3,  u2 < O; ~ 1  Z l  ; 2 2 2 2.  

C(Xl) contains z ~ (C(xl)  lies in the surface of N(o,  2el)). The  end points of C(Xl) are 

u ~  (Xl, 0, •176 where 

(4 ~ u ~ Vz~+x~ = Ix1[ tg 281 

we note  tha t  the lines o, u ~ are generators  of the  conical surfaces N(o,  2e~). Of all the  

points  on C(xl)  the  end point  u ~ is nearest  to yO, if we let:  

u ~ = (x~, 0, u~) (if y~ ~ 0 ) ,  

u ~ = (xl, 0, --u~) (if Ya < 0) . 

I t  will suffice to proceed under  the  first of the above al ternat ives.  Accordingly,  

r(y ~ z ~ ~ r(y ~ u~ Consider the  tr iangle o, yO, u o (in the  Yl, Y3-plane); let the angle 
2 2 --�89 at  o be ft. The  sides (o, u~ (o, yO) make  angles 2s~, arc tg Y~(Y~@Y2) with the  

@ya-axis, respect ively ,  the  la t te r  angle is < ~ (because y0 is on or under  (Ks~)). 

Whence  fl ~ e~. On let t ing u* denote  the foot  of the perpendicular  f rom yO on the  

line (o, u~ we obtain 
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r(y ~ z ~ ~ r(y ~ u ~ ~ r(y ~ u*) ---- r(o, yO) sin fl ~ r(o, yO) sin g l  " 

Now r(o, y O ) ~  r(o, y); in view of (3 ~ 

r(y, x) ~ r(o, y) sin el;  

accordingly by  vir tue of (5.32) 

r ' 
(5.36) (y ,  x) < l -~sec ~ (in Case (iii)). 

r(y, x ) -  

The truth of the Lemma follows by (5.33), (5.35), (5.36). 

Now in the general ease we have (cf. (5.16)), with suitable choice of coordinates,  

(I0) [T,*(x)l < c*A(x), +l(x) ~- i 1-a(y)r-2(y, x)da(y).  
d S(o, a) 

We keep x exterior N(o, e)d-W(o, e) and let a (> 0) be sufficiently small (to enable 

applicat ion of the various Lemmas) .  B y  L e m m a  5.31 and since 

da(y) < c*d(r(y') [Y' =- (YD Y2, 0); dcKy' ) = dyldy2], 

it is inferred tha t  
! " 2 . ,  

: [ ~ J  a(~(y) < l-a(y)r-2(y ', x)d(~(y')" 
S(O, n ) S~(o,n) 

here S'(o, a) is a plane surface, being the orthogonal  project ion of S(o, a) on the 

y~, y2-plane. In the above l(y) is the  distance from y (on S(o, a)) to the edges fl; thus  

l(y) : r(y, u(y)), where 

u(y) : ( u l ( y ) ,  us(y), u3(y)) 

is a certain point  on fl; we observe tha t  

u3 : F(u, ,  u2) , u S = f (u ,)  , 

where F ,  f are from the equat ions of the  surface (near o) and fl', respectively.  I t  is 

to be recalled tha t  the  first order derivat ives of F ,  f are continuous and 

~ F  
F ( u i ,  us) = O(e~), 

~u i 
ffl)(u 1) = O(]U 1]) 

I t  is observed tha t  
r ' (y ,  u') 
- - < _ c *  

l (y )  - 

and 
t'(y') 

- - < _ c *  
r(y', u') -- 

- -  O(Q),  f ( u l )  = O ( u ~ ) ,  

(e = ~ l + u ~ )  �9 

[u' = u' (y)  = (u , (y) ,  u2(y),  0)] 

[l'(y') = distance from y'  to fl '] ,  
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provided a is sui tably small. To establish this we use essentially the fact  tha t  S(o, a), 

fl approximate  (near o) S'(o, a), fl', respectively, while fl' approximates  a recti l inear 

segment.  Thus l ' (y ' ) l - l (y)< e* and 

fS,(oa) l ~(Y)r-2(Y" x)d(~(Y') ~-- f l'(y')-~ [l'-l~?Vr-2(y',x)d(~(y ') 
, Sr(o,a) 

< c* I l '(y')-%-2(y ', x)d~(y') 
,) 

S ' (o ,a)  

To the  integral in the last member  the  result  (5.30) (the case of surface planar near  o) 

applies; whence, in view of (10), (20), in the general case we have 

IT*(x)l < c*]h(e)r-~(o, x) (if 0 < ~ < 1), 
(5.37) 

c $ 
IT*(x)l < c*/cl(e) l o g - -  (if ~ ---- 0) 

r(o, x) 

(/Ca(e) from (5.30a))for  all x exterior N(o, e)+W(o,  e). By vir tue of (5.2), (5.3) the  

funct ion T(x) (1.33) will satisfy inequalities of form (5.37). We accordingly s tate  

(with the  assumption after  (5.3) easily deleted) the following. 

T h e o r e m  5.38. Suppose that q(y) a [al S] (Definition 3.19) and that Hypothesis 

3.20 holds. Assume that 0 ~ o~ < 1. The function T(x) (1.3a) will then satisfy 

(5.38) lT(x)l < c*kl(e)r-C'(c, x) (if ~ > O) , 

c *  
I~/Z(x)l < r ) log - -  (if or ---- o) ,  kl(e ) ~-- O(e ~) , 

r(c, x) 

for x exterior N(c, e)~-W(c, e) (Definition 5.1) near any point c on the 'edges' fl of S. 

In  view of Definition 3.19 it can be also stated that 

(5.38a) W(x) a [aIC(S)] (/f a > 0), T(x) a [0, log IC(S)] (/f ~ = 0) . 

6. O r d e r  of i n f i n i t y  of p r i n c i p a l  i n t e g r a l s  n e a r  ft. We now proceed under 

the conditions of Theorem 3.25, with 7(y, t) satisfying (3.27). Consider the principal 

integral (3.25b), 

(6.1) ~J(t) ~ !sk(y, t)r-2(y, t)q(y)da(y) 

(q(y) c [~lS]; 0 ~ ~ < 1 ; ~ + f l  < 1 ; 0 ~ fl). As follows from the  works of G. GIRAUD 

and MICHLIN (cf. references to Giraud in [M]) the  principal integral T(t) is cer tainly 

of a HSlder class for t on the  surface S, at  positive distance from the  edge ( that  is, 

for l(t) > 0), p rovided  q(y) is of a H51der class (for l(y) > 0) on S. We shall not  examine 
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any closer these aspects of YJ(t). Let c be a point on the 'edges' ft. The problem now 

is to study the order of infinity of T(t) for t (on S) near c, avoiding approaches 

tangential to fl (near c). 

Proceeding with the notation of the beginning of section 5, we let t be in the 
neighborhood of c, defined by the conditions 

(a) (6.2) t i'n S c ,~  , t is exterior cones N(c, s) 

(Definition 5.1). We take a (> 0) so small that the portions of the curves fl, fl' bounding 

S(c,a), S(c',a), respectively, are in N ( c , ~ ) .  

o ( ( o ) )  
Nowr(y , t )  :>~ f o r t i n S  c,} a n d y i n S - - S ( c , a )  ; in view of (3.21) and 

since q(y)a [~I S] one has 

(6.3) I k(y, t)r-2(y, t)q(y)da(y) ~ c* f 1-~(Y)da(Y) ~ c* 

(integration over S--S(c, a)). Hence it will suffice to study the component of the 

integral kP(t) (6.1) extended over S(c, a), 

(6.4) r ~- I k(y, t)r-2(y, t)q(y)da(y) . 
S(c, a) 

We recall the definitions of k'(t]y, t), k"(tly, t) in (3.2a), (3.2) and write 

(6.4a) 

where 

~b(t) _~ qi '(t)-~b"(t),  

(6.4b) ~b'(t) _-- ! k'(t[y, t)r-2(y, t)q(y)d(~(y), 
S(c a) 

@)"(t) = I k"(tly, t)r-2(y, t)q(y)d(~(y) . 
S(c, a) 

Here ~"(t) is T"(t) in (3.3), with S replaced by S(e, a); thus by (3.22b) 

(6.4e) I~"(t)l < e*F"(t), I"( t )  = I 7(y, t)l-~(y)rh-~(y, t)da(y) 
S(c, a) 

(h,),(y, t) from (3.20c)), where the integral exists by Note I I  (end of section 3). 

As a consequence of (3.27) for the integral F"(t), above, we have 

(6.5) F"(t) < c*(F;'(t)+F;'(t)), 
where 

Fi'(t) ~- fo~l ~-Z(y)rh-2(y, t)da(y) , r':'(t) = 1-P(t) I l• ' 



54 W . J .  Trjitzinsky. 

w i th  ~o~ and  o~2 deno t i ng  regions  

oh{y in S(c, a) ;  l(y) ~ / ( t ) } ,  ~o2{y in S(c, a) ;  l(y) > /( t )}.  

Choose the (Yl, Y2, Ya) coordinates with the origin o at c, as described subsequent (5.3). 

Cons ider  f i rs t  t he  p l ana r  case when  S(o, a) is  a semicircle  (in the  yl, y2-plane) 

(6.6) S(o, a) ~- S'(o, a) = {0 ~ VY~+Y~ ~ a;  Ya = 0; yz > 0} , 

fl (near  o) is t he  rec t i l inear  b o u n d a r y  of S(o, a), 

( 6 . 6 a )  /3 = / 3 '  = { - - a  < y~ < a;  Y2 = Ya = 0 } ;  

suppose  for  the  p re sen t  t h a t  t = (t 1, t2, 0) is on t he  n o r m a l  to  /3 a t  o, 

a 

(6.6b)  t = (0, tz, 0 ) ;  0 < t 2 ~ - .  
2 

W e  t h e n  have  l ( y ) =  Yz, d a ( y ) =  dyldy 2 and  

(6 .6b ' )  c o ~ z p a r t  of S(o ,a )  wi th  Y2 ~<t2; ~o~--~ p a r t  of S(o ,a)  with  y ~ > t z .  

I n t r o d u c e  the  t r a n s f o r m a t i o n ,  b e t w e e n  sets  of va r iab les  (Yl, Yz) and  (l, r), 

~]~. l = Y2, r = [y~+(y2--t2) , 

j (ya ,  y2) I r 
\ l, r / ~ r[r2 (/--t2)2] ~ '  d~(y) = V r 2 - ( l - t 2 )  2 ]dldr]. 

(6.7) 

we h a v e  

O n  t ak ing  a c c o u n t  of t he  s y m m e t r y  of S(o, a) and  of the  i n t eg rands  i nvo lved  wi th  

r e spec t  to  t he  y2-axis, i t  is in fe r red  t h a t  

t~/2 {ar t 

f"l '(t  ) = 2 ! l~-f ldl  t rh-a[r2--(t2--l)2]-�89 
0 t 2 I 

where  

(1 ~ ) 

L e t  r z (t2--I) sec O; one  has  

t 2 0 t 

r';(t) __< 2fo ~-~-~d~ fo (t _~)h-1 see hOdO, 

r '=  Vii2~)~+(a~--~'~) _< V t ~ + a ~  <= a '  = a ........ . 
2 

O' = arc  cos 

( 0 _<_ 0' ~ ; fu r the r ,  w i th  l ~- Ttz, 

(2 ~ ) 

t2--I 
a ~ 

i ~.O'(T) t2 ' 

P;'(t) < 2t~ h ~'-~fj -~ ~(1--T)h-ldT fo sechOdO; cos O ' (T)=  a (1 - -3 ) .  



Mult id imensional  Pr incipal  In tegra ls ,  Bound .  Value Prob lems  and  In tegra l  Equa t ions .  55 

I t  is n o t e d  t h a t  
[,0' 

~ ,=  I see aOdO 
_I 
'~0 

when  h < 1 

for h 1 we have  

f 1 [ t = u ~ (~ -u~ )  tdu  Oo = -~ (~--~) 
Oo a 

.1  

IoU--h ~, _< ( 1 - - u  s) ~du = c* : 

; 0 < 0o < �89 ; 

Whence ,  b y  (2~ the  fol lowing is inferred .  F o r  h < 1 

1 

r'l'(t) g c*t~-~-~ l ~-~-~(1-~) ~ ~d~ < c*t~ --~-~ 
'0  

(since h - - 1  > - -1 ,  - - ~ - f i >  - -1 ) ;  for  h =  1 

a "  .1  ~1 1 
F'((t) < c*t ~ c~ t~ log - -  / ~-e'-~dv-~-c*t~ -c'-[s ~. v -c'-p log - -  

= ~ t2 Oo "0 1 - -~  

a ! 

~2 log ~ + c * t ~  . 

Accord ing ly  (in ease (6 .6 ) - - (6 .6b) )  

(3 ~ ) 
a t 

r'l'(t) < c*t~ -~'-~ (for h < 1), r'~'(t) < c*t~ -~'-~ log ~- 
e2 

(r' f r om (1~ T h e  s u b s t i t u t i o n  r =  ( l - - t~ ) sec  0 yie lds  

a .0: 
F;'(t) < 2t; ~ f 1-C~dlf (l--t~)h-I sec hOdO, O' = arc  cos - - - - -  

~ t  2 0 

where  0 ~ 0' ~ 2-1~;  we again  le t  I = t~ ,  ob ta in ing  

(4 ~ F;' (t) < 2t(~ -~-fl f "t2 ~-o,(~__ llh-lv(~)d.r , 

wi th  
t2 ~0' 

cos 0' = ~ ( T - 1 ) ,  ~'(~1 = I see hOclO. 
"0 

dr 

(for h =- 1). 

Con t inu ing  in t he  case (6.6) (6.6b),  we t u r n  to  F~'(t) of (6.5) and  no t e  t h a t  

F~. (t) 2t~ l-C'dl rh-~[r ~ -  = (l--t2) 2] ~dr 
~ t 2 l-- t  o 

l - - t  2 
a t  

. . . . .  + . . . .  c*+  ( 1 - u ~ ) - ~ d U < c  + ~ c ,  log - + c ,  log - - - .  
0o 0o u - 0o u - t 2 1 - ~  
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Since a'  = 2-1V5-a and 1 _<z_<~tt71, we have 

I 

v(~) = f u-h(1--u2)- �89 
Oo 

thus  
l 

r(T) < f "" 
0" 

Whence by (4 ~ ) (for h < 1) 

G' ( t )  < c*t~ ~-~I( t ) ,  

(at~ 1 ~ 2), where 
2 

z(t) = ! " 
1 

thus  

Accordingly 

(5 ~ ) 

0 o =  r - - l ) ;  0 G 0o< ; 

< c* (when h < 1) . 

~.at21 
I(t) ~ tl  z-~ 

fat21 fat:l [ ] \h-1 
. . .  = / - �9 + < c * +  ~ - ~ ,  & ,  

~2 v2 

(*(It21 
I(t) < e*+c*  t ~-a+h-ldr.  

.i 2 

G' ( t )  < c*t~ ~'-~ (h < ~ ) ,  

a 
l',~'(t) < c ' t7  fl log ~ (h = oO, F~'(t) < c*t~ fl (~x < h < 1). 

By  vir tue of (6.5), (3~ (5~ the following holds. I n  the case (6.6)--(6.6b) one has 

(6.8) F"( t )  < c*t h-~-fl (for h < ~); F"( t )  < c*t~ fl (for ~ < h < l) , 

F"( t )  < c*tTfllog ( ~ )  (.fo, h = oO . 

Consider now the case when h = 1. The inequalities (3.20 c) (Hypothesis 3.20) now 

yield (with y(y, t) subject to (3.27) and with y, t on the surface) 

]yil...i,~(y)--~,h...i,,,(t)] ~ 2,~y(y, t)r(y, t) = 2my(y, t)rV(y, t)rl-V(y, t) 

< 2",~,~y(y, t)rV(y, t) (~", > 0, independent  of m) , 

where we let v be a fixed number  such tha t  a < r < 1. Applying the second inequal i ty  

(6.8), with h = v, it is inferred that 

(6.8a) I" '( t)  < c*t72fl ( for h = 1; in  the case (6.6)--(6.6b)) . 

I t  does not  appear possible to get a sharper result for h = l, using the integral 

fo~ G'(t) (6.5). 
Generalize now the case (6.6)--(6.6b), replacing (6.6b) by the requirement that 
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a 
(6.9) t --~ (tl, re, O) is on S(o, a) (6.6), exterior N(o,  e); r(o, t) <= - .  

2 
We have 

a 
It2[ > [tll tg s ,  I/l] < - cos e .  

2 

In t roduce  coordinates y'~ -= yl-- t~,  y~ ~-- Y2; in these, S(o, a) (6.6) is a certain semi- 

circular region (with center at  ( t~, 0)) S ' ;  S' is contained in another  semicircular 

region S*, consisting of points (y~, y~) such t h a t  

s * { V ~ 2  ~ ~a; y~ ~ 0} ; 

furthermore,  the point t' is on the +y~-axis,  t' = (0, t2); 

! 

l(y) -~ l(y') = Y2 : Y2, l(t) = l(t') ~- t2, d~(y) = d~(y'), r(y, t) = r(y',  t') . 

For  F~'(t), F~'(t) of (6.5) one accordingly has 

(10) Fj'(t)  < F~(t)  (j  = 1,2), F*(t)  = l o, ~(y)rh-~(y,, t ')da(y') , 

F*(t)  = l-~(t ') I 1-C,(y,)rh 2(y,, t ')da(y') 
d 

where 
t t t p t 

CA) 1 ~ part  of S* with y~ =< t2; ~o: = part  of S* with Y2 > t2 �9 
p ! 

The regions o)l, o>o are formed precisely as o>1, o~2 were in (6.6b'), except t ha t  a is 
a 

rep]aced by :~ a; moreover, t 2 < - .  The integrals for F~(t)  (j ~ 1,2) are identical in 
~ 2  

form with those for l~'( t)  (6.5), considered in the case (6.6), (6.6a), (6.6b), with a 

replaced by  ~a.3 Whence the results (6.8), (6.8a) continue to hold in  the case (6.6), 

(6.6 a), (6.9). 

We observe tha t ,  under  (6.6), (6.6a), (6.9), t 2 > r(o, t ) s in  e and there exists 

a positive constant  b ~ so t ha t  

(6.9a) t ~ l <  b~ log ( ~ )  < log er(o,b~ t--~" 

By vir tue of (6.4c), (6.8), (6.8a) and of the preceding italics it fol lows that 

(6.10) [q~"(t)] < c*[er(o, t)] h-~ /~(h < o~); Iq)"(t)] < c*[sr(o, t)]=/31og ~ o ,  t) 

(h ~ a); [q)"(t)l < c*[er(o, t)] -t~ (~ < h _--< 1) 

in  the case (6.6), (6.6a), (6.9) ( that  is, when the surface is planar and the 'edge' 
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is rectilinear near o). Note that by (6.5)]q)"(t)/ < c*F"(t) < c*(F~'(t)+F'~'(t)) and that 

r ' ,  F'l '+r7 satisfy (6.~o). 
Continuing the s tudy  of F"(t) (6.5) we go from the case (6.6), (6.6a), a l ready 

studied, to the case when S(o, a) ~- S'(o, a) is still a plane surface, but the boundary 

(a) fl = fi' of S(o, a) near o may be curvilinear; t = ( t ,  t2, O) will be kept in S o, ~ exterior 

N(o, e). With  (5.4b) in view, one m a y  say tha t  the part  of fl' involved in the boundary  

of S'(o, a) consists of points ~j = (~1, ~72, 0) such tha t  

(6.11) ~2 --~f(~l)  = O(vl~) ( - - a '  ~ i  ~ a " ;  0 < a ' , a "  ~ a ) ;  

a' As remarked subsequent (6.2), the the end points are A ( - - a ' , f ( - -  )), B{a" Cta"~ \ 'd ~ U" 

(;) arc (6.11)is in N o, ; thus  on this arc 

(6.11a) [']ol = I.f(']l)[ ~ It,ll tg 2 .  

On lett ing 5 ( y ) =  y.,--f(ya), we have 

(6.11b) l - l (y )~c*O-~(y )  [y on S'(o,a),  not  on fl'; - - a ' < = y , ~ a " ] .  

Apply the t ransformat ion  (1 ~ (given subsequent (5.28)) between sets of variables 

(Yl, Y2), (Y~, Y2); S'(o, a) goes into a region S*, in which Y2 ~ 0; the arc (6.11) is 

t ransformed into the rectilinear segment 

(1 ~ ~*{Y~ = 0, - a '  < Y1 ~ a"}; 

to the circular part  a' of the boundary  of S'(o, a) corresponds an arc a*, joining the 

points (Y~ =-- - -a ' ,  Y~ = 0), (Y1 = a " ,  Y2 -- 0). As subsequent (5.28), one now has 

.z 2 �89 a(1-[- e") a* (2 ~ ) a(1 e ' ) < R - -  [Y~+Y2] < --~ 

(0 < e', e" < 1; e', e" -+ 0 with a) for (Y~, Y2) on a*. Since 0(y) ~- Y~, 

(3 ~ ) 1 ~(y) < c*Y~ ~ (in S*) .  

S* lies in the semicircle C* {Y~- f  Y~ ~ a*2; Y2 ~ 0}. Apply the same t ransformat ion 

to t as was applied to y; t then  goes into T, where 

8 
(4 ~ T = (T~, Tz, 0); T~ = q, T~ ~-- t2--f(t,); If(t~)t <= Ital tg ~ ; 

clearly r(y, t) r( Y, T). Since lt2tl~[ > tg e, 

Tz t~ If(t1) ] e e 
(5~ l-Tar --> ]tll ]tll > tg e - - tg  ~ > tg ~ .  
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r(o, T) <= r(o, t ) ( l + e ~  ~o = O(~) ; 

hence 

(6 ~ ) r(o, T) ~ la~ [a ~ = ( l + e ~  = a+O(e)],  

(~ when t is in S' o, ~ exterior  N(o, e). We shall need 

We note  tha t  

moreover,  

r2(Y, T) 
r2(y, t) 

here 

- -  t + g ,  

an inequal i ty  for r( Y, T), r(y, t). 

If(Y1) f(t~) <= c*]yx--tll ; 

9 --- r-2(Y, t) [f(y~)--f(tl)]2--2 Y2--tJ(yi)--f(ta)"; 
r(y, t) r(y, t) 

2 
]~I "~ [-C*lYl--~ll] -]-2 [ c*Iyl ~tl'l ]y2--t21 

= [  r(y, t) . J [ r(y, t) J r(y, t) 
c*; 

hence 

(6.12) r - i ( y ,  t) < c * r - l ( Y ,  T )  . 

Turning to I'~'(t) (6.5) (with the  y coordinates chosen as s ta ted  subsequent  (6.5)), 

by  (3 ~ ) and (6.12) we obtain  

F~'(t) < c*l  Y~-~rh ~(Y, (6.13) T)da( Y) 
.) 

09 1 

F~' (t) < c*T~ ~ t Y~art~-~( Y, T)da( Y) 
d 

where da(Y) is element of area at Y and co*, o9~* are t ransforms of o)1, 0~2 (in (6.5)), 

respectively.  To describe eo 1, (0 2 consider the  curve (cr (in the Yl, yz-plane), within 

S'(o, a) and consisting of points y such tha t  l(y) ~--/(t); let (~*) be the t ransform of 

(~) ; C~*) goes through T and joins two points on the par t  a* of the boundary  of S* ; 
co* is the par t  of S* bounded  by  the rectilinear segment  fl*, by  (a*) and by  two 

portions of a*; r is the  rest of S*. The arc (~*) is 'nearly'  a rectilinear segment;  it 

is 'nearly '  parallel to the arc/5' (of which fl* is the t ransform);  in particular,  on 

let t ing (t*) denote  the par t  within S* of the parallel (in the Y1, Y2-P lane) to /3* 

through T, we observe tha t  the arc (~*) is t angent  to (t*) at T;  (~*) lies in a region 

R(e'), consisting of points Y such tha t  

(7 ~ ) R(e') = {Y in S*; [ Y , - - T  I ~ lYe- -Ti le ' } ,  

where e' (> 0) is small. B y  adding or subtract ing from the integrals in (6.13) integrals 

(with integrands as in (6.13)) over suitable subregions of R(e'), the  integrals in (6.13) 

can be modified so tha t  ~o* is replaced by  the par t  of S* for which 0 ~ Y2 ~ T~, 
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while w~* is replaced by the portion of S* for which Y2 ~ T~. Let el, % be any 

(measurable) subregions of w * R(e'), * ' (o 2 R(e ), respectively, it is observed that  the 

functions 

(8 ~ Ii(e~; T) ~ Y~- t~rh-~(Y,T)d~(Y) ,  I~(e2; T) = T J  ~ _~ ~Y-~rt~--2c~,~ , T)d~(Y)  
e e 2 

are not of greater order of infinitude (in T, for T near o) than the corresponding 

functions in the second members of inequalities (6.10). The integrals in (6.13) are 

expressible in the form 

(6.14) F~(T)-~-II(el; T) , ]'~(T)-~12(%; T) 

(suitable sets e~, e 2 as in (8~ respectively, with 

F* (T) ---- f Yf'-flrh-~( Y'  T)d(~(Y) (over S*, with Y~ ~ T~), 

f F* (T) ~ T~ r Y-~rh-2(Y, T)dcr(T) (over S*, with Y2 > T2) �9 

Recall the statement, subsequent (3~ with reference to S* and the semicircle C*; 

o n t )  h ~ s  

(6.14a) / '*(T) ~ f '  Y~a zrh ~(Y' T ) d a ( Y ) ,  
.2 (o t 

I ~ r - l x  h ~ 2 t  ~7 

(D tt 

where o~', ~,~" are the parts of C* for which Y2 ~ T2, Y2 > T2, respectively. The 

integrals in (6.14a) are precisely of the form of the integrals for F~'(t), F~'(t) (6.5), 

respectively, in the case (6.6), (6.6a); now, however, they are modified in accord 
E 

with (2 ~ (note a*) and (6~ moreover, in view of (5~ e is replaced by - .  A t a n y  
2 

rate, the results (6.10) apply to the sum of the second members in (6.14a). Thus, 

for T satisfying (5~ (6~ one has 

(6.15) F * ( T ) + F * ( T )  < e*[~r(o, T)] h ~-fl (if h < er 

Zlog[~r(bolT) ] (if h - - a ) ,  <c*[er(o,T)]  -~ (if ~ < h ~  1). < ~*[er(o, T)] 

By virtue of the statement with respect to (8~ the sum of the functions (6.14), 

that  is the sum of the integrals in (6.13), s~tisfies inequalities of the above form; 

the 8ame is true for . . . . .  F~ ( t )+l~  (t) and, accordingly, for F"(t) o[ (6.5). Since 
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we have 

thus  

]f(T~)[ ~ IT,1 tg ~ (4~ 

( 
r2(o, T) 1@ r(o, T) [~o,-T)l @ It(o, T)J = 

r-l(o, T) < c*r-l(o, t). 

Whence,  T in the second members of (6.15) can be replaced by t; t, as assumed preceding 

(~ (') (6.11), is on S o , ~  = S' o , ~  , exterior N(o,e).  In  view of the above and of (6.4e) 

the following holds. In  the case described preceding (6.11) 

(6.16) I@"(t)] < c*[er(o, t)]h-~-t~(h < ~);  

l@"(t)[ < c*[er(o, t)]-~ log (h = ~); [@"(t)[ < c*[er(o, t)] ~ (~ < h =< 1) 

for t exterior N(o, ~). These inequalities are also satisfied by F~'(t)§163 (6.5). 

When  S(o, a) = S'(o, a) is a plane surface, one ma y  utilize the  fact  tha t  8(y) = 

Y2--f(Yl) satisfies inequalities 

(6.17) b'l(y) > 8(y) > b"l(y) (b' ---- e*, b" = c*) , 

of which (6.11b) is a par t ;  (6.17) implies tha t  8(y) can be made to p lay  the role of 

l(y) in local considerations (near the point  o, under  consideration). Suppose in the  

developments ,  leading to (6.13), we replace l(y), l(t) by 8(y), d(t) (absorbing b' and b" 

in the generic designation c* of posit ive constants).  Then the eurvilinear are ~*, 

separating ~o*, ~o*, becomes a rectilinear segment  t*, t h r o u g h  T and parallel to the  

rectilinear bounda ry  fl* of S*; consideration of integrals (8 ~ will be unnecessary;  

I~(q; T), I2(e2;T) in (6.14) will be zero. 

We now consider the general case (with origin of (y) at c) when S(o, a) is not 

necessarily a plane surface near o. Let  

Y' ~-- (YD Y2, 0), t' ~ (t~, to, O) , l'(y') =- distance from y' to fl' . 

On taking note  of the  developments  preceding (5.37), we have l - l ( y ) <  c*l'-a(y); 

moreover,  
da(y) < c*da(y') , r-l(y,  t) <= r- l (y  ', t') , 

where da(y) is e lement  of area, at  y', in S'(o, a). Accordingly, for F('(t), F~'(t) in 

(6.5) one has 
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(6.18) F~'(t) < c* i l't ~ '~ c'-[~rh-'2" ' t ')da(y') ~Y ) ~Y , , 
d dl 

F~'(t) < c*l'(t') f l f  l " ~ " - ~ h  ~, , (y ) " (y , t')d(r(y') , 
d d2 

with d~, d~ denoting orthogonal  project ions on the Yl, Yz-P lane of the regions co~, o) 2 

( involved in (6.5)). Repea t ing  the developments ,  which led to (6.13), we obtain for  

the F'i'(t ) inequalities of  f o rm  (6.13), where co*, ~o* are replaced by  regions of the  

same type ;  tha t  is, an argument  of the kind used with respect  to (8 ~ ) again applies, 

leading to inequalities of form (6.16) (with r(o, t ' ) i n  place of r(o, t)) forF~'(t)-~F~'(t).  

We have 
tt3t : IF(t~, t2) [ <: c*r2(o, t ' ) ;  

thus  
r:(o, t) 
r~(o, t') 

=- l+t~r(o,  t') -2 < c*; r - l ( o ,  t ' )  < c * r - l ( o ,  t) . 

Whence in the  inequalities of form (6.16) (with r(o, t') for r(o, t)), referred to above,  
, I !  t t  

one may  replace r(o, t ' ) in the second members  by  r(o, t). Since I~"(t)l < c (F~ (t)+F~ (t)), 
the following can be stated.  In  the general case (with the origin o of the coordinates 

y at  c), as formuldted at the beginning of this section, the funct ion qb"(t) involved in (6.4 a) 

satisfies 

(6.19) tr < e*[~'r(o, t)] h-~'-kz (h < o,), < c*[er(o, t)]-a (~ < h ~ 1), 

< c*[er(o, t)] -z log (h ---- a) 

( o )  ,, 
for  t in  S o,-~ , exterior cones N(o, e). This  is also satisfied by F~ (t), Fs 

We now come to the  s tudy  of ~'(t)  (6.4b), 

(6.2o) ~'(t) = _fs(o,~)k'(tlY' t)r-2(y, t)q(y)d~(y) (el. (3.2a),  (a.2)) 

(a) (origin of the  y sys tem at o) ; let t be in S o, ~ , not  on fl, exterior N(o, s). Designate 

by St, b the portion of S, whose orthogonal projection on the tangential plane, Pt, at t, 

is a circular region S'(t,  b), with center t and radius b. We shall take 

(lo) b ~-- coer(o, t) (small positive constant Co). 

Use will be made of the decomposi t ion 
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k'(tly, t) 
(6.21) ~b'(t) -= ~'b(t)~-~)lb'~ ~s = I 

st b 

q)~'"(t) = S y ( t l y ,  t)r-~(y, t)q(y)&r(y) [s = S(o, a)--St ,~]  

I n a s m u c h  as 

q(y)c[c~lS],  llc'(t[y,t)[ ~ c '  (3 .21a) ;  r (y , t )>=b  (for y in  s ) ,  

on l e t t ing  0 < d =< 1 we ob t a in  

f Iq)~'~ < c* r -2 t)l ~(y)da(y) c* r d(y, )[ (y) (y, t)da(y)] , 

and  

(20) lq~'~ < c*b 5J(t) , J(t) --  f l-~(Y)r5 e(Y)dc~(Y) ; 
S(o,<,) 

we wr i t e  

63 

[, 
J(t) = g l ( t ) J f - g 2 ( t )  ~ . . . - @  ~ . . . ,  

0.11 ~ 0.12 

where  (ol, (o~ are  regions as in (6.5) (c a t  t he  or igin  o of the  y sys tem) .  I t  is obse rved  

t h a t  
gl(t) = F~'(t),  Jl(t)  = Fg'(t) ,  

t he  F~'(t) ( j  = 1, 2) be ing  de f ined  by  (6.5), w i th  fl = 0 and  h - -  d. I n  v iew of the  

r e m a r k  s u b s e q u e n t  (6.19), J1, J2 sa t i s fy  (6.19). Thus ,  on l e t t ing  fl = 0, h = d in 

the  second  m e m b e r s  in (6.19), it  is i n fe r r ed  t h a t  

J(t) < c*[er(o, t)] d ~ (if d < ~), < c* log (if ~ = ~x) , 

< c* (if a <  ~ < 1);  
whence  b y  (2o), (lo) 

IqS~b'~ < c*[er(o, t)] -~ (if 0 < 6 < ~ ) ,  < c'[sr(o, t)]-C' log [ b ~ ]  

(if O <  (5 = ~), < c*[er(o,t)]4 (if ~ <  d ~ 1);  

he re  d (0 < d ~ 1) is a t  ou r  disposal ,  while  ~ is f ixed  (0 ~ ~ < 1). W h e n c e  the  

a b o v e  yields  

(6.22) @~'~ < c*[er(o, t)] 'x (if ~ > 0 ) ,  

[~b~'~ < c*[er(o, t)] ~ (if ~ = 0); 

in the  l a t t e r  i n e q u a l i t y  ~(> 0) m a y  be t a k e n  a rb i t r a r i l y  smal l ;  this  i n e q u a l i t y  can  

be i m p r o v e d .  L e t  y '  be the  o r t h o g o n a l  p ro j ec t i on  of y on t he  p lane  Pt and  let  ~ 

( y ,  t), 0 be polar  coord ina te s  in Pt,  wi th  pole  a t  t; one has  



64 W.J .  Trjitzinsky. 

r(y, t) ~ ~, d~(y) < c*o~ d~dO ; 

accordingly, when a = 0, 

I l~b,t ,)(t)l < c* r-2(y, t)da(y) < c* ~ dO (some L ~ c*). 
s 0=0 o=b 

In  view of (10), the  second inequal i ty  (6,22) can be replaced by  

(6.22a) I~b~'~ < c* log (if cr ~ 0) .  

In t roduce  the orthogonal  t ransformat ion (3.5) 

y~ ~-- t i+Xa~jY i (aii from (3.5b)); 

its inverse is 

( 6 . 2 3 )  = 

I t  is observed tha t  when r(o, t) -+ O, the posit ive Yi-axes tend to the corresponding 

yi-axes. As before, let 0 be the  origin of the Y system. The tangent ia l  plane Pt to S 

at  t is the Y1, Y2-plane; t ---- 0 and o will be designated by  

Z = (Z1, Z2, Za) Z] = --•ai:t i 

(capital letters are used for representat ion of points in the Y system), q)~(t) can 

be represented as follows: 

(6.24) qSb(t) ~-- I k ' (Y ,  O)r-~-(Y, O)q(Y)dcr(Y) , 
.d 

S(O,b) 

where 

q ( Y ) = q ( y ) ,  I c ' ( Y , O ) =  ~ F~ ...... ( t ) W ~ ( Y , O ) . . . W ~ ( Y , O )  
T t ~ l  8 1 , . . . S m ~ l  

(of. (3.6a)); S(O, b) = St, b, t ha t  is S(O, b) is the  por t ion of S project ing or thogonal ly 

on Pt  in a circular region, consisting of points Y for which 

(1 ~ Y~-~ Y~ ~ b ~, Ya = 0 (b = coer(o, t)) .  

We reintroduce the polar coordinates (3.9), Y~ = e cos 0~; (i ~ l, 2), 0t = 0, 0~ 

- - - 0 ,  and recall the  formula (3.11a), 
2 

(2 ~ k '(Y, O) = lc~'*(t, 0)+]c~'~ 0) ,  

where k ~' *(t, 0) is the  'characterist ic '  of the  original kernel. We let 

(3 ~ Y3 = F(Y1,  Y~) = O(Y~+Y~)  (as in the early par t  of section 2) 

be the  equat ion  of the surface near 0 ( that  is, near y ---- t) ; the equat ion  of the  surface 
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(near y = o) in the  y coordinates will be wri t ten  as 

(4~ Y3 F~ Y2) ~ 2 = = O(yl+y~); 

F(  YI, Y2) generally depends on t; F~ Ye) is independent  of t. In t roduce  quanti t ies  

vl, v2 as follows (with Ya = F(Y1, Y2)): 

Y~+Y~ [ 1 + ( ~ F )  2 /~F\~]�89 

the  vl depend on t. We then have 

[ ( ~ F )  ~ /~F\2-'�89 
r-2(y,O)d,~(Y) = [ Y ~ + Y ~ + Y I ] - I  1 +  + [ ~ y ~ )  ] ededO 

----- ( l + v l ( e ,  o))d~do; q(Y) ----- q(O)+v2( e, 0). 
e 

In  view of (2~ ~b~(t) (6.24) is expressible in the  fo rm of a principal integral 

f I e-=o O-o e 
tha t  is 

b ~ ,b ~ 

"0 0 e O= e ~ = 0  = 0 = 0  

where the first integral displayed is in the sense of principal values and is zero in 

view of the  satisfied condit ion (3.14). Thus 

~0b ~2~ 

= I f 0 q=0 O= e 
with 

(6.25a) At( e, O) = k'(Y, O)(1-+-v~)v2+q(O)k'(Y, O)vx@q(O)k L~ . 

The integral (6.25) exists in the  ordinary sense. 

B y  (3.20a) and (3.6a) IF,~ .... re(t)[ < 3~c~; whence (cf. (6.24)) 

(6.26) [k'(Y, 0)] ~ c o (c ~ constant  from (3.20b)); 

also, since q c  [a[S] , 

(6.26a) ]q(O)[ = [q(t)[ < c*l-~'(t). 

B y  definition of [~]S] it follows tha t  

(6.27) [q(y)--q(t)[ ~ Q(y, t)rV(y, t) (some v; 0 < v ~ 1),  

where Q(y, t) is bounded  when l(y), l(t) ~ ~ (> 0). I t  will be necessary to introduce 

some specific s t a t ement  regarding the behaviour  of Q(y, t) for y and for t near edges; 

5 -- 6 4 2 1 3 8  Acta mathematica. 84 
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this we shall do along the lines of the corresponding conditions (3.27) for ~,(y, t) 

(relating to the Yil...i,,); thus we assume that 

(6.27a) Q(y, t) < c*l ~,o(y) (if l(y) <_ l(t)),  

< c*l ~~ (if l(y) ~ l(t)) (~ ~ ~o; ao - v  < 1). 

The special case, important in applications, is when in (6.27), (6.27a) one has 

(6.27b) v ~- 1, a 0 = ~ + 1  . 

As a consequence of the above, u 2 of (5 ~ satisfies 

(10) ]~'2(0, O)l <= Q(y, t)r~(y, t) = Q(y, t)r~(Y, O) <= c*Q(y, t)o ~ . 

By methods of the type,  previously used for similar purposes, we find tha t  

l(t) ~ c~er(o, t) (c~ > 0), t ha t  is 

(20) 1 l(t) < c*[er(o, t)] -1 (t near o, exterior N(o, s)); 

in proving this use is made essentially of the fact  t h a t  the  curve fi (near o) is in 

N o , ~  . Fur thermore ,  by  the t r iangular  relation 

r(o, t) ~ r(t, y )+r(o ,  y) 

and on not ing tha t  for  y in St, b one has 

(30) r(t, y) = r(O, Y) <= k~ Y')  ~ /c~ = l~~ t) [Y' = (Y1, Y2, 0); /c o = c*) , 

it  is inferred tha t  in St, b 
(40) r-l(o, y) < e*r-l(o, t) , 

provided c o in (lo) is t aken  suitably small. In view of (2o) 

Q(y, t) < e*(er(o, y))-c,o (if l(y) ~ l(t)), < c*(er(o, t)) ~o (if l(y) ~ l(t)) ; 

hence, by  (4o), 

Q(y, t) < e*(sr(o, t)) -c'~ (y in St, b; t exterior N(o, s)) .  

Thus,  as a consequence of (lo), 

(6.2s) 0)1 < d . 

Before we s tudy  rl (5~ /c~,o (2 o) it will be necessary to examine the first order 

derivatives of F (3~ The equat ion of the surface in the y system for y near o being 

Y3 ~-- F~ Yz), consider the function 

G(Y1, Ye, Y3) =-- Ya--F~ Y2) , 
where (e l  (35))  
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3 

Yi = t i ~ - ~ a l j Y j  (aij from (3.5b); aij are functions of t). 
/'=1 

Regarding the Yj as independent  and lett ing 

G~ = ~yjG(Yl ,  Y2, Y3), F~(y,, Y2) = ~--~Yi F~ Y2) , 

one obtains 

(Ii) 
i=1 

G(YI, Y2, Y3) = 0 is the equat ion of the surface in the Y sys tem;  one has 

~F ~Y3 - -Gj  
(I2) - -  - -  ( j  = 1 ,  2 ) .  

a3 
:Now 

Ini(t)I ~ IF~ t2) ] (i : 1, 2), 0 < n3(t) ~ 1; ]F~(tl, t2)] ~ c*r(o, t) ; 

hence the aij (3.5b) satisfy inequalities 

(13) Iai~l ~ 1, laijl ~ c~'r(o, t) (i 4 j ;  i , j  = l, 2, 3); a3, 3 = n 3 ~ n' = c* . 

Inasmuch  as 

FO y2)aij ~ '  ~(Yl, ~ ~_~ IF~(Yl, Y2)I g c*r(o, y) , 
i ~ l  i=1 

we have 
(14) IG31 ~ n'--c*r(o, y) ~= c* , 

provided r(o, y) is sufficiently small (which is achieved by  taking the number  a, 

used in defining S(o, a), sui tably  small). Wri te  --Gj (I1) in the  forin 

- - G j  ~-- -Y~ t2)aij--a3,i ~- ~..~" ( i(Y~, Y2)--F~ t2))aij, 
i=1  i=1  

[. ] here is zero for j ~ 1, 2. On the other  hand, 

F ~ y~)--F~ (I5) I i(Yl, t2) I c*[(yl--t~)2~-(y2--t2)2] �89 ~ c*r(y, t) 

(as consequence of the  assumed cont inui ty  and boundedness  up to the edges of 

the second order part ial  derivat ives of F~ Thus 
2 

F 0 0 = --F~(tl, t2)l ~ c*r(y, t) (j  = 1, 2) 
i = l  

and, b y  (I~), (I4), 

(6.29) ~ c*r(y, t) ~- c*r(O, Y) ~ ]coo (j ~- 1, 2; ]c0 = c*); 

it is essential to note tha t  ]c o is independent  of t. 
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A corollary of (6.29) is the relation 

[ l +  / ~ ~ ( ~ / ~ 1  ~ -  [ 

(here and in the  sequel O ( . . . )  is independent  of t). B y  a mean value theorem 

Y3 = F(  Y,, Y2) = .~5" F(U1, U2) Y~ ( Yi = 0 cos 0i), 
i = 1  

where (U1, U2) is some point  (in the  Y1, Y2-plane) on the segment  joining the 

points O, (Y~, Y2,0); hence, b y  (6.29), ]Y3] ~ c*~ a and 

(6.29a) I Y3fl-ll ~ c*~. 

Turning to v 1 (5 ~ we note tha t  

1 - ~  1 [1 ~ o ~F �89 = --Y3r--(O,  Y)] l +  ~ + 

Since ~2 = y ~ +  y~, in view of (6.29a) one has 

Y~ ( Y30-1) 2 
- -  < (Y3q-1) 2 < c*~) 2 . 

(6.29b) r2( O, y )  I~-(Y3e-1)2 -- = 

Accordingly 
l~-v, = [ 1 @ 0 ( ~ ) ]  [ l+O(q2)]  

and, finally, 

(6.30) Ivt(~, 0)l ~ c*~ 2 �9 

For  the  funct ion k 1'~ ((2~ (3.11a)) the  following holds 

oo 3 

(a~) kl,~ O) ---- k ' (Y ,  O)--k ' ,*( t ,  O) = ~_.] . ~ F s ,  . . . . .  ( t)W8I(Y, 0 ) . . .  W,,~(Y, O) 
m = l  S l , . . . s m = l  

r 2 oo 2 

- -  ~ 2," F~l...sm(t) cos 081... cos 0~, n = ~ ~ '  J ~ l . . . ~ + J ,  
/ = 1  8 1 , . . . S m = l  m = l  S l , . . . s m = l  

where 
J~  ..~,~ = Fs~ ~m(t)[W~(Y, O). . . W~m(Y, O)--cos O~ . . . c o s O j ,  

oo 

J =  ~ ~_"Fs~ ...... ( t )Wsl (Y ,O) . . .Wsm(Y,O);  
m = l  S l , . . . S m  

the  prime with the summat ion  sign signifies summing over sets (s I . . . .  s~) containing 

at  least one element,  say s', equal  to 3. Now 

(a~) W~(Y, O) = Y,r- l (O,  Y) = e cos O~[Q2+ Y~]-�89 = cos 08[1-+-(Y3Q-1)2] -�89 

for s = 1, 2; thus  
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(as) W~a(Y, 0 ) . . .  W~,~(Y, O)--cos  0 ~ . . . c o s  0~m = c o s  081...COS 0 8 m f ~  

[~ . . . . .  s~ =< 2], 
where (by (6.29a)) 

m 
ILeal = I - l + [ l + ( Y ~ e - ~ ) ~ ]  ~l _-< ~ ( Y ~ - ~ ) ~  < m ] ~ ' ~ ,  

with k ' =  c* independent  of m; IF,~ ........ (t)l (3.6a) is bounded  b y  3"~c~ (c m from 

(3.20a)); hence by  (~3) 

(0%) 2 ~.~ s,...sm ~ ~ .~3mcm]fml ~ ]C' ~,'m2m3mcme "~ ~ C*O 2 
m=] = 81,., .8~,i~=1 r[~,=] 81,...87~q=l rgt=l 

(the series last displayed converges by  (3.20b)). We come to J .  I t  is observed that ,  

by  (6.29b), 
[W3(Y, O)[ = IYs[r-l(O, Y) <= c*o ; 

using the fact  tha t  IW~(Y, 0)1 =~ 1 (s : 1, 2, 3), one obtains 

OO 

lg[ ~= ~ ~.," 3mCmC*~ ~ C*~ . 

This, together  with (%), (~1), implies tha t  

(6.31) lk',~ 0)] ~ c* o . 

As a consequense of (6.25a), (6.26), (6.26a), (20) , (6.28), (6.30), (6.31) one has 

(6.32) ]At(~, 0)1 < c*(er(o, t))-~~ , t))-~e . 

Hence ]q~(t)] (6.25) i s  bounded  by  an expression of the form 

~*(~r(o, t))-~0~%~,(~r(o, t)) ~b. 

Recalling tha t  b ~ co~r(o, t), we finally obtain  

(6.33) Iq~(t)l < c*(~r(o, t))v-~~ t)) l ~ ~ c*(er(o, t))v--~~ ; 

in the ease (6.27b) one has 

(6.33a) l~bb(t) < c*(er(o, t)) -~ . 

Write,  for short, L(t) ~- (er(o, t))-'. B y  (6.4a), (6.21) 

(6.34) qb(t) ~- r176 

where the three terms in the second member  satisfy (6.19), [(6.22), (6.22a)] and 

[(6.33), (6.33a)], respectively.  There are following cases (valid for t exterior N(o, e), 
n e a r  o).  

(6.34a) h < a (then 0 < h < ~ < 1). 
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One has 

(6.34b) 

I t  is noted tha t  

(6.34c) 

Then 

(6.34d) 

I t  is observed tha t  

W. J. Trjitzinsky. 

r = O(L~(t)) [4 = max. ( a + f l - - h ,  ~, a0--v)] .  

h ~ -  a (then 0 < h : a <  1). 

qS(t) = O(LX(t)) [if 4 = max. (fl, ~, ~o--V) > fl], 

r = O(L~(t) log L(t)) (if 4 fl). 

0 < a < h ~ < l .  

q)(t) = O(LX(t)) [4 = max. (fl, cr ~o--V)] . 

0 = ~ < h ~ < l .  

r = O(L~(t)) [if 4 --~ max. (fl, as--V) > 0] ,  

~ ( t ) = O ( l o g L ( t ) )  (if 4--~ 0).  

We restate for convenience some of the previously made hypotheses.  The 

7ii...im(Y) C[01S] (ef. (3.20a)) and 

lYh...im(Y)--Ti~...im(t)l < 4my(y, t)rh(y, t) (0 < h < 1); 

7(Y, t) < c*l-fl(y) (for l(y) <= l(t)) , 7(Y, t) < c*l-Z(t) (for l(y) > l(t)) ; 

q(y) c [alS] and 
iq(y)--q(t)l ~ Q(y, t)rV(y, t) (o < v ~ 1); 

Q(y, t ) <  c*l-~'~ (for l(y) <= l(t)) , Q(y, t) < c*l-~'~ (for l(y) > l(t)) ; 

0 ~ a ;  0 ~ f l ;  ~ - f l <  1; cr ~ a 0 ;  s 0 - - v <  1.  

On taking account of (6.34)--(6.34d) and of (6.3) we can formulate,  independent  

of the choice of coordinates, the following. 

T h e o r e m  6.36. Under Hypothesis 3.20 and, more specifically, under the con- 

ditions stated subsequent (6.34d) the principal integral ~(t) ,  

~(t)  = ( k(y, t)r-2(y, t)q(y)da(y) 
~t s 

satisfies inequalities 

(6.36a) lW(t)l < c*LX(t) [if h < ~; 4 = max. ( ~ + f l ~ h ,  ~, ~o--r)] ; 

(6.36b) IT(t)l < c*L~(t) [if h = a and 4 = max. (fl, ~, a0--v) > fl], 

< c*L~(t) log L(t) [if h =  a and 4 ( a b o v e ) = f l ] ;  
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(6.36c) 

(6.36d) 
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[hu(t)l <c*L~(t)  [if O <  a <  h ~_ 1; 2~-- m a x . ( f l , ~ , ~ 0 - - v ) ] ;  

[~P(t)F < c*L~(t) [if O =  ~ < h ~ 1 and 2 = max.( f l ,  ao--V ) > 0] ,  

< c * l o g L ( t )  [if O = oc < h ~ 1 and 2 ( a b o v e ) =  0] .  

Here L(t)  [er(c, t)] =1 and c is a point  on the edges fl of  the surfaces S.  The  above is 

valid for  t on S,  near c, exclusive neighborhoods of  c tangential to the curve fl near c; 

specifically, for  t in  S(c, a ~ (a ~ > O, small), exterior N(e,  e) (Def. 5.1). I n  all cases 

0 ~ 2 < 1. The  above also implies  that ~V(t)c [his ], or c [2, log [S], or c [0, log IS], 

depending on the case. 

Note .  In  m a n y  cases one has h = 1, ~0 ~ ~-~- 1, v --~ l ;  the  inequalities (6 .36a)--  

(6.36d) can then  be res ta ted  as follows: 

(6.37) Ihu(t)] < e*L~(t) [if ~ > 0; 2 = max.  (fl, ~)];  

(6.37a) [~P(t)l <. c*L~(t) [if ~ ~-- 0 and fl > 0);  

(6.37b) [kP(t)I < c* log L(t)  [if ~ ---- fl = 0] .  

Le t  $5 be the  par t  of the surface for which 0 ~ l(t) ~ ~. Let  c ~-- c t be a cont inuous 

transformation of S on itself; we arrange to have c t of a Hiilder class, edges included; 

fur thermore ,  the choice of c t is made  so tha t  neighborhoods of 'edges' are t ransformed 

into edges; more precisely, S 6 (for 5, > 0, small) is to t ransform into edges. We take  

~, > 0, sui tably small so tha t ,  for t in S~, c t can be defined as a point  on fl such t h a t  

the t angen t  to fl a t  c ~ c t is perpendicular  to the recti l inear segment (c t, t). 

T h e o r e m  6.38 (Supplement  to Theorem 6.36). Suppose  the surface S is completely 

regular (section 2) and the ~il...ira(Y), q(Y) are un i formly  L ip .  1 (that is, of HSlder class 

HI, edges included); one m a y  then take o~ ~ ~o ~ fl ---- O, h ~ ~ ~ 1 and the inequali ty  

(6.37b) will  hold. Th i s  result can be improved replacing (6.37b) by 

(6.38a) T( t )  ---- }tt*(t)-~-q(et)vo(t) log - -  
r(ct, t) 

(t in  S~), where }F*(t), Vo(t ) are un i formly  of  a Hb'lder class (edges included). 

The proof of the above result  is not  easy;  it can be achieved by  methods  of 

t ype  used in proving Theorem 6.36 and utilizing propert ies  of complete ly  regular  

surfaces. We shall omit  the details. 

~P(t) in  Theorem 6.36 is a sum of three terms ~P'(t) such that 

(6.39) ]~'(t)--~P'(t0) I ~ c*l ~'(t)rV'(t, to) (for l(t) <= l(to)), <= e*l-C'l(to)r~'(t, to) 

( for  l(to) < l(t)) ; 
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i f  ~+fl ,  ao+fl--v  < 1, we may choose 0 < vl ~ 1, a l - -v l  < 1. To prove this write 

= ~ / 1 - ~ 2 ,  where T1, T2 are integrals over the parts  of S for which l (y )< 

�89 min. (l(t), l(to)) and l(y) ~= �89 min. (l(t), l(to)), respectively. To T1 we apply largely 

the methods of this section and to W2 those of GIRAUD, obtaining the s ta ted result. 

I f  o~+fl, aoq-fl--v < �89 then a l - -v  1 < �89 

7. C u r v i l i n e a r  p o t e n t i a l s .  We recall t ha t  fl = f l l + f l ~ + " "  consti tutes the 

edge ( that  is, the edges) of S, where ill, f12,... (finite in number)  are regular (with 

continuously turning tangents)  simple closed curves, wi thout  common points. In  

this section, we shall s tudy  the potential  

(7.1) K(x) = I 
k(y) 

r(x, y~) ds(y),  

where ds(y) is the element of length of fl a t  y, k(y) is real of a HSlder class on fl and x 

is not  on ft. We shall determine the asymptot ic  form of K(x) for x near c, exterior 

N(c, 2e) (e > 0, sui tably small). Write  

(7.2) K ( x )  : K o ( x ) +  KI(X), K o ( x  ) = ~ - k (y)  . d s ( y )  , K I ( Z  ) = I . . . .  
2 8o r(x, y) 2~_~o 

where tic is the par t  of fl, near c, for which 

(7.2a) r(c, y) <~ a (some a > 0); 

a is t aken  sui tably small so t ha t  tic lies in N(c, e); x (exterior N(c, 2s)) is supposed to 
be near c so that 

(7.2b) r(c,x) <~a ~ (some a ~  a ~  

For  y on fl--flo one has r(x, y) > a- -a  ~ > 0; hence 

(7.2c) 

Turning to Ko(x), we write 

f~ ds(y) 
(7.3) Ko(x) =- k(c) o r(x' Y) 

[Kl(x)l ~ c* . 

- - + R ( x )  R(x) = k ds(y). 
' J~o r(x, y)  

Now, c separates tic into two parts rio, rio'. Consider the integrals along fl'0, for instance. 

Choose the y system so tha t  c is a t  0 and so t ha t  the positive yl-axis coincides with 

the par t  of the tangent  to fl, at  c, extending from c in the direction of rio, while 

x~ > 0, xa : 0. One has 

(7.4) dyl ~ ds(y) < scaly, 

where s o ~ 1, is independent  of y and tends to uni ty  when a-~ 0; moreover, 

(7.4a) rU(x, y) > r2(x, yO) --_ (xl_yi)~_4_(x2_y2)~ (yO : (y~, Y2, 0)) 
and 
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(7.4b) x~ ~ ]x~l tg 2z; IY21 ~ l/y~-F-y~ <~ yl tg 2~. 

Le t  y+, y -  be the points of intersect ion of the  line Yl ---- const. (> 0) with the traces 

in the  y~, y2-plane of the conical surface N(o, ~), i. e. with the lines Y2 ~ ~Y~ tg ~, 

respect ively;  thus 

(7.4c) y+ = (y~, y~ tg ~, 0), y -  = (y~, --y~ tg s, 0) .  

For  x 2 ~ y ~ t g ~  and 0 < x 2 ~ y ~ t g ~  we have 

(7.4d) r2(x, yO) ~ rZ(x, y+) = (x l_y l )2  ~(x _ y l  tg ~)2, r(x, yO) ~ yl__Xl ( >  0) , 

respectively.  By  (7.4a), (7.4d) 

1 1 
(7.5) - - - -  < _ . . . .  

r(x, y) -- r(x, y+) 

1 1 
(7.5a) - - - -  _ < - - -  

r(x, y) -- y l - - x l  

(7.6) 

where 

(for Yl < x~ ctg ~) , 

(for Yl > x~ ctg s) . 

Wi th  k(y), say of class H h (0 < h < 1), with the aid of (7.4) we obta in  

I!  a' r h "0 " k(y) --k(o) ~ ( ' Y) d 

a ! 
0 < a '  ~ a ;  - - ~  1 (as a - ~ 0 )  

a 

and Y2, Y3 are thought  of as funct ions of Yl (the equat ions of fl). Now y is some point  

in the cross section of N(o, ~) b y  the plane Yl = const. ; clearly r(o, y) < r(o, y*), 

where y* is a n y  point  on the circumference of this cross section; thus 

r(o, y) < Yl sec ~ . 

Accordingly,  in view of (7.5), (7.5a) 

a / 
f a" r h (0, y) dYl "~ s e c  he ~ x2 ctg~: yhdy I h~ ! yhdyl 

(7.7) o r(x, y~- = J0 r(~-~+ ) ~-sec - - - - ;  
x2 ctg~ Yl--Xl 

if x~ ctg e ~ a', in tegra t ion  in the  first t e rm in the second member ,  above, is over  

(0, a') and the last t e rm is missing. When  

x 2 c t g e  ~ y l  ~ a ' ,  

on not ing (7.4b) we deduce t h a t  yl--x~ > r(x*, y+), where y+ is f rom (7,4c) and x* 

is the  intersect ion of the lines 

x ~ = y l t g s ,  x 2 - - x , t g 2 s  
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in the  y~, y2-plane; t ha t  is, 

y l - - X l  Y> Y l - - Y l  ctg 2e tg ~ > ylc '  , 

where c', > 0, is a constant .  Hence 

fa" l ~,a' (7.7a) yhdyl  < h-1 C* 

x 2 ctg~ Y l - - X l  x2 ctg 

when there  is occasion to consider the  integral  in the  first member.  

Wi th  y'  denot ing the  foot  of the perpendicular  f rom y+ (7.4c) upon the line 

Y2 : Yx tg 2e, we observe t ha t  

r(x,  y+) > r(y ' ,  y+) = Yl tg e ; 
whence 

f ~,x2 ctg 
,Xl c t g s  yhdyl  

(7.75) 
o r(x,  y+) - -  o Y = : " 

In  consequence of (7.6), (7.7)--(7.7b) 

f ~ ( y ) -  ~(o) [~ r(x,  y)  ds(y)  ~ c*e h ~ . 

There  is an inequal i ty  similar to the above for the  integra] over fl~' (see the t ex t  

subsequent  (7.3)). Combining the two inequalities, we s ta te  the following result  

( independent  of the choice of the y system) 

(7.8) ]R(x)] ~ c*e h 1 (x exter ior  N(c ,  2e); r(c, x)  ~ a ~ . 

We proceed on taking note  of the t ex t  subsequent  (7.3). By  (7.4) 
a l 

(7.9) g(x) : ~ r(x,  y)  - -  ~)yl= 0 r(x,  y ) '  

utilizing (7.5), (7.5a) one obtains 

I ' yt=or(~Y) ,o [(xl--yl)2+(x2--Yltg~)2]-�89 �9 ctg eY ~ ' 

if x 2 ctg s > a' ,  the  last  integral  above is deleted and the first is between the  limits 

0, a ' .  

Now a ~ < a, while a'  ( ~  a) is arbi t rar i ly  near  a for a sui tably  small;  thus  we 

m a y  consider t ha t  a ~  a'. On writing 

X 2 
= arc t g - - ,  

X 1 

we have  
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a nd  
2 2 O < a ' - - a  ~ ~ a ' - - r  <=a'--x~ = a ' - - r c o s u < a ' +  a~ @ 2 = x l + x 2 )  ; 

t h u s  

(1 ~ ] log(a--x1)} < c *  (for x ~ c t g s  < y i  ~ a ' ) ;  
on  t h e  o t h e r  hand ,  

x2 c tg  e - -x1  = r csc e sin (,~]--~) ; 

since s ~ U--s ~ ~- -3~ ,  so t h a t  sin (~ - - s )  ~ sin e, one  has  

(2 ~ ) r ~ x  2 c t g s - x  i < = r c s e e .  

I n  v iew of (1~ (2 ~ ) 

fa '  1 (7.10) dy~ - -  log + l o g  (a'--x~) 
x2 ctge Y~--Xl X2 c tg  S--X~ 

1 1 
= log +V'(X);  - - c * - - l o g - -  < ~'(X) ~ C* . 

r s 

I t  is obse rved  t h a t  

t g  = c o s  s l(x), 
x2 ctg g g~ 

I(x) = t [(yl--rp)Sd-r2q2]-�89 io ~ cos (U--s) cos s, q = sin (~- -s )  cos s . 
~0 

One  has  
1 [ x2 c~g ~ 

I(x) = tog [((yl--rp)e @r2q2)~@y~--rp] 
Io 

~/--~ 
= log (~r~-bcr2)--log 2~-2 log csc , 

2 

hence  

i 
x2 ctg e d y  I 1 

(7.11) <_ c* log - .  
~o ~ / ( x l_y l )2+(x2_y~  tge)~ - -  s 

As a consequence  of (7.9), (7.9a), (7.10), (7.11) 

1 1 
g(x) < So log - - - - + c *  l o g - .  

= r(o, x )  S 

A similar  i nequa l i t y  holds  for  t he  in tegra l  

where  
~1 = (sin ~ csc s - - c o s  ( .~--s))2-bsin 2 (~- -s )  - -  csc 2 s[sin 2 s + s i n  ~ sin O~--2s)] ,  

U- - s  s 
s~ = sin ~] csc s - - c o s  (~]--e) = �89 esc s[sin r l + s i n  (rl--2s)],  tog csc - -  G log c s c - .  

2 2 

W h e n c e  we infer  t h a t  
1 

1 ~ ~ + a  2 ~ ( 2 � 8 9  csc  s;  0 < I (x)  < c* log -- ; 
S 
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f ds(y) [jor( x, Yi (t3~' from the tex t  after (7.3)). 

By  vir tue of these two inequalities we m a y  assert tha t  

1 1 
f ds(y) _ --<2So log ..,-V-~5 log~ 
"Po r(x' Y) ~ +c* 

for x exterior N(c, 2e) (r(c, x) ~ a ~ (suitable s 0, --> 1, -~ 1, as a -~  0). 

In  view of (7.2), (7.2c), (7.3), (7.8) and (7.12) one has 

I lc(y)cls(y) _ lc(c) 280 log r(c, x) ~-r x) +e(c,  x) ; (7.13) K(x) ~- JZ r(x, y) 

1 
I~(c, x)l ~ c* l o g - ,  I~(c, x)] ~ c*e -h-1 (for x exterior N(c, 2e); r(c, x) ~ a~ in the 

above 

r(c, f~ ds(y) 2so log i ~ + ~ ( c ,  x) = (> 0).  
r(x, y) 

Envisaging again the si tuat ion as set forth between (7.3) and  (7.4), we proceed 

to obtain an upper bound for r(x, y). Now y ~ (Yl, Y2, Y3) is a point in the circular 

region C(yi; ~), at  right angles with the yi-axis, with center (y~, 0, 0) and radius 
yl tg e. For  y~, ye fixed 

y~ ~ y~ tg" s--y~;  
thus  

r'2(x, y) = (xl--ya)2+(x2--y2)~+y~ <= (x~--y,)2+y~ tg 2 e+x2(x2--2y2) ; 

since [Y2[ ~ Y~ tg e, so t ha t  

[x~-- 2y~] <__ x~-t- 2yl tg e , 
one has 

hence 

subst i tu t ion of 

yields 

(7.14) 

where 

(7.14a) 

By  (7.4) and (7.14) 

(7.15) 

r2(x, y) <= (xl--yl)2~-y~ tg 2 e + x ~ - 2 x 2 y  ~ tg ~ ; 

2 r~(x, y) <= sec 2 e[yl--2(xl cos e--x~ sin s) cos syl4zr  2 cos 2 e] ; 

x 1 ~  r c o s r  1, x 2 :  rsin~], r ~ ~ x~-x~  

r:(x, y) ~ sec 2 e[(yl--rp)24-r2q 2] , 

p =  c o s ( ~ - ~ ) c o s ~ ,  q :  s i n ( ~ - e )  c o s s .  

i i a'dy' ds(y) > >~ I(x) cos e ,  
~g r(x, y) = o r(x, y) -- 
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(7.15a) 

How 

(1 ~ ) 

a t 

I(x) =- f [(y~ rp)2§189 
0 

I(x) log [ y l - - r p §  ~(y , - -rp)~§ 2] :i=o = = log Vl--log re 

where, in view of (7.14a), 

Since 
Irp] ~= a ~  a' (suitable choice of a~ 

it follows wi thout  diff icul ty tha t  

thus  

(3 ~ ) 

Inasmuch  as 

one has 

1 <= sece  ~ sece  cse2(~] 2~e ) 

thus by  (1~ (2~ (3 ~ 
1 

where 

0 < 2 (a ' - - a  ~ < ~'1 < c*" 

Llog vii ~ c* . 

3e < ~ §  < ~  e 

2 - -  2 - - 2  2 

sec e csc 2 e*~--2 �9 

I(x) = log ~ + ~ 0 ( x ) ,  

IIo(x)l = l o g ~ §  e csc ~ V§247 1- 
2 / = e" 

B y  (7.15), (7.15a) we accordingly obtain  

J~or(x, y) --  r(-~,x) l + I ~  log ~ 0. cos e log r(o, x~)' 

where a is arbitrarily near unity for a ~ (> 0) suitably small. There is a similar inequal i ty  

corresponding to rio'. Independent  of the  choice of the coordinates (Yl, Y2, Y3) we 

infer that 

(7.17) ~ ds(y) ~ 2o'1 log 1 
J~0 r(x, y) -- r(c, x) 

for x exterior N(e, 2@ with r(c, x) ~ a 0, where 0.1 is arbi trari ly near un i ty  by  suitable 

choice of a ~ (possibly depending on e). F rom (7.12) it is inferred tha t  
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(7.17a) ~ ds(y)_ <_ 2(to log _=1 ..... 
J[~o r(x, y) --  r(c, x) ' 

where (To has the propert ies assigned to a~ in (7.17). 

Wi th  the aid of (7.1), (7.2), (7.3), (7.8), (7.12), (7.17), (7.17a) the following is 

established. 

T h e o r e m  7.18. With  c any  point  on the 'edges' fl, the curvilinear potential K(x )  

[(7.1), with k(y) of H6lder class Hh] satisfies 

1 1 
(7.18a) 2(Tlk(c ) log r(c, x) e-h-lc* <= K(x )  < 2(T0k(c ) l o g ~ + s - h - l c  * 

for x exterior N(c;  2e) (Definit ion 5.1), with 

r(c, x) <= a ~ (a ~  

where a ~ is suitably small; in  the above 0 < (T1 ~ (TO (when k(c) > O) and 0 < (To < (Ta 

(when k(c) < O) and (Ti' (TO may be taken as near as desired (but not necessarily equal to) 

uni ty  by choosing a ~ suitably small (possibly depending on e). 

Recall  the t ransformat ion c = c t of S on itself, as described subsequent  (6.37), 

and the definition of S o (set of points t such tha t  l(t) ~ 6). For  t in S o, c ~ c t is on/3 

and the tangent  to /3 at  c ~ c t is perpendicular  to the  rectilinear segment  (c t, t). 

We extend this segment  till it meets  the  boundary  of S5 other  than/3;  let 2[c] denote 

this segment (all the  points t of 2[c] are in S 0 and t ransform into the end point  c). 

As a consequence of the theorem one has 

(7.19) mcO~--2(Ta]C(Ct) log r-i(ct, t) ~ K(t)  <= c~ log r-l(ct, t) 

for t on S o (not on/3), with al, (To as in the theorem and c o a posit ive constant .  

P r o b l e m  7.20. To construct a funct ion y(x), real and harmonic for x everywhere 

not on fl, y(cx~) ~-- O, with the properties 

1 
(7.20a) - -y( t )  .f(t) log ~< c* ,  

r(ct, t) - -  

1 1 
(7.20b) y ( t ) + f ( t )  log:---  ~ c * + v  log .. . . . . . .  (0 _< v < 1) 

r(c t, t) --  r(ct, t) --  

for  t on S~ (not on f l ) , f ( t )  being an assigned real funct ion of a HSlder class on S o, O being 

suitably small. 

Now (7.20a), (7.20b) are equivalent  to 
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1 1 
(7.21) --c* < y( t)+f( t )  log r(ct-l-i) ~ c*+v log r(ct, t~) 

(t on S~, no t  on fl). Consider (7.19), where y(t) --~ K(t) is of the form (7.1) with k(y) 
1 

as ye t  undetermined;  add to each member  in (7.19) the term f ( t ) l o g - ;  one has 
r 

1 1 
(7.22) --c~ log r(ct ' t--) <= y(t)+f(t)  log r(et, t~) 

1 
g e ~ + (2aok(et) + f  (t)) log r(ct, t~) 

(t on So). Inequali t ies (7.21) will be secured as a consequence of (7.22) if (for t on So) 

one has 

(7.23) 

(7.23a) 

:Now one m a y  take  

(7.24) 

2alk(et)+f(t) > O, 

2aok(ct)+f(t ) < ~.. 

(~1 = 1 - - ~ : ,  (9" 0 ~-- 1 + 2  (if k(c) > 0) ,  

a a :  1-~2, a 0 =  1--2 (if k ( e ) < O ) ,  

where 1 > 2 > 0, is a constant  t ha t  m a y  be taken  as small as desired. (c o in (7.19), 

(7.22) is possibly increasing as ~ ~ 0). 

I t  will be shown tha t  (7.23), (7.23a) are satisfied and Problem 7.20 is accordingly 

solved with y(t) --~ K(t) (7.1), provided one constructs k(e) in accordance with the 

following succession of steps: 

(I). Take any 0 < ~, < 1. 

(II). Le t  2(> 0), ~ be taken  so small t ha t  

P 
(7.25) H(2, 5) --~ 2 B + ( l + 2 ) h ( 6 )  ~ ~ (1 2),  

where B is the upper bound of ]f(e)l on /3 and h(6) is from the inequal i ty 

(7.25a) If(et)--f(t)i < h(6) 

(t is on the segment ~[et] 'crossing' S0; h(6) is independent  of t and ~ 0 with 5). 

(III). Let  j be a constant  such tha t  

H(~, 5) v - - H  (~,6) 
(7.26) - - - - -  ~ j 

1 - 2  1+2  

(IV). i n  7 ( t ) =  K(t), as defined by (7.1), put 

(7.27) k(c) = - - �89  j (c on fl). 
Z 
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We observe tha t  (7.25) makes the inequalities (7.26) consistent. In  view of 

(7.27), it is observed tha t  (7.23), (7.23a) hold if 

%(j . - - f (c t ) )~- f ( t  ) ~ 0, (~o(j--f(ct))-[-f(t) ~ v .  

Oil writing f ( c t ) ~  f ( t ) - -q ( t )  one has 

(7.28) tq(t)I ~ h(6) (on $5); 
accordingly we are to secure 

(7.29) eol-~alj  ~ O, w~-~aoj ~ v , 

where 
~o I = ( 1 - - a l ) f ( t ) + a l q ( t ) ,  ~o2 = (1--ao)f( t )~-aoq(t)  ; 

by (7.24), (7.28) and (7.25) 

l~11, l~.,.t ~ H(~, 6) (on S~). 
We now note tha t  

% §  ~ --H($, 5 )+(1 - -~) j ;  

hence the first inequality (7.29) holds by virtue of the first part  of (7.26); on the 

other hand, 
w~-a0J ~ H(~, 5 ) + ( 1 + $ ) j  ; 

thus the second inequality (7.29) will be at hand as a consequence of the last part  

of (7.26). Accordingly, (IV) gives the required solution. 

8. B o u n d a r y  p r o b l e m s .  Using the notat ion of section 4, let (~), (~') be 

asigned directions (nontangential to S) at t, defined by the direction cosines 

(8.1)  0j(t), 
respectively; these functions are to be of a H61der class on S, edges included. The 

corresponding lines extending from t will be designated by L;, L~'; also we let 

(8. la) v~'(t) ~- angle between t h e  directions (~-nt), (~) 

(similar definition for #"(t)); 

7~ 7~ 
(8.2) 0 ~ v~'(t) < ~ ;  ~ < v~"(t) ~ .n. 

Let ~'(t), ~"(t) be the angles corresponding to the angle ~(t) (cf. text  after (4.2a)). 
Designate by K'( t ) ,  K " ( t )  the functions K(t )  (4.22) corresponding to the directions 

(~), (~'). Generally, the primes and double primes will relate to the directions 
(~), (~'). 
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N o t a t i o n  8.3. Given any  func t ion  A(x ) ,  defined for  x in  C(S) ,  we write 

A~')(t) = lim A(x )  (as x, on L~,-+ t); A(") ( t ) - - - - l im  A ( x )  (as x, on L~',-~ t ) ,  

provided of  course the l imits  exist. 

Use will be made of the formulas (4.30), (4.31), valid for T(x) of (4.288) at  points 

for which K'( t )  =4= K"( t ) ,  

(8.4) T(')(t)  = q ( t ) g ' ( t ) ~ - T ( t ) ,  T(") ( t )  =- q( t )K"( t ) -4-T( t ) ;  

1 
(8.4a) q(t) ~- a( t )[~( ' ) ( t ) - -~g(")( t )] ,  a(t) = 

K ' ( t ) - - K "  (t) ; 

(8.4b) T( t )  =- a~( t )T( ' ) ( t )~-%( t )T(" ) ( t ) ,  a~ = - - K " a ,  a2 = K ' ~ .  

We shall now proceed to abtain  classes of solutions of the Hilber t -R iemann  

boundary problems 

(8.5) qi(')(t) =- A ( t ) r  

(8.6) q)(')(t) -~ A( t ) r162  B(t)  , 

where A(t)=# 0 on S, B(t)  are functions of tt61der class, assigned on S. Fur the r  

hypotheses will be introduced in the sequel. 

We shall first proceed heuristically. Le t  

(8.7)  QDI(X ) = e x p .  V(x) ,  W(x) = ~ k(y,  x) 
,1S r2(y, x) #(y)da(y)  , 

where /~(y) is to be determined so t ha t  q)~(x) satisfies (8.5). One has 

V (') = #K'A- V, V ('') = ,uK"-4- V (on S) ; 

thus  
q5(1')---- e V exp. (/~K'), ~5(1") ~- e V exp. (~uK") 

and we should have 
A( t )  ---- exp. [ (K ' - -K" )# ]  ; 

t ha t  is, 

(8.7a) 

The funct ion 

(8.75) 

#(t) = a(t) log A ( t ) .  

r  = e'(X)r 

where 7(x) is a curvilinear potential  (as yet  undefined) of a densi ty dis tr ibuted 

along fl, as in (7.1), will also sat isfy (8.5); we note t h a t  ~(')(t) ~ ~(")(t). The non- 

homogeneous problem (8.6) can be solved on making the subst i tut ion 

(8.8) r  = r 
We have 

6 -  642138 Acta mathematica. 84 



82 

thus 

(8.8a) 

W. J. Trjitzinsky. 

~I,')~ (') = Aq) o(''>~('') + B  = ~(0'>~P(")+B 

q(t) ~ ~(t)B(t)[q~/)(t)]-~ = a(t)[~P(')(t)-- gJ(")(t)] ; 

in form this is identical with (8.4a). Whence a solution of (8.8a) is given by 

(8.8b) T(x) = f k(y, ;)) 
s r2(Y, q(y)da(y). 

Since ~ K ' =  ~2, by (8.7b), (8.7a), we obtain 

(8.8c) q(t) = a(t)B(t)A-~2(t)(t) exp. [--7(t)-- V(t)]. 

The above considerations indicate that  it is desirable that  ~(t) be finite every- 

where on S, except possibly at the edges; that  is, we should obtain conditions under 

which one can f ind  a function ko(t ) so that 

(8.9) IK'(t)--K"(t)l  ~ ]Co(t ) > 0 (edges possibly excluded). 

Secondly, inasmuch as use is made of the principal value V(t) of the integral 

V(x) (8.7), we are led to require that A be such that 

(8.10) /~(y) ---- ~ (y ) l ogA (y )c  [~lS] (some ~; ~ - f l  < 1). 

Here fl is from (3.27) (hypothesis (3.27) being assumed in place of the condition 

(3.25b 1) of the Theorem). 

Thirdly, since some of the above considerations indicate that  the principal 

value ~(t) of ~(x) (8.8b) should exist, we should have 

(8.11) q(y) (8.8c)c JarS] (some ~; ~-~fl < 1). 

Def in i t ion  8.12. Suppose a(t) (8.4a) is finite on S (edges possibly excluded). We 

shall designate by (A*) the class of functions A (nonvanishing on S) such that (8.10) 

holds. Given a particular A ( t ) c  (A*), let (B*, A) denote the class of functions B(t) 
such that 

(8.12a) q(t)( = ~(t)B(t)A-~2(t>(t)exp. [--y(t)--V(t)]} c Isis ] 

for some ~ such that ~ f l  < 1. Here y is a f ixed potential of form (7.1). 

With K ' - - K "  =~ O, it is fairly easy to determine whether a function A(t) c (A*). 

With A(t) denoting a n y  particular function c (A*), the determination of whether 

B(t) c (B*, A) is more involved, but can be carried out (for instance with ?(t) = 0) 

by ascertaining with the aid af Theorems 6.36, 6.38, the behaviour of the principal 

integral V(t) near the edges and by examining the expression for q(t) in (8.12a). 
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When (8.9) holds and A ( t ) c  (A*) and B ( t ) c  (B*, A),  t'he heuristic process 

described from (8.7) to (8.8b) is rendered rigorous and we have on hand a class of solutions 

of the Hilbert-Riemann boundary problems (8.5), (8.6). The behaviour  of these solutions, 

tha t  is the possible orders of infinity of these solutions for x (in C(S)) near  the edges 

of S, can be ascertained with the  aid of Theorem 5.38. 

Relat ing to the  question of (8.9) we have the  following. 

L e m m a  8.13. 

3 

(8.13a) 

o r  

(8.13b) 

Suppose the 7i~...im(t), for m = 1, satisfy 

o o  

~ T i ( t ) n i ( t  ) ~ a 0 >  bo___ 1 ~__, 32m(6m~_7)Cm (all t on S) 
1 m = 2  

3 

~_, yi(t)ni(t) ~ - -a  o < --b o (all t on S ) .  
1 

Let K'(t) be the function K(t) (4.22), corresponding to the approach along the positive 

normal, Then 

(8.13c) K'(t) ~ --2~(ao--bo) < 0 (case (8.13a)); 

K'(t) ~ 2:r(ao--bo) > 0 (case (8.13b)). 

For  the purposes of the proof the  prime will be deleted. We have 

(1 ~ _K(t) = K l ( t ) + K d t ) ,  

where K~(t) is the  par t  of K(t) arising from the  7i(Y),. while K2(t) is the  par t  arising 

from the  76...i,, (m > 1). In  view of (4.34), (4.34a) 

here F o :  o : ,  - -  F3 and 

C 1 = 

2 

Kl(t  ) = ~ C~Fs(t)~-Co:o:iFo:~:l(t) ; 

_ ~ 1 §  cos OdO = O; 
0 0 

,oO 22~ 

C 2 =  f [as above] & i s i n O d O = O ;  
0 0 

OO 2:rg 

C ~ 1 7 6  

Recalling (3.6a), we obtain 
3 

(2 ~ Kl(t) : --2re ~ yi(t)n~(t) <= --2~ra o or ~ 23ra o . 
1 

To K2(t ) L e m m a  (4.26) can be applied, with ~(t) ---- 0 and the 7~l...~m(Y) for m ---- 1 
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omit ted.  Thus, replacing C a ( in  (3 .20a))  b y  ze ro  o ne  obtains 

oo 
(3 ~ IK~(t) I ~ ~ ~ 3~m(6m~-7)c~ : 27~b 0 . 

The Lemma ensues by (l~ (2~ (3~ 

L e m m a  8.14. Let K'(t), K"(t) be the functions K(t) (4.22), corresponding to the 

approaches along the positive and negative normals, respectively. I f  (8.13a) or (8.13b) 

holds, one has 

(8.i4a) K'(t)--K"(t)  ~= --4~(a0--b0) < 0 (case (8.13a)); 

K'(t)--K"(t)  ~ 4z(a0--b0) > 0 (case (8.13b)); Ia(t)] ~ c* (all t on S) . 

This is established by  noting tha t ,  by  (4.33) (with O(t) ~- 0), K'(t)--K"(t)  is 

double the expression for K'(t), with the ~il...ira(Y) for m even deleted, and by utilizing 

L e m m a  8.13. The above result can be generalized to fairly general situations, still 

obtaining I~(t)J < c*, as follows: 

I. When Yil...im(Y)~--0 for m ~- 1, 2 , . . . ,  2/~, bu t  not  all the ~i~...im(Y) for 

m z 2/~-~ 1 are zero, assume conditions analogous to (8.13a), (8.13b) for the ~i~...im(Y) 

with  m ~ 2/~-1.  

I I .  After  making an extension of L e m m a  8.14 on the basis of I, allow approaches 

to t not  along t h e  positive and negative normals, respectively, but  require these 

approaches to be sui tably near  to approaches along opposite normals ; more precisely, 

in this extension, assume tha t  v~'(t) it  near 0, while O"(t) is near z and ~"(t) is near 

v ' ( t )~-z (cf. the tex t  after  (4.31)). 

We shall omit  the details of such extensions. 

In  the rest of this section it will be assumed, on the basis of Lemmas 8.13, 8.14 

and extensions (I), (II), that there is a following situation on hand: 

(8.15) a(t) maintains sign on S; ]a(t)l ~ c*; ~l(t), a2(t), K'(t), K"(t) 

maintain signs. With  the 7i,...im(Y), the nj(t), O'(t), q/(t), O"(t), q~"(t) uniformly of 

a H6lder class on S, edges included, we shall have 

(8.15a) a(t), K'(t), ~(t), a~(t) 

uniformly of a HSlder class, edges included. The assumption with respect to the 

7il...i~(Y) means t ha t  fl of (3.27) is 0. 

Turning now to the italics subsequent (8.12a), we are now able to replace the 

definitions of classes (A*), (B*, A) by  simpler ones as follows. 
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C las s  (A*). This is the class of functions A(t) such tha t  

(8.16) logA(t)  c [~]S] (some ~; 0 ~ ~ < 1) 

and (8.16b) holds. 

C lass  (B*,A) .  Let  A be a part icular  funct ion of class (A*); (B*, A) is the  

class of functions B(t) such t h a t  

(8.16a) B(t)A ~2(t)(t) exp. [--~(t)--V(t)]  c [~]S] (el. (8.7), (8.7a)) 

for some ~ < 1 (~(t) is a eurvilinear potential  at our disposal). 

Is is observed tha t  #(y) --~ a(y) log A(y) will be [~IS] ; fur thermore  (with some v), 

(8.16b) I~(Y)--~(t)l < #(Y, t)rV(y, t) (0 < v <= 1); #(y, t) < c*l-~~ (l(y) <= l(t)); 

tt(y, t) < c*l-a~ (l(y) > l(t)); some ~o ( > ~) such that %--v < 1. 

Applying Theorem 6.36 with #(y) in place of q(y) and a, fl replaced by  ~, 0, respectively, 

we obtain 

(8.17) IV(t)] < c*L~(t) (if h < V; ~ = max. (~--h, V, %- -v ) ) ,  

<c*L~(t) (if h = v  and ~ = - m a x . ( 0 ,  V, a 0 ; v ) > 0 ) ,  

<c*L~(t) logL(t) (if h = ~  and  ~ ( a b o v e ) = - 0 ) ,  

<c*L~(t) (if 0 <  ~ < h _ < _  1; ~ =  m a x . ( 0 , ~ , ~ 0 - - v ) ) ,  

<c*LX(t) (if 0 = ~ < h  =< 1 and X = m a x . ( 0 ,  a 0 - - v ) > 0 ) ,  

< c* logL( t )  (if 0--~ ~ < h  ~ 1 and ~ (above) = 0 ) .  

In  the above h is the  Hbider exponent  for the 7i,..i,,(Y); since h > 0 and the third  

inequali ty cannot  occur unless ,] = 0, this inequal i ty  could not  possibly take place, 

as s tated.  

With A(t) denoting some particular function c (A*) (8.16), the corresponding 
principal integral V(t) [(8.7), (8.7a)] is of form 

(8.18) V(t) = v(t)Q(L(t)), 

where Q(L(t)) is one of the functions of L(t) (depending on the case) in (8.17) and 
Iv(t) I _--< c*, while v(t) is of a Hblder class for l(t) > 0. However,  in general, there is 

no assurance tha t  V(t) is uniformly of a H61der class, edges included. Under these 
circumstances the problem of determination of whether B(t) c (B*, A) (with 7(t) = O) 
is that of finding whether (near edges) 

(8.18a) B(t)A ~2(t)(t) exp. [--v(t)Q(L(t))] c [aiS] 

for some cr < 1 (a2(t) satisfies (8.15), (8.15a)); this can be carried out. wi thout  much  

diffuculty.  We therefore m a y  state the following. 
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T h e o r e m  8.19. Suppose (8.15), (8.15a) have been secured. Then the heuristic 

process, f rom (8.7) to (8.8b) is rendered rigorous, when log A(t) is [~[S] (some ~ < 1), 

for all B(t) such that (8.18a) holds (with ~ ~- O) for some ~ < 1; (8.16b) assumed. 

Let  us consider the following case. 

(I). S is completely regular (section 2); 

(II). The yil...im(t), ~'(t), q~'(t), O"(t). q / ' ( t )c  (u) Lip 1 (that is, are uniformly of 
class H1, edges included); 

(III).  A(t) c (u.) Lip 1. (A(t) ~ 0 on S ) .  

In  view of (II), c~(t) will be (u.) Lip 1; whence, as a consequence of (III),  we 

shall have 
/~(t) = a(t) log A(t) c (u.) Lip 1 (/~(t) c [0iS]) ; 

in (8.16) one will have ~ =- 0 and in (8.16b): v ~ 1, ~0 ~-- 0. Accordingly Theorem 

6.38 will apply  to /~(y); we have 

1 
(8.20) V(t) = V*(t)+#(ct)vo(t ) l o g - -  (near edges), 

r(ct, t) 

where V*(t), vo(t ) are uniformly of a HSlder class, say Hp (0 < p ~ 1), edges included. 
Furthermore ,  since K'(t) is (u . )L ip  1, 

(8.20a) A-a'~(t)(t) = exp. [--K'(t)/~(t)] c (u.) Lip 1 . 

Since/~(y) may  be complex valued (when A(y) assumes negative values);  vo(t ) 

is independent  of ,a and is real; write 

(8.21) tt(ct)vo(t) = vl(t)-kv2(t)~--~l (v~(t), v2(t) real ) .  

Construct  a funct ion ~(x), real and harmonic for x not  on edges, zero at  infinity, 

with the propert ies:  

(8.22) (1 ~ --~(t)~-vl(t  ) log r(ct, t) ~ c* , 

(2 ~ v(t)--v~(t)logr(ct,  t ) __< c * + a  log ( ~ )  

(0 <: a < l) for t on S o ( that  is, for 5 ~ l(t) > 0, with 6(> 0) small). 

Such a function V(x) can be actual ly  obta ined in the form of a curvilinear 

potent ial  (7.l) (K(x) of section 7 not  to be confused with K(x) of Theorem 4.28), 

ex tended over edges fl in accordance with the scheme used in solving the Problem 

7.20 (on the basis of Theorem 7.18); we just  replace f(t) of Problem 7.20 by  va(t) 

and ~ b y  (~. In  all cases y(x) can be so chosen so tha t  (r (if not  ~- 0) is as small as 

desired. 
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When IA(y)[ = 1 we have vl(t ) = 0; one then may talce 7(x) = O, (~ = O. 

As a consequence of (8.20), (8.21) and (8.22) 

(8.23) ]exp. [ - -7( t ) - -  V(t)]l ~ c* exp. [--7(t)+v~(t) log r(ct, t)] ~ c* , 

lexp. [7(t)~-V(t)]] ~ c*r-(X(ct, t); exp. [ - -7( t ) - -V(t)]  is of a HSlder  class for l(t) > O. 

B y  (8.20a) and the above 

A-~2(t)(t) exp. [ - -y( t ) - -  V(t)] c (0IS]. 

B y  vir tue of the s ta tement  with respect  to (8.16a) it is observed tha t  all functions 

(8.24) B ( t ) c  [~[S] (with ~ < 1) 

belong to the class (B*, A), for all A(t) c (u.) Lip 1 (the same is t rue under  certain 

more general conditions). The following has thus been established. 

T h e o r e m  8.25. Assume the situation as described in connection with (8.15), 

(8.15a); suppose S is completely regular and that 

(8.25a) ~gl...i,,(t), a'(t), of(t), O''(t), q~''(t) C (U.) Lip 1 ; 

then the heuristic process, front (8.7) to (8.8b), for solving the Hilbert-Riemann boundary 

?~roblems (8.5), (8.6) is rendered rigorous for all A ( t ) c  (u . )L ip  1 (A(t)4= 0 on S) 

and all B ( t ) c  ( s i s  ] (with ~ < 1), with y(t) chosen in accordance with (8.21), (8.22). 

Suppose we obta ined solutions in accordance with the theorem 8.19. The 

homogeneous problem is solved by  

(8.26) ~b0(x ) = ~l(X) = exp. r ~ #(y)da(y) (/~(y) ---- a (y) log  A(y) ) .  
~, ~(y, x) 

To s tudy  this solution for x (not  on S) near edges fl of S we apply Theorem 5.38. 

In  view of the hypotheses  involved in theorem 8.19 

a(y) log A ( y ) c  [r]]S] ( 0 ~ <  1). 

I t  is inferred tha t ,  with c denoting any point  on fl, one has 

k(y, x) . . . . .  < c*k~(e)r-rt(c, x) (if rj > 0), < c*k~ (~) log r(c, x) (if r] = 0) [ s ~  x)#tY)a~tY)[ 

(kl(e) f rom (5.38)) for x near c, exterior N(c, s )+ W(c, ~) (Definition 5.1). The integral 

in (8.26) can therefore be expressed in the form 

1 
v(c, x)r ~(c, x) (if V > 0 ) ,  v(c, x) l o g - -  (if V = 0 ) ,  

r(c, x) 
where Iv(c, x)i < c*kl(s); thus  
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(8.26a) ~b0(x ) ~- exp. [v(c, x)r-~(c, x)] (if ~ > 0) , 

~)o(x) : r(c, x) -v(c'x) (if ~----0; x near c, exterior N(c, s)~- W(c, ~)) . 

With  B(t) such tha t  (8.18a) holds, the function q(t) [(8.12a), with 7(t) ~- 0] will be 

in [a]S] (~ < 1); b y  Theorem 5.38 

k(y, x) 
q(y)d(~(y) l < c*]~(e)r-C'(e, x) (if a > 0) ,  [T(x)l = j s r2 (y  ' x) 

1 
< e*kl(e) l o g - -  (if ~ : 0); x exterior N(c, s)~-W(c, ~); 

r(e, x) 
hence 

(8.26b) 
1 

W(x)~-u (c , x ) r -a (c , x )  (if ~ > 0 ) , : u ( c , x ) l o g - - -  (if a - - ~ 0 ) ,  
r(c, x) 

where lu(c, x)l < c*/cl(s) (exterior N(c, e)-~ W(c, e)). On taking note  of (8.8) and of 

t h e  preceding, the  following is concluded. 

T h e o r e m  8.27.  When solutions of (8.5), (8.6) are obtained in accordance with 

theorem 8.19, the solution r  ~ q)o(x)T(x) (8.8) of the nonhomogeneous problem has 

u(c, x)r-~(c, x) exp. [v(c, x)r-V(c, x)] (if a > 0, ~ > 0); 

u(c, x)r-a(c, x)r(c, x) -v(c,x) (if o~ > O, ~ = 0); 

1 
(8.27c) u(c, x) log - - - -  exp. [v(c, x)r-~(c, x)] (/f a ~- 0, ~ > 0); 

r(c, x) 

1 
(8.27d) u(e, x) log r(~,x~ r(c, x) -v(c,~) (/f a --~ 0, ~ = 0);  

the above is asserted for x near any 'edge' point c, exterior N ( c, s) ~- W (e, s) ; the functions 

u(c, x), v(c, x) have bounded absolute values (the bounds may depend on s). 

In  any  actual  case, in applying the  above result, supplementary  more precise 

information can be obta ined by  determining the numerical  sign of the real par t  of 

v(e, x) (v(e, x) is defined by  # and m a y  therefore be complex valued).  We will not  

go any  further  into this. 

Proceeding on the basis of theorem 8.25, it is noted  tha t  a solution of (8.5) is 

given b y  

(8.28) Co(x) ~- e r(x) exp. V(x) (7(x) as in (8.22)). 

As noted  preceding (8.20), # ( t ) c  (u.) Lip 1 and is [01S]; hence in view of Theorem 

5.38 (where q(y), ~ are replaced by/~(y) ,  0) 

the forms: 

(8.27a) 

(8.27b) 



Multidimensional Principal Integrals, Bound. Value Problems and Integral Equations. 89 

1 
V(x) = v(c, x) log r(c, x~)' Iv(c, x)] < c*kl(e) . 

Now y(x) is defined by  a potential  (7.1) (so tha t  (8.22) holds). By Theorem 7.18 

1 1 
2alk(c ) log r(c, x) e-h-Ic* <-- y(x) <~ 2a0k(c ) log rte,~---x) +e-h-~c* (exterior N(c; e)) 

(h here is the HSlder exponent  of k(y) of (7.1)), where al, % are certain positive 

numbers,  as s ta ted in the theorem. Hence, near  c, 

(8.28a) r = r(e, x)-V~(~,x~; Iv2(c, x)l < c*~(~), 

where/c2(e ) is a certain function of 'e which m a y  tend to 0o, as e ~ 0 ; these inequalities 

can be made sharper, utilizing the special construction of y(x). We shall not  linger 

on this point. With  B ( t ) c  [~LS] (~ < 1), ~ ( t )c  (u.) Lip 1 (cf. the  text  preceding 

(8.20)), A-~ (u.) Lip 1 (8.20a), in view of (8.23) we infer 

q(t) = a(t)B(t)A ~(t)(t) exp. [ - - y - -  V ] c  [~lS] ; 

hence (8.26b) holds again for W(x). Now qb(x) = r is a solution of (8.6). 

Therefore the  following can be stated.  

T h e o r e m  8.29. When solutions of (8.5), (8.6) are obtained in accordance with 

theorem 8.25, the solution q~(x) (8.8) (with r defined as in (8.22)) of the nonhomogeneous 

problem has the forms 

(8.29a) u(c, x)r(c, x) -~(~,x)-~ (if c~ > O) , 

1 
(8.29b) u(c, x)r(c, x) -~2(~'x) log - -  - (if cr = O) 

r(e, x) 

for x near any 'edge' point c, exterior N(c, e)~-W(c, e); lu(c, x) I, ]v2(c, x)] have bounds 

f ini te  for e > O. 

9. S i n g u l a r  o p e r a t o r s .  In  the  remaining sections we shall s tudy  integral 

equations, involving operators of type  

I k(y, t) (9.1) a(t)u(t)-~ ~ r2(y, t) u(y)d~(y)[~- At(u)] ; 

here k(y, t)r-~(y, t) (3.1) is a principal kernel as described in section 3, while a(t) is 

of a HSlder class on S (for l(t) > 0), a(t) =4= 0 (for l(t) > 0). As  remarked before, the 

essentially novel feature (and one involving substantial new difficulties) of our present 

developments, in sO far  as integral equations are concerned, consists in the possible 
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presence of edges fl in the manifold (surfaces) S. The lat ter  fact  necessitates care 

regarding orders of infinity near ft. 

We shall proceed under  the conditions of Theorem 3.25, with y(y, t) satisfying 

(3.27). In order tha t  the integral in (9.1) should exist in the sense of principal values, 

in view of the  considerations of section 6 we are led to require tha t  

(9.2) ~(t) c [~ls]  (0 =< ~ < 1; ~ + ~  < 1; ~ from (3.27)) .  

Use will be made of a number  of formulas of section 6, with q(y) replaced by  

u(y). Let  e be a point  on the edges ft. Suppose the y sys tem has its origin at  c; thus  

c ---- 0. This hypothesis  is not  essential. We have 

(9.3) 'P(t) ~ lsk(y, t)r-2(y, t)u(y)da(y) = f~,k(y, t)r-2(y, t)u(y)da(y)-~r 

[a '= S--S(o, a); a, > O, small], where (by  (6.3)) 

c(y, t)r-2(y, t)u(y)d(~(y) < c* 

~(t) ~- ~ k(y, t)r-2(y, t)u(y)d(~(y) ~- qb" (t) ~-qS' (t) 
.J 

S (o, a) 

(of. (6.4), (6.4a)~, (6.4b)); here 

(9.3b) ]r : f k"(tly, t)r 2(y, t)u(y)da(y) ~ c*L [3+~' h(t) (h < ~x) 
,J S (o, a) 

< c*L~(t) (~x< h ~ 1), < c*L~(t) logL(t) (h---- ~);  (cf. (6.19)); 

(~ [L(t) = (er(o, t ))- l ;  t in S o , ~  exterior cones N(o, s)]; 

fur ther  (by (6.20), (6.21)), 

(9.3e) ~'( t )  = l k'(try, t )r-2(y ,  t )u(y)d~(y)  = ~ ' ~ 1 6 3  ; 
,J (o, a) 

here (by (6.22), (6.22a)) 

(9.3d) ]~b~'~ = t)r-2(y, t)u(y)d(~(y) < c*L~(t) (if ~ > 0) ,  

< c * l o g L ( t )  (if a = 0 )  [s~-  S(o,a)--St, b], 

where b = Coer(o , t) with c 0, > 0, sui tably  small ( independent of t), in accordance 

with the  tex t  subsequent  (6.20). At this stage introduce the orthogonal transformation 
(3.5), going from the y system to the Y system, the origin 0 of the latter being at t, as 
described preceding (6.24). We then have 
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= I l~'( Y, O)r-2( Y, O)u( Y)da(Y),  (9.4) qD'b(t ) 
.) S(O; b) 

where u(Y) = u(y) and k'(Y, O) is as in (6.24). In t roduce  now polar coordinates 

2~ 
Y ~ =  ec~  ( i =  1,2), 0 1 =  0 , 0 2 = - - 0 .  

2 

One then  has (of. (2 ~ after  (6.24)) 

(9.4a) k'(Y, O) = f(t, 0)+@~ 0), 

where f(t, O) is wr i t ten  for k*'*(t, O) of the  preceding sections; 

oo 2 

(9.4b) f(t, 0) = .~)~ _,~ F~, ....... (t) cos 0~, . . .cos 0 .... (el. (3.11a)). 
m = l  8 1 ~ . . . s r a = l  

The function f(t, O) is the characteristic of the kernel in (9.1). 

I t  will be necessary to modify  the  procedure tha t  led from (6.24) to (6.25). 

In  the  expression for q~s (6.24') replace u(O)@v 2 by u(Y);  thus 

qb;(t) = l I (f(t'O)@k~'~176 0))(l@v~(~, O))u(y)d~do 

(0 ~ ~ ~ b ;  0 ~ 0_~70.  One has 

~9'b(t ) = T * ( t ) + T ( t )  ; 

Ib l m f(t, l rZ( 0 O)Y) u(Y)dYldY2 (9.5a) ~P*(t) = O)u(y)dO do = 
0 0 ~ s(o, b) 

(Y = (Y1, Y2' 0)) is a principal integral and 

l i o,.kl  ' (9.5b) Tl(t ) = [k'(Y, O)v~(q, ,~- t re, O)]u(Y)--dO. 
S(O, b) 

The integral T*(t) (9.5a) will be termed the characteristic part of the principal integral 
T(t) (9.3); T*(t) is defined for l(t) > 0; when l(t) ~ d o (small fixed do, > 0), b in 

S(O, b) is taken  as Coer(o, t) (c o, > 0, small), as s ta ted before; when l(t) > do, b (> 0) 

can be defined as a fixed sui tably small constant .  

Inasmuch  as (9.5)-(9.5b) differs from (6.25) merely  in the  grouping of the 

various terms,  from the  text  leading from (6.25) to (6.32a) it is easily seen tha t  

T*(t), Tl(t) satisfy inequalities of the same form as ~b~(t); thus 

(9.6) [hu*(t)[, ITl(t)[ < c*L(t) c'o ~; 

(9.6a) [T*(t)l, [Ta(t)l < c*L~(t) (in the  case (6.27b), for u(y)) 

(9.5) 
here 
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for t (on S) near the edge-point  o, exterior N(o, ~); here ~0, v are from the inequalities 

(9.7) lu(y)-u(t)I ~ u(y, t)r~(y, t) (some v; 0 < v ~ 1) , 

(9.7a) u(y, t) < c*l-~~ (for l(y) ~ l(t)), < c*l-~~ (for l(y) ~ l(t)); 

a ~Or a o - - ~ <  1.  

L e m m a  9.8. Let u(t) belong to the class of functions satisfying (9.2) (so that (9.7), 

(9.7a) hold). The operator At(u ) (9.1) is representable near an 'edge' point c (in an y 

system, in which e = o) in the form 

(9.8) At(u ) = A*(u)+A~ 
where 

(9.8b) At*(u ) = a(t)u(t)@ ~*(t) (~*(t)  from (9.5a)) 

is the characteristic part of At(u ) and 

f (9.so) A~(u) = ~o(t) = to(y, t)r-~(y, t)u(y)d~(y) 
f i t  

f I k'(tly, + (ry, t)u(y)d~(y)+ t)u(y)d~(y)+7'~(t),  
S ( o ,  a )  s 

[Wl(t) is from (9.5b) and a ' =  S--S(o, a), s = S(o, a)--St, b] 

is the regular part of At(u ). We term A*(u), A~ briefly, characteristic operator and 

regular operator, respectively; ~*(t), A~(u) satisfy inequalities near edges of the same 

form as hold for ~(t) in Theorem 6.36 (obvious changes for c :~ o). 

Write  the Fourier  expansion of the characterist ic of the kernel in At(u ) in the  

form 
o o  

(9.9) f(t, O) = ~ '  f~(t)e ine , 
n =  oo 

where the prime signifies omission of the term for n = 0; we recall tha t  fo( t )= O, 
as a consequence of (3.14) (where kl'*(t, 0 ) = f ( t ,  0)). 

Use will be made of the following result in the theory  of Fourier  series. Let  

F(O) be continuous,  of period 2~, and let 

co(5) = max.  ]F(O@d)--F(O)[ (for [d I ~ (~) 

be its modulus  of cont inui ty;  then  the complex Fourier  coefficients of F(O) satisfy 

(9.1o) IF~I ~ 1~ ~ (n = ~=1, ~ 2  . . . .  ) 

[Cf. A. ZYGMU~D, Trig. Series, Warszawa-Lwow,  1935; p. 18]. 
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Let  a prime in parentheses denote  the  part ial  derivat ive with respect to 0; thus 

f(')(t, O) = ~ f ( t ,  0 ) .  

d ( C O S  0 8 1 . . .  C O S  08m ) ~ ~1~ 

and I~1 . . . .  m(t)l ~ 3c (3.20a), by  (9.4b) one has 

O0 2 Oo 

(9.11a) If(')(t,O)l < ~"  ~ mlF~...sm(t)l < ~mCm6"~< c o 
m = l  8 1 , ,  . .sm=l 1 

(c o from (3.20b)); existence and continuity ,  in  O, of  f(')(t, 0) is evident. 

The surface is regular;  thus the  aij = aij(t ) in the t ransformat ion (3.5) can be 

selected (u . )Lip  1, tha t  is so t ha t  

Iaij(y)--aij(t)[ ~ hor(y , t) (h 0 = c*); 

since laij(t)[ <: 1, it follows by induct ion tha t  

Iail,sl(Y) " . .  aim, sm(Y)--ail,sl(t) " " "ai ...... (t)l _<= mhor(y, t);  

in view of (3.6a), the Fsi...~m(y, t) = /"81 .. .... (y)--l~,..~.m(t) are bounded in absolute 

value by 

~ lYil...im(Y)[ai~,8~(Y)"" aim, 8~(Y)--aii,si(t) " ' "  ai . . . . .  (t)] 
11,...ira 

§ ~.,.~ l~q...im(y)-~q...r s~(t)]; 
il,. �9 .im 

thus, as a consequence of (3.20a), (3.20c), (3.27), 

(9.12) 1/'81 ....... (y, t)[ <~ mcm3r%or(y, t ) +  3m2mV(y, t)rh(y, t) 

2' 3mr h" --- go m (y, t)l-~(.~) [ ~  = max. (mcm, 2~); go c*],  
where 

(9.12a) V = y (when l(y) </ ( t ) ) ;  V = t (when Z(t) < l(y)) .  

We have 
oo  2 

(9.13) F ( y , t , O ) = f ( y , O ) - - f ( t , O ) =  ~ ~__~ F~, ...... ,,~(y,t) e o s O ~ . . . c o s O ~ , , .  
m = l  81 , . . .Sm=l  

Inasmuch  as 

leos (O§ 01, Isin (O§ O[ _--< Idl 

one obtains by  induct ion 

(lo) 

0 1 : 0 , 0 2 : - - 0  , 

2 

[cos 081...cos O~m (for O§ 081...cos O~m (for 0)] ~ mid [ . 
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d 
Now ~ (cos 0~ . . . cos  0~,,) is a sum of m products of form 

COS 0 j l . . . C O S  Oj, ,  ; 

hence, in view of (10), 

d d 
(20) d0(COS0~ . . .cos0,~)(for  O + d ) - - ~ ( c o s O ~ . . . c o s O , m  ) (for 0) <--m2[d[. 

By virtue of (9.13), (9.12) and of the above 

co 2 

(9.13a) tF(')(y, t, O+d)--F(')(y, t, O)i ~ 3," ),~ tF~,..~m(y, t)lm2ld] 
/ = 1  S l , . . . s m = l  

oo 

g'rh(Y, t)l-~(~)[d[ [g' = go ~ m~6m2~ = c*] , 
1 

where ~7 is as in (9.12a) and the series for g' converges, since the series c o (3.20b), 

c" (3.20d) converge. Similarly, by (9.4b) and (2o) 

oo 2 

(9.13b) [fc')(t, O+d)--f(')(t,  0)] ~ ~ '  ~,~ ]F~,..~m(t)]m2]d ] 
~,n=l 8 1 , . . . s m ~ l  

~= h'ld[ h' = ~ m2cm 6m = c*, convergent by (3.20b) . 
1 

We have 
1 , 1 

(9.14) f~(t) =_fr  f~(y)--f~(t) = _  F,'~(y, t) 
~ n  "tn 

where f'~(t), F'~(y, t) are complex Fourier coefficients of 

(n =~ O), 

(9.14a) f(')(t, 0), F(')(y, t, O) = f(')(y, O)--f(')(t, 0),  

respectively; fg(t) = F~(y, t) = O. The third members in (9.13b), (9.13a) give upper 

bounds for the moduli of continuity (with respect to 0) of the functions f(')(t, 0), 
F(')(y, t, 0), respectively. Hence, as a consequence of (9.10), rf',~(t)I and ]F'n(y, t)[ are 

bounded by 
~r 1 ~r 1 
~h  n '  2 g'rh(y' t)l-fl(~])n ; 

whence (with ~ from (9.12a) and n =~ 0) by (9.14) 

(9.14b) ]fn(t)] ~ -~h '  1 z~ ,rhJ 1 2 n ~ ;  I f~(Y)-L( t ) l  ~ 2 g  ty, t)l-fl(~)~ �9 

The above inequalities give information regarding the behaviour near the edges, as 
well as continuity properties of the coefficients in the expansion (9.9) of the characteristic 
of the kernel in At(u). 
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Def in i t ion  9.15. The funct ion  
CO 

(9.15a) a(t, q;) = ~ an(t)e in~ (0 ~ q~ ~ 2~), 
n =  o o  

where ao(t ) = a(t) and 
2~ 2~ 

(9.15b) %(t) = - - f , , ( t ) ,  a , ( t )  . . . .  (--1)'f_n(t) (n > 0) 
n n 

will be termed symbol of the operator At (u  ) (9.1). 

The definition of the symbol is in accord with [M; p. 92]. A simple condition 

for the nonvanishing of the symbol a(t, q~) is that  

CO 

(9.16) la(t)l ~ a ~ > 2~2h ' ~.~ Inl -~ ( =  a ' ) ;  
1 

this follows from the inequality (ensuing by (9.14b)) 

CO r  

an(t)e inq~ ~__ 7~2h ' n . 
- - 0 0  - - 0 0  

If S has no edges, then, as can be seen from [M], the following is true. If the 

symbol a(t, q~) of At(u  ) does not vanish, the operator At(u  ) can be regularized in the 

sense that  there exists an operator B(w)  (whose symbol is a-l ( t ,  ~)) so tha tBA(u) - -~  

u~-T(u ) ,  where T(u)  is a completely continuous operator. Without  further considera- 

tion, this cannot be asserted when edges are present. 

Let Bt(w ) ~ - B * ( w )  be the characteristic operator (Definition in Lemma 9.8), 

defined by the symbol 

1 oo 
(9.17) b(t, q~) - -  - -  ~ bn(t)e i~v (0 ~ ~ ~ 2~) . 

a(t ,  ~) ,~= 

Whether as a consequence of (9.16) or in any other way, we .forthwith assume that 

(9.18) ]b(t, ~)]{ = la-~(t, ~)l} =< b~ ( b~ = c*) .  

A corollary to a theorem of N. WIENER asserts that, if the Fourier series S ( f )  off(0) 

converges absolutely and f(0)=~ 0, then S ( f )  also converges absolutely [cf. Zygmund, 

p. 143]. Now the series (9.15a) for a(t, el) converges absolutely; hence the series 

(9.17) for the symbol b(t, of) converges absolutely for 0 ~ ~ <__ 2~, for every t for 

which a(t, ~) ~ 0; in view of (9.18) such convergence is assured for all t on S. From 

(9.17) the characteristic of the kernel in the operator Bt(w ) is reconstructed in accord 

with (9.15b), (9.9); thus 
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c o  

(9.19) g(t, 0) = ~ '  gn(t)e ~ne, 
n : ~ O 0  

n n 

gn(t) = 2~bn(t),  g_n(t) ~- ~ ( - - 1 ) n b , , ( t )  ( n >  0),  

wil l  be the characterist ic  f o r  B t (w  ). Convergence of the series for g(t, 0) is a corollary 

of the absolute convergence of (9.17) [M]. The operator Bt(w) ,  itself, has the structure 
of (9.8b), (9.5a); that  is 

(9.19a) Bt (w  ) ~- b ( t )w( t )+  tPl*(t) ; b(t) = b0(t); 

~ j , ( t )  = lo lo  g(t, O ) w ( y ) d O  do = i g(t ,  O) w ( Y ) d Y l d Y ~  
Js(O,b)r2( O, Y )  

[~he Y system has its origin 0 at t, as in (9.5a); in the above Y--~ (Y1, Y2, 0)]. 

The following formula due to MICHLI~ is found in [M; p. 93]: 

(I) a(t, of) = - -  f ~ log [2i sin (O--~)] f ( t ,  O)dO-f-a(t) 
. ]  - -g ] :  

(in the present notation). This we put  in the form 

/ .  

(I') a(t, of) ~-- - -  ~ log (2i sin O)f(t,  q~-O)dO~-a(t )  
. J  

0 

By (9.15b), (9.14b) a(')(t, of) can be obtained deriving (9.15a) term by term;  

a(')(t, ~) is continuous in ~ and one has 
c o  

# 

(9.20) [a(')( t, ~)I ~ ~2h'2 _,~ r-2 = h0(~-- c*). 
1 

Also, in view of the same formulas 

(9.20a)[ a(')(Y, qJ)--a('~( t, q~)l ~ ao r (y, t)l-fl(~7) (h o -= c*) . 

Further,  by (9.18) and (9.20) 

(9.20b) Ib(')(t, of) i < b' o ( =  h'o(b~ 2 - -  c*) . 
I t  is observed tha t  

(1 ~ B(')(y, t, of) ~_ b(')(y, cf)--b(')(t, of) = H ( y ,  t, ~v)b2(t, cf)b2(y, ~v) , 
where 

(2 ~ H ( y ,  t, qJ) a(')(t, q~)a~(y, a (') = q~)-- (y, qJ)a~(t, qJ) 

a (~) = a(')(t, ~)(a(y,  q~)--a(t, ~))(a(y,  q~)-~-a(t, ~))~-(a(')(t, q~)-- (Y, q~))a2( t, V ) .  

Now, by virtue of (9.4b), (3.20a), (3.20b) 
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C o  

(9.20a') If( t ,  0)1 <= gl ~-- ~ c m  6m ~- c*; 
1 

also, from (9.13), (9.12) one derives 

oo  2 

(9.20a") If(Y, O)--f(t,  0)[ < ~./ Z IFsl .sm(Y,  t)l 
m = l  S l , . . . s i n - -1  

< got  (y ,  g;  = go m c* ; 
1 

hence by (I') (with ~ from (9.12a)) 
2 ~  go 

(9.21) la(t, ~)1 < gl ~ ]log (2i sin O)]dO+la(t)l = gli '+]a(t)[ = To(t); 
.1 0 

[a(y, ~)--a(t, ~)[ < g~i'rh(y, t) l-~(~)+[a(y)--a(t)l  = T(y ,  t) . 

With the aid of (2~ (9.20), (9.21), (9.20a) one infers 

(9.21a) [H(y, t, qJ)l ~ hoT(y, t )[To(y)+ To(t)]-4-h'o'rh(y, t)l-~(~)T~o(t) -= Tx(y, t) . 

Whence by (1 ~ and (9.18) 

(9.22) IB(')(y, t, q>)l < (b~ t) . 

Let the n-th Fourier coefficient of b(')(t, qJ) be b'n(t); by (9.20b) and since b,~(t) ~-- 

(in)-Ib'n(t) (n # 0), 
t 

(9.23) Ibn(t)] ~- Ib'n(t)[ . In1-1 <~ b~Inl-1; b o =  c*; n=~O; 

b 'n ( t ) ~ O, as n-+ ~=ex). 
Since 

1 
B,~(y, t) = bn(y)--b,~(t ) = - -  B'n(y, t) (n ~= 0),  

us 

where B',~(y, t) is the n-th Fourier coefficient of B(')(y, t, ~v), from (9.22) it follows tha t  

(9.23a) Ib,~(y)--bn(t)] ---- ]B',~(y, t)[ ]n1-1 _<_ (b~ t)ln[-~; n # 0; 

B'n(y,t)--->O, as n---> +_c~ [T~(y,t)  from (9.21a), (9.21)]. 

The formulas  (9.23), (9 .23a)are  impor tant  because they f u r n i s h  in format ion  

regarding the behaviour of  the coefficients gn( t ) in  the expansion (9.19) of  the characteristic 

g(t, O) for  the operator Bt(w ). 
The following can be proved. Suppose  (9.18) holds and 

CO 

(9.23b ~ la(t)l < c*, la(y)--a(t)l  < c*rh(y, t)l-tl(~), ~ m56m2m < cx) ; 
1 

then 

7 - -  6 4 2 1 3 8  A c t a  mathemat ica .  8 4  
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(9.235) If~(t)l ~ c*ln[ -~ , I f~(y)- - fn( t ) l  < c*rh(y, t)l-~(~])ln1-5 , 

]g~(t) I <= c. lnI_a,  ig,~(y)_g~(t) ] ~ c ,rh(y ,  t)l ~(~)lnl 3,  

where ~] = t ( fo r  l(t) <~ l(y)), : y ( fo r  l(y) ~ l(t)). Fur thermore ,  n3gn( t ) -~  O, 

n31gn(y)--gn(t) l -+ O, as lnl ~ cx~. 

The proof of this will be omit ted;  we shall only remark that ,  under the  above 

conditions, the  four th  order part ial  derivatives,  with respect  to 0, of f ( t ,  0), b(t, O) 

exist  and tha t  a suitable elaborat ion of the  methods  used in proving (9.23a) will lead 

to (9.23b). 

In  so far as the coefficient of w(t) in Bt (w  ) (9.19a) is concerned, one has (by  

(9.17), (9.18)) 

(9.24) 

in view of (9.18), (9.21) 

Ib(t)l --  Ib0(t)l ~ b ~ = e*; 

Ib(y, ~ ) - -b ( t ,  ~)1 =< (b~ t); 
thus  

(9.24a) Ib(y)--b(t)I < 2~ ~ ) - -b ( t ,  q))ldq) = (b~ t) . 

The a'~(t), b'n(t ) are the  Fourier  coefficients of at'~(t, g~), b(')(t, ~) (the part ials  

with respect  to ~v); we have (cf. (9.15a), (9.15b), (9.17), (9.19)) 
! ! 

la,~(t)[ = 2z~lfn(t)l; lb',~(t)l ~- 2~lg.(t)l ; ao(t ) = bo(t ) = O.  

I t  has been noted  in [M; p. 101] tha t  Parseval 's  ident i ty  leads to relations be tween 

the integrals of the  squares of absolute  values of derivat ives of symbols  and of 

characterist ics;  thus, in our case: 

2 ~  .27~ 

~ 0  ' )  0 

0 

(i) la(')(t, cf)]2dcf = 4~ 2 ~ I f ( t ,  cf)l~dv . 
0 'J 0 

B y  (9.18) Ib(')(t, of) l ~ (b~ , of) 1. Hence 

(9.25) r ig(t' V)I 2dr ~ (b~ 4 r ~ I f (  t, V)] 2dr ~- 2ug](b~ ' 

(gl, = c*, is from (9.20a')). Inasmuch as 

]a'n(y)--a'n(t)l = 2n] f~(y)- - f~( t )] ;  tb'n(y)--b'n(t)l = 2z~]g~(y)--gn(t)] , 

we have fur ther  relations 
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,27T ,2~ 

(iii) f ] a(')(y' q~)--a(')(t' ~)l~d~ = 4~zf If(Y, q~)--f(t, q~)]2dq~ . 
0 ~0  

Now by (9.18) and the inequality subsequent (9.24) 

[b(')(Y, q~)--b(')( t, q~)l = Ib2( t, (P)(a(')(t, qJ)--a(')(Y, q~))+a(')(Y, q~)(b(t, qJ)+b(y, q~)) . 

(b(t, q~)--b(y, q~))l < (b~ cf)--a(')(Y, q~)l+ 2(b~ el)IT(Y, t) . 
Hence 

[S O ]b(t)(Y' q~)--b("(t, cf)'2dq~] �89 (b~ ~ la(t)(t, q~)--a( )(y, q~)]ZdqJ] 

by (iii) and (i) the second member is bounded by 

Accordingly by (ii) and (9.20a') 

-t-21/2~gl(b~ t) (T(y, t) from (9.21)). 

The above formula gives properties of mean square continuity (with respect to y) 
of the characteristic g(y, ~o) in the operator B; these properties are related to similar 
properties of the characteristic f(y,  q)) in the original operator A.  In  view of (9.20a") we 
have the corollary: 

(9.25b) Ig(Y, ~o)--g(t, ~o)I~d~ < l/~(bO)2gorh(y, t)Z-~(~) 
0 

+2[/~gj(bO)aT(y, t) (~ as in (9.12a)). 

10. Compos i t ion  of s ingu la r  in tegrals .  It  will be necessary to study in some 
detail the result of application of the operator B t (9.19a) to the operator A* (9.8b). 
For this purpose we introduce the notation: (10.1) t, t', t" are points on the surface S 
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(near one another);  Pt, Pt' are tangential  planes to S at t, t', respect ively;  r '  is the  

orthogonal  project ion of t' on Pt;  T" is the  orthogonal  project ion of t" upon Pt,; 

= r(t, r'), ~' = r(t', r" ) ;  ~, T are polar coordinates of r' (in Pt, with pole at t); 

~', 0 are polar  coordinates of r "  (in Pt', with pole at  t'); fur thermore,  

(10.1a) r ' =  ( r ; , r ; ) ;  r ~ =  ~ c o s ~ P , r ; =  ~ s i n T ;  d r ' = d r ~ d r ; ;  

r"  = (r;', r~'); r ; '  = ~' cos 0, rs = o' sin 0; dr"  = dv; 'dr~' .  

Let  c be a point  on edges, near which the operator  product  B A * u  will be studied. 

Assume  c = (0, O, O) = o in the y = (Yl, Y2, Ya) system; the (Yl, Y2) plane tangent at c. 

Designate  by  Y = (Y1, Y2, Y3) a variable coordinate sys tem with origin 0 at  t, 

the  ~-Ya-axis coincident with ~-n t (the posit ive normal to S at  t), the  Y1, Y2 -axes 

in Pt; we arrange so tha t  the point  r '  (10.1a) is representable in the Y sys tem b y  

Y l  = r~, Y~ = rs Y~ = 0 .  
We have (cf. (3.5)) 

3 3 

(10.1b) Yi = t i ~ - ~ a l k ( t ) Y k ,  Yk = ~ a i k ( t ) ( y i - - t i ) .  
k - - 1  i - - 1  

! ? ] 

The sys tem (Y), corresponding to t' will be designated b y  Y'--~ (Y1, Y:, Y3); 

3 3 

(10.1c) ' " ' ' '---- ' ' ;  Yi : t i -~ -~  aik(t ) Y k ,  Yk .~" aik(t ) (y i - - t i )  
k = l  i = 1  

the  origin O' of the Y'  sys tem is at  t', the Y~, Y~-plane is identical with Pt,. Choose 

the q-Y~-axis  in  the plane Y2 ~-- r~ (in the  general direction of the q-Yl-axis).  The 

angle 0 (10.1a) will be measured from the q-Y~-axis. The orthogonal  project ion of 

0',~-Yl o n  Pt is the  ray  extending from r' parallel to O, q-Y1. The point  r "  (10.1a) 

is representable in the Y' sys tem b y  

v vv  t p !  v 
Yl  ~- rl , Y~ ~- r2 , Y~ ~ O. 

Near  y = o (the edge point) the surface is representable in the  form 

(10.2) Y3 ---- F~ Y2) = O(y~-~y~). 

In  the  Y, Y'  systems the equat ions are 

(10.2a) Y~ ---- F ( Y I ,  Y~) = F( t  I Y~, Y2) ----- O ( Y ~ +  Y~) ,  

Y3 F ' ( Y .  Y~) ' ' 

in (10.2a) the symbols  O ( . . . )  depend on t, t', respectively.  As remarked preceding 

(6.29) 
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I i (Y l ,  Y 2 ) - - F ~ ( t l ,  t2)] < c * r ( y ,  t) F ~ i(Y~,Y~) =- Y2); i =  1,2 , 

since the  second order partials of F ~ 00re continuous, bounded up to edges. Fur ther -  

more, in view of (6.29), (6.2900) 

0 F i  2 ~ OF' 
(10.2c) ~-~}. S c*[ Y~-~ Y,2] ~, gy)  

YI@Y2), I Ysl < = = Y~ ) ;  

c,[ y~.2 + ,2 1 Y2 ]~ ( j  = 1, 2), 

/ 0 F \ ~  / 0 F \ 2 1 1  
l+[oY~) +lUg2) ] = l + O( y ~@ Y~), 

/ O F ' \ :  / 8 F ' \ ~ ]  �89 
1 + ~ 1 )  ~ _ ~ : )  ] = l@O(y'12@ y;2) [ 0 ( . . . )  independent  of t ] .  

The function b(t) ( =  b in (9.5a), (9.1900)) can be defined as follows. Assign 
5 > O, 1 > b o > 0 suitably small and define b(t) for all points of S by the relations 

( 
=>5o0 (for  ~ l ( t ) = ~ 0 ) ;  (10.3) b(t) = 5 \ fo r  l(t) ~ / ,  b(t) = bol(t ) 0 

b(t) is uniformly Lip. 1 (edges included) and vanishes on edges. 
The function u(y) on which various operators will be applied, should satisfy 

conditions of the  type  imposed on q(y) in section 6. Thus, assume u(y )c  [alS], 
tha t  is 

(10.4) Iu(t)l < c*l-C~(t) (0 ~ ~x < 1; ~x+fl < 1; fl from (3.27)) ; 

also (cf. (6.27), (6.2700)) 

(10.400) [u(y)--u(t)! <= c*l-~'~ t) [0 < v < 1; ~ < a0; ~0--v < 1 ; 

is y or t, depending on whether  l(y) or l(t) is sm0011er] . 

Let  k, n (@ 0) be integers, possibly negative, 00nd form 

(10.5) An(uIt') ~ !  u[t', ~"] einOdT" = v(t') , 
O r ._~ b(tl) t 2 

where 

(10.500) u[t', ~"] = u(t") 

[t" is the point on S, whose orthogon001 projection on Pt, is ~"] ;  

simil00rly 

i ei k y~ 
(10.Sb) Ak(vlt ) ~ v[t o, 3'] ~-d~'  [ =  AkAn(ult)] , 

Q ~ b(t) O~ 
with 
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(10.5c) v[t ,  ~'] = v( t ' )  

[t' is the point  on S, project ing orthogonally on P t  in 3 ' ] .  

Designate b y  x"  the  orthogonal  project ion of 3" o n  Pt;  write a' -~ r(3', x")  

and denote b y  7 the project ion of the angle 0; 7 is the angle be tween  the direction 

(0, ~-Y1) and the radius vector  (3', x"). Let  
t r  pt 

(10.6) x " =  (Xl, x2 ,0 )  (in the  Y s y s t e m ) .  

t t ! f t 
Now t' is (tl, t2, t~) in the  y sys tem and is (31, 3~, 33) in the Y sys tem;  by  (10.1b) 

3 

(10.7) t~ ~-- t i ~ - ~ a l k ( t ) v  ~ = t~(t, 3'), 3~ = F(3~, 3~) = F(tl3~, v~) . 

Moreover, in view of (10.1c) 
3 

vt ! a ! tv i !  ! n pv t t t  t f  
t i ~-- t i ~ - ~  i k ( t  ) v k ,  3 3 = F ( T  1 , T 2  ) = F ( t  I T 1  , 3 2 ) ,  

k = l  

(3~', 3~', 3~') being the representat ion of t "  in the Y' system. One has 

2 

(10.7') t i'' = ti(t; 3 ' ) -F ~__, ~ aik(t '(t ,  ' . . . . .  3 )131,3~ ) , 3 ))vk ~-ai~(t (t, 3 ' ) )F( t ' ( t ,  ' " 
l c ~ l  

where 
p v ! ! (lO.7a) t '(t ,  3 v) = (tl(t , 3'), t2(t , 3 ), t~(t, 3')) (cf. (10.7)). 

t,, ! p,, 
W e  shal l  need  to expres s  the ~k (k -~ 1, 2) i n  t e rms  o f  the vl, x i (i = 1, 2); this 

will be done in the course of investigating the difference 

(10.8) w ---- ~ ' - 2 e ~ ~  ( d x "  ~ dx~'dx~')  . 

One has 
1 1 

= d x  [ I + F I + F 2 ] � 8 9  , [ l +  ~ 2 (10.8a) d3 . . . .  2 2 . _ (F l~_F~)  cos ~ (7_~(3,))]_~ 
~ / 2  O J 2  

where 

, ~ , , F 2  
(10.Sa') F~ =-- 3 F(3~, 3'2) = ~ F(t13~, 3~) (i 1,2);  tg~(T')  

~ F 1  

[unless F 1 = F2 ~ 0, when ~' =- a'] . 

In  ~act, on letting # be the angle be tween (~-nt)  , (-~nt,), we obtain 

cos # = [I~-F~-kF~]-�89 ; 

thus, the f i r s t  re la t ion  (10.8a) is  ob ta ined  on noting tha t  dx '  is the project ion on P t  

of the  areul element d3" (in Pt')" The equat ion of Pt '  in the  Y sys tem is 

f / f ! f 
(1 ~ ( Y ~ - - 3 1 ) F ~ + ( Y 2 - - 3 ~ ) F  ~ = Ya- -3~  (33 ---- F(31, 3 ' )) .  
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Now T" is the point in Pt,, projecting into x"  (X'l' , x~', 0) (in Pt) ; hence in the Y system 

the coordinates of T" are 

xi ' ,x~ ' ,x~ ' ;  x ~ ' =  Y3 from (1 ~ (when Y i ~ - x ~ ' ;  i =  1 ,2) ;  
thus  

2 

(2 ~ x'3'--3; = •" (x~ ' - -3~)F/ .  
i - 1  

Accordingly 

0 2 r2(t ', 3") . . . . . .  ' = = (x i - - 3 / ) 2 +  x~ --3i)Fi] . 
i = 1  

Subst i tut ing 
# t t # t l  f (~t 

(3 ~ x 1 --T 1 = (7 cos 7, X 2 --3: = sin 7 , 

we obtain 
5 '2 ~-- a'2[1-4-(F1 cos 7 + F ~  sin 7) 2] , 

which leads to the second relation (10.8a). In  view of (2~ (3 ~ the direction cosines 

of the vector t', 3" (in Pt,) are 

0 J 0 J O. r 

(4 ~ ) -7cos7,  ~ s i n y ,  -7 [Fl cos T + F ~  sin y] (with respect to the Y system) 

for any  value of the polar angle y (in Pt, with pole at  3' = (31, 3;, 0)). As a consequence 

of the choice of the q-Y~-axis (in P c ;  cf. the tex t  subsequent (10.1c)) the direction 

cosines of the -~ Y~-axis, with respect to the Y system, are obtained replacing y in 

(4 ~ by 0; these cosines are 

[ 1 J,_ t7~<'1 �89 _ ~ , - ,  0, [~+FT]-�89 

Hence for the polar angle 0 with the aid of (10.8a) we obtain 

1 
cos 0 -- ]/i-f -~2 (7) ~ / ~ F ~  [cos 7-~-Z(7)F1], 

F rom this it  follows t h a t  

1 
s i n  0 - -  

In  view of the first ir{equality (10.2c) 

(40) IF/I g c 'e ,  

whence the preceding relations yield 

(5 ~ ) 

~2(7 ) 2 = ( F I + F : )  cos 2 (y--~(v ' ) ) .  

sin 711+F~ +F~]  �89 . 

IX(7)l < c*z;  

cos 0 = cos y + ~ ,  sin 0 = sin y + f l ;  

1~1, ItTI < Co~; c0 = c* .  
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Thus  

(6 ~ e ie = eiT+(a~-if l);  ]a+ifl] ~ V2coo 2 . 

Now, for n a posit ive integer, 

einO__ein7 = (eiO_eiy)(e(n-i~i0_~... _~_e(n-i)@) 

e-inO__ e-inr = (e i r_  ela)e-i(r +o) ( e-(n- OiO _[_ . . . _~_ e-(n- ~ )ir ) . 

Hence by  (6 ~ ) 

Thus 

(10.8b) einO = -- einr-~-~,n, 

for integers n = + 1 ,  ~:2 . . . . .  

We deduce 

(Ix) 

[e+-inO--e+-iny[ ~-- c*n~ ~ (n > O) . 

]Vn[ ~ c2[nIQ 2 , C2 = C* 

2 2 

~ ~  = 
1 + ~ / l + F 1 + F 2  

in view of (40) 
(I2) I J[ ~ c*~ 2 . 

As a consequence of (10.Sa), (10.Sb) and (Ix) 

(13) ,_2elnOdT,, 1 . V I + F x + F 2  dx"  = ~ (e~nT+~n) 1+~2(~) 

1 dx" 
: ~ (einr-FVn)(1-~J) dx' '  - -  (e lnr+Jx) .  

(I4) ] Jx [  = ]Jelnr'~-rn(l~-J)] ~: c*Q2-~-c*lv~l �9 

Accordingly for  ~o (10.8) one has 

~10.9) w : Jo dx' ' ,  Jo : Jx a ' :2  ; 

(10.9a) ]Jx] ~ e*[n]~2 ; 

furthermore, in  view of (I4), (I~), (10.8b), Jx is a funct ion of t, ~:', r (of period 2n in r)  

and is independent of a', while 
2~ 

(10.9b) 1o Jxd 7 = 0;  

(10.9b) also follows indirectly;  in fact  if (10.9b) did not  hold, the  integral P'~'(v') 

(10.22a) would not  exist in the principal sense (ef. t ex t  from (10.22b) to (10.22c)), 

which would contradict  the  existence of the  principal integral A n(Ult') (10.5), (10.21 ). 
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t t  

We turn  to the  3 k (k : 1, 2), involved in (10.7'), obtaining 
t !  t /  t 

(10.10) 3 k = x~ --3k-t-~tk, [)'k[ g C*a'~ ~ (k = 1, 2). 

In  fact,  by  (lO.la), (lO.8a), (5~ (40) 

3~' = ~ ' l / l ~ 5 ~ ( y j  (cos  7 / + ~ )  = , ' [ l + O ( Q ~ ) ] [ o o s  7 / + o ( ~ 2 ) ] ,  

where 0 ( . . .  ) is independent  of t; the formula for 3~' follows on noting tha t  a' cos 7 / =  
t t  

x~'--v~; the  proof is similar for 32. 

B y  (10.7') and (10.10) 

(10.11) t~' = t~'(t; 3'; x")  = t~'(t; 7:~, 3~; x~', x~') -~ t~(t, 3 ' )+  
2 

+ ~_Z alk(t'( t, 3))(X'k'--3'~+2k)+ai~(t'(t, 3'))F(t'(t, ~')1x~'--3'1+2~, x~'--3~+22) �9 
k=l 

The funct ion u[t', 3"] in (10.5) can be represented in the  form 

(10.12) u[t', 3"] = u(t") = u(t~', t~', t~') = u(t~', t~', F~ ', t~')) -~ u(t'~', t ; ' ) ;  

thus,  b y  (10.11), 

( , ,  3 t  , t  ) )  U ( T t  ' .~ -  U ( 3 1  ' T2  ; X l  , , (lO.12a) u[t', 3"] = u t a (t; , x"), 3 ; x" �9 t~ (t; ' = x")  . . . .  ~ ' ) .  

in the  nota t ion U(3', x"), t is not  displayed. In  the above 3', x" are regarded as 

points in the  plane Pt, which are given in the  (Y1, Y2) sys tem by  (3~, 3'2), (x'~', x~'), 

respectively.  We take  note of the following configuration in the plane Pt ( that  is, 
! ! 2 2 , t !  ! the  Yl, Y2-plane) �9 Points  3 ,  x" are in the plane, r(O, 3 ) = e ( = ] / 3 z + 3 2 ) ,  r(3 ,x ) = a  ; 

the  angle be tween the radius vector  O, 3' and O, + Y1 is T ;  the  angle be tween the 

radius vector  v', x"  and O, + Yl is 7/; we write e"  = r(O, x")  = ~ x ~ " .  
B y  (10.11), (10.7) and since 2 k = 0 (k = l, 2) for (3;, 3;) = (x'~', x~'), 

3 
v! , r , ,  tv 

(10.13) t~ = t~(t, x")  = t~+ ~.," a~(t)xk ,  x 3 -= F(x'~', x2 ) = F(t[x~', x~') 
lc=l 

! 
when (31, 3~) = (x'l' , x~'). Thus 

(10.13a) U ( x " , x "  

I t  can be verified 

(10.13b) 

We write  

(10.14b) 

One has 

(10 .14c)  

( 3 3 ) 
-~ t ;  t !  

= u t~+ ~ ajk(t)x~, t2- [- ~.~" a~k(t)x k 
k=l k=l 

t ha t  

U(o, x") = U(x", x") 

(el.  ( 1 0 . 1 2 ) ) .  

u[t, 3"] = U(3', x") = U(x", x " ) +  V(, ' ,  x")  . 

V(r', x") U(r', x") U(x", x") u(tl , ' . . . . .  , = - = " t~ ) - u ( t j  ( x ) ,  C ( x " ) )  
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t !  
where  the  t i (i z l ,  2) are  f r om (10.11), (10.7), t h a t  is, 

3 2 

(10.14c') t~' ti~- " ' 3 ) ) (x  k --3k-~-~k) = ~ a~k(t)3~-~- ~.~" a~k(t'(t, ' ,, , 
k = l  k = l  

~-aiz(t ' ( t ,  3 ' ) )F( t ' ( t ,  ' . . . . . .  , 
and  

3 

~ - ~ '  " ' F (  . . . .  F (  . . . .  �9 (10.14C") t ' ( X " )  : t i a i k ( t ) x  k , 33 : 31 ,  32)  , X 3 ~-- X 1 , X 2 ) ,  

k = l  

acco rd ing ly  
2 

(10 .14d)  t~ . . . . . . . . . . . . .  --t~ ( x )  = ( a i k ( t ) - - a i k ( t ) ) ( x  k - -3k ) -~a i3 ( t ) (33 - - x  3 ) 
k = l  

2 

-~- __~ a~:~(t')~k-~a~3(t')F(t' [x~'-- 3~-- ~ 1, x~ ' - -  3~-- ~2) . 
k==l  

I n  a n y  case t he  ai:~(t ) a re  def ined  as in (3.5b), while  the  ai~(k = 1, 2) m i g h t  be 

poss ib ly  su i tab le  modi f ica t ions  of the  co r respond ing  express ions  in (3.5a). One has  

Ini(t)l = [ l~ -F~  t2)2~-F~(tl,  t2)2J-�89176 t2)l ~ IF~(t~, t2)l 

( n o t a t i o n  of (10.2b);  i = 1, 2); t hus  b y  (2.1'), (2.1a) 

(1 ~ lai~(t)l = ]ni(t)l ~ c*r(o, t), la.i3(t')l ~ c*r(o, t') (i --~ 1, 2) ;  

Vtl-~-t ~. We h a v e  one  m a y  rep lace  r(o, t) here  b y  -2 

133--X a ] = IF(v1, v2) - -F (x  1 , x;')] = " F ( u l ,  u 2 ) ( 3 i - - x  i ) , 

where  u = (Ul, u2) is some po in t  on the  s egmen t  (3', x " ) ;  b y  (10.2c) and  a t r i angu l a r  

i n e q u a l i t y  the  a b o v e  is b o u n d e d  by  

c*r(O, u)cr' <~ c*[r(O, ~ ' ) + r ( ~ ' ,  u)Ja'  ; 

r(O, 3') - -  ~, r(3',  u) ~ a ' ;  hence  

( 2  ~  I~-x~'l < c*(q+~')~' (< c*~'). 

I n  v iew of t he  i n e q u a l i t y  for  Y~ in (10,2c) and  (10.10) 

( 3  o) . . . .  , ,  , = , . . . .  ~ . . . .  ,, IF(t  Ix1 - - 3 1 - - ~  ~, x: --~,z--22)] < c [(x~ --3~--~1) ~-(x~ --vz--~2) ] 

C*(~'2(1~-e2) 2 ~ C*(7 '2 (for ~ < C*) . 

W i t h  u, u '  > 1 one has  

I ( ~ + u ' ) - ~ - ( ~ + u ) - ~ [  < c * l u ~ u ' l  ; 

i n a s m u c h  as (by  (10.2b)) ~ , , o lF~(t~, t~)--F~(t~, t~)[ < c*~ (i = 1, 2) and  s ince  

]F~ t.~)l < c*r(o, t), we h a v e  
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0 r (4 ~ ]na(t')--n3(t)l < c* [F~:(t~, t;)~--F~(tl, t2) ~] <= c*~. (r(o, t )+r(o,  t ' ) ) .  

Since ni(t ) = --F~(t)na(t) (i = 1, 2), as a consequence of (4 ~ one has 

(5 ~ ) Ini(t')--ni(t)l ~ c*~ (i = 1, 2) .  

Also, in view of (1~ (5 ~ 

(6 ~ I(1--n~(t'))+~�89189 ~ c*~ . (r(o, t)-~r(o, t ' ));  

further,  b y  (4~ (6~ the modulus  of cont inui ty  for n3(t)(1--n~(t))-�89 is bounded  b y  

an expression of the form of the second member  above;  by  (1~ (6~ (5 ~ the modulus  

of cont inui ty  of nl(t)(1--n~(t))-�89 is bounded  b y  c*e. The moduli  of cont inui ty  of 

--nl(t)n2(t)(l  --n~(t))-�89 --n2(t)na(t)(1--n~(t))-�89 
are bounded  by  

c%. (r(o, t)+r(o, r)), ~*~, 

respectively.  If  the aik(t ) are defined as in (3.5a), the above shows tha t  

(10.14e) [a~k(t')--a~k(t)l <: c*o . 

The @Y~-axis has been chosen as indicated subsequent  (10.1c). This entails a 

modification of the  expressions given for the  alk in (3.5b); however,  (10.14e) can 

be shown to continue to hold in the  present  situation. On the other hand, the  aik 

could have been left as in (3.5b), which would require a modification of the definition 

of the angle y, bu t  would have no effect on the conclusions of this section. As a 

consequence of (10.14d), (10.14e), (1~ (2~ (3~ since ~ ~ c*(r(o, t)+r(o,  t')) and 

2 2 

,~)'aik(t')Ak <= ~, '  I~kl < c*~ '~  (ef. (10.10)) , 
k = l  I k~l 

one obtains 
(10.15) t t~ ' - t~' (x") l  < c*(r(o, t ) + r ( o ,  t'))~' (i = 1, 2) . 

Accordingly [by (10.2b) and with u = (u~, u2) on the segment (t~', t;'), (t2'(x"), t; '(x")) 
in the  Yl, y2-plane] 

pv f t . X t t ( ,  t !  r r  - - 0  e r  r  ( l o .15a )  it~ - t ~  ( )1 = IFo(t i ,  t~ ) - r  (t~ (~), t; '(x"))l  
2 

~ , ~ n~tt,~ - ~ ~ ~ < c*r(o, ~,)(r(o, t ) + ~ ( o ,  t'))~,' < ~*(,'(o, t ) + r ( o ,  t'))~,'; 
i = l  i 

a more precise inequal i ty  can be obta ined on noting tha t  

r(o, u) <~ Vt;'2~t~'2~-]/t '~'(x")2@t;'(x") 2 . 

From the above it is inferred tha t  
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(lO.15b) r(t", t"(x"))  ~ c*(r(o, t)~-r(o, t'))a' (cf. (10.14c', c")) . 

Whence,  as a consequence of (lO.4a), (10.12) the  function V(~', x")  of (lO.14c) 

satisfies 

(10.16) lV(v', x")[ ~ c*l-~~ '', t"(x"))  ~ c*l-C'~ t)+r(o,  t')]va '~ , 

where 'q is t" (10.14c') or t"(x")  (10.14c"), depending on whether  l(t") or l( t"(x"))  

is smaller. 

The relation (10.13b) indicates tha t  V(v', x") -+ 0, as ~-~ 0. In fact, it can be 

shown that 

(10.16') ]V(T', x")] <= c*l-~176 t)+r(o,  t')]*~" (7 as in (10.16)). 

To establish this rewrite (10.14d) in the form 

3 2 
t !  t t  i i  

(Id t~ - t~  ( x )  . . . . .  
k 1 k - 1  

f ] f fl fl Pl Pt lp If Pf I . 

+a.i~(t )T~+a~(t ) (~  - - x  a ); T 3 --  F(t' lvl  , v~ ), 7: k - -  x~ - - v  k 2k, 
t t  t !  ! v t  t t  

v3 --x3 = va-~-v2; va = F(t/v~ , v,' . . . . .  )--F(t]v~ , v. ); v2 =- F(t lv 1 , %' . . . . .  ) --F(t ix~ , x~ ) . 

B y  the methods  employed in proving (2~ with the  aid of (10.10) we obtain  

(I2) Iv21 ~ c * ( e + a ' ) e  �9 

B y  (10.14e), (2~ (10.10), (1~ (10.2c) (for Ya) and (I2) and since ]v~] ~ c* e, 

It~'--t~'(x")[ ~ c*(Y~+c*r(o, t ')~2+c*r(o, t')]v~] ~ c*#~+c*r(o ,  t')e . 

Whence 
II f f  f f  (Is) It i - - t  i (x )l <= c*(r(o, t)+r(o, t')) e (i 1, 2, 3) ,  

which corresponds to (10.15), (10.15a); thus  r(t", t"(x"))  is O(r(o, t )+r(o,  t'))~ ; (10.16') 

follows by (10.14c), (10.12), (10.4a). 

Consider the triangle o, t, t'; a t r iangular  inequal i ty  gives 

r(o, t') <= r(o, t )+r(t;  t') . 

No w b y  the third inequal i ty  (10.2c) 

also, ~ ~ b(t) ~ c*l(t) ~ c*r(o, t); thus  

(1o) r(o, t') ~ c*r(o, t) . 

Let  St, , ~(t,)" denote the port ion of S project ing orthogonally on the plane Pt" in the  

circular region 
t t  t t  

q' = r(t', v") <= b(t') (v" = (v~, v~, 0));  
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as s tated before, ~' is the orthogonal projection of t' on Pt; designate by S(t) the 

sum of the (nondenumerably inf ini te)  collection of  port ions St, , b(t'), corresponding to all 

3' belonging to the circular region 

= r(t, ~') _< b(t) (~' = (~;, ~;, 0)) .  

The points t",  t " (x") ,  referred to in (10.14c', c") are in S(t). Consider for a moment  

the special case when the 'edge' fi is rectilinear near o and the surface is plane near o 

(thus lying in the Yl, y2-plane). For  t near o, by  (10.3), one m a y  take  b(t) ~- bol(t ) 

(0 < b o =- c* < 1). In  the plane case S(t) will consist of a region at  distance (1--b0)21(t) 

from the edge, so t ha t  in (10.16) one has 

(20) l(v) ~ c*l(t) ,  

where c* -~ (l--b0) 2. In  the general case (20) continues to hold, with a possibly 

different value of c*. Such a positive constant  can be shown to exist, provided 

b0(> 0) is t aken  sufficiently small. The proof of this assertion is based essentially 

on the regular character  of the 'edges' fl near o (fl has a continuously turning tangent)  

and on the regular character of the surface; the indicated circumstances imply 

sufficient closeness of the general case to the plane case; we shall omit  the details. 

In view of (10) , (2o), one m a y  write (10.16), (10.16') in the form 

(10.16a) [V(T', x")l <= c*l-C'o(t)r(o, t)va'v ; 

(10.16a') I V(T', x")l g c*l+'~ t)~'e v . 

We now turn  to the component  U(x" ,  x")  of U(~', x")  (10.145) 

3 

(10.17) U(x", x") . . . . . . . .  = u(t I ( x ) ,  t~ ( x ) ) ,  t~'(x") = ti-  ~ ,~" ai~.(t)x k'' 
k=l 

l !  v r  i i  

(x 3 ~ - F ( x  1 , x  2)). The t~'(x") (i---- 1 ,2 ,3 )  are coordinates in the y system of a 

point t " (x")  on S; the representat ion of this point  in the Y system is (x~', x~', x~'). 

As a consequence of the remark  in connection wi th  (2 ~ 

(lO.17a) l(t"(x")) >= c*l(t) . 
By (10.12) 

(10.17a') V(x", ~") = u(t;' (x"), t;'(x"), t;'(x")) ; 

whertee::in: view of (10.4), (/~):iTa) 

(10.175) I C(x" ,  x")l  < c*l-~ < c*l-~(t) .  

One has 

I g ( x " ,  x")--U(x'o ' ,  x'o')l = lu(t; '(x"),  t~'(x"), t~'(x"))--u(t;'(Xo'), t~'(Xo'), t~'(x'0'))l, 
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/ t  / t  p !  f !  I t  / t  I t  

where x 0 = (x01, x02 , xo3), with x03 = F(x01 , x0~ ). By  vir tue of (10.4a) the above is 

bounded by 
p !  

(I1) c*l-C'~ , x o ) , 
t !  

where, one m a y  define r(x", x 0 ) as a distance in the plane Pt, t ha t  is 

f !  i I t  11 \  2 l t t  t t x 2  (I~) r2(x  ' ' , Xo ) = tx l  - - x o ~  §  --Xo2~ �9 
P t  

In  (I~) V is t ha t  one of the points x",  x 0 on S which is nearer to the edge. For  reasons 

essentially of the type  tha t  led to (20) (preceding (10.16a)) we have 

(I~) l(~) ~ c*l(t). 

From (I1), (I3) it  is inferred tha t  

v !  t !  v /  

(10.17c) IU(x", x " ) - - U( x o ,  x'o')l < c*l c'~ x o ) (r(x", x o ) from (I2)) . 

As noted  before, t"  is on St,,b(t,); the orthogonal projection of St,,b(t, ) on Pt, is the 

circular region ~' ~ b(t'); the orthogonal projection of the lat ter  region on Pt is 

an elliptic region E(t, ~'): 

(10.18) 0 ~ a' ~ a'(7), 0 ~ 7 ~ 2st; a'(7) ~ b(t') ; 

the funct ion a'(7) can be determined with the aid of (10.8a). Designate by E(t) the 

sum of the (nondenumerably infinite) collection of regions E(t, ~'), corresponding to all 
! ! 

points 3' = (~, ~ ,  0) (in Pt) for which e ~- r(t, ~') ~ b(t). I n  (10.17b), (10.17c) the 
v !  v t  

point (x 1 , x2, O) is supposed to be in E(t). 

We extend the function U(x", x") over the whole Euclidean plane 

(10.19) E2 ~- P t ,  
t !  I !  

define U(x", x") s all x"  (x I , x 2 , 0) of E 2 so tha t  in E(t) U(x", x") coincides with 

the funct ion (10.17), t ha t  the inequalities (10.17b), (10.17c) continue to hold in all 

of E2 and t h a t  

(10.19a) U(x", x") ~-- 0 (for ~" ~- l/x1"/--"~x 2 '  --"~ ~ a ~- c*), 

where a is suitably great. To obtain such an extension U*(x", x") define V(x"). by  

V(x") ~-- U(x", x")l~ (x" in E(t)) .  

Then (10.17b), (10.17c) will yield 

(10.20) I V(x")l < c*lC'~176162 IV(x")--V(x~')I < c*rV(x '', x'o') 

(in E(t)). Designate by  V*(x") the continuous extension of V(x") so t h a t  

V*!x") ~- V(x") (in E(t)); V*(x") ~- 0 (for e"  ~ a) ;  

IV*(x")l < c*IC'~176 [V*(x")--V*(x~')I ~ c*r*(x '', x'o' ) (in all of E2).  
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The funct ion 

(10.20a) U*(x", x") ~-- V*(x")l a~ 

will be an extension of U(x", x") with all the required properties.  We drop the 

superscript  with U* and designate the extension of U by  the same symbol.  

Wi th  the aid of (10.8), (10.9), (10.14b) the operator  An(u]t' ) (10.5) is expressible 

in the  form 

(10.21) 

(10.21c') 

The integral  

(10.22) 

A~(u[t') = f u[t', ~"][(~'-2e~'~r~-Jo]dx" 
"J E (  t , T r) 

! f = U(x", x")[d'~r-~-J1] ~ - ~ -  V(T', x")[ei'r~-J1] - -  
E ( t , T  t ) E ( t ,  T ~) 

d x  I t  

(~P 2 : 

is a principal one. In  order to express this in terms of ordinary integrals write 

f dx" Pn(~') U(x", x")J~(~', 7) - -  
E ( t ,  "~)  (7 r 2 

here E(t, ~') is the elliptic region (in Pt) (10.18) and 

(10.21a) J1 = J l (  T', 7) IJ1] =< c*ln]~2; = 0 

depends on t, bu t  is independent of a'. The first integral in the  last member  of (10.21) 

is a principal one; the last te rm is an ordinary integral, b y  vir tue of the presence 

of the  factor  a '~ (0 < v < 1) in (10.16a). Inasmuch as E(t, T') is the  project ion of 

the  iegion e' < b(t') (in Pt,), b y  (10.8a) we find E(t, ~') defined by  

(10.21b) 0 <= a' <= a'(7) = b(t')[l+~2(7)] �89 ~(7) ~- F~ cos 7~-F2 sin 7 ,  

Fi=  F(~,~) (i--1,2). 

As a consequence of (10.16a) and of the inequal i ty  for J1 in (10.21a), 

[V(~', x")[e~nr+J1]l <= c*]n]l ~~ t)a '~ . 

Since a'(7 ) <= b(t') <~ c*b(t) ~ c*l(t), we have 

(10.21c) V(~', x " ) [ e i n T + J ~ ] - -  < C*lnll-~~ (o, t) ~'v-ld~' 
. E ( t , v ' )  (7 ~ 2 ~ 0 

<= c*tnlF-a~ t) (v cr o > - -1 ) ;  

here e ' in  I can be replaced by e*, inasmuch as b y  (10.8a) and (I~) (subsequent  (t0.Sb)) 

]cl-2(einy--~J1)dx" I <~ e'-2dT" < c*cr'-2dx '' . 
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(10.22a) Pn(T') ' ' ' ~ f , Jl(  ~', dx" = z )Pn (T), P'n'(v') y) P , ~ ( z ) + U ( z ,  ' " ' 
E(t.T ) (y'2 

l~(t,~,) [ ( dx'" P'~(z') = U x", x" ) - -U(v ' ,  z ' ) lJ , (v ' ,  r)  - �9 O-I2 

P'~(z') is an ordinary integral;  by (10.17c), (10.9a) and since a'(~) ~ c*l(t), 

(10.22b) [P:(z')[ ~ c*ln[~l-ao(t) I ! a'V-lda'dy ~ c*InllV-ao(t)Q ~ . 

The principal integral P:{(~') is the  limit, as s-> 0, of 

(,2~ ~,a'(y) d(yr 
e , _~ d7 ~ J l( T', r )  o" P,~(z ) = - - - ;  

by (10.21a) (since J1 is independent  of a') 

P~(T') = l(z , y) log #(~)d~ ; 
y -  

thus  
2yl 

(10.22c) " ' i~ =0 J~(~'' P~, (v) = y) log a'(y)dy, 

the integral being ordinary.  Essentially as a consequence of (20) (preceding (10.16a)) 

one has l(t') > c*l(t) (for e ~ b(t)); thus  by  (10.21b) (since k2(~,) < c*) and (10.3) 

(1~ a'(y) ~ c*b(t') >= c*l(t') ~ aol(t ) (for ~ ~ b(t)) 

(ao = c*, sui tably small); accordingly 

(2 ~ [log a'(~)] < c* log (k' = c*) .  

F rom (10.22c), (10.21a), (2 ~ it is inferred tha t  

(10.22d) IP'n'(~')t ~ e*lnlo 2 log ; 

In  view of (10.17b), for x"  = z', 

(10.22e) IU( ~', v')P'~'(z')l ~ c*lnI~21-a(t) log / ~  . 

Define the  operator  

1 U ( x " , x  )~7~dx , (10.23) h,(U) = h,~(U]t') = h,~(U; z') = ~ E~ 

where U(x", x") is a continuous extension to the  whole Eucl idean plane E~ of the  

funct ion designated so originally, as s ta ted in connection with (10.19), (10.19a). 
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This operator is identical with the operator h,~ in [M;  p. 90]. In  view of (10.I9a) 

there exists a o = c* so that ,  for  ~ ~ b(t) , 

(lo) U(x", x " ) :  0 (for a' = ~(x~'--r;)2~-(x~'--r~) 2 ~ ao). 

On lett ing e o ~ E2--E( t  , r'), b y  (lO.17b), (1~ (lo) 

(lO.23a) f <= IU(x',x")l d  =I0 y IU(x'tx")l_ 
eo o = ~'(Y) 

= 'lad(t) , ~ c*l-C~(t) log (a' = c*; 0 ~ b(t)); 

an inequal i ty  of the  same form will hold when ~ ~ c*. 

Consideration of (10.21), (10.22), (10.23) yields the decomposition 

(10.24) An(ult' ) = 2~hn(U[t')~-en(Ult'), 
wher~ 

(10.24a) 
l einy I �9 dx ' ' 

e~(uIt') --~ --  ~oU(x'" x") a'2 dx" + E(t,T')V(r" x")[e'~r ~- J1] ~ ~- P~(r') 

We recall tha t  a < 1, ao--V < 1 ; thus, b y  (10.23a), (10.21c, c'), (10.22a, b, e) and 

since ~ ~ c*l(t) (for ~ ~ b(t)), one has 

]~n(u]t')I <c*ln]l-~(t) log (Cl(:)) (if ~ ~ 0 - - v ;  Q ~b ( t ) ) ,  (10.24b) 

c*lnll-(~~ (if a0--v > ~) . 

In  agreement  with (10.23) we write 

1 eiky~ 
I v(t, r') dT' (dr' = dr;dr;)" hk(v) = hk(vlt) = ~ ~E~ ~ 

this is a principal integral ex tended over the total  plane Pt. Wi th  (10.5b) in view, 

consider the  operat ional  product  (cf. (10.24)) 

i eiky ~ 
(10.25) AkAn(ult  ) : [2~h,~(UIt')~-e~(ult')] - -  dr' 

Q ~ b(t) ~ 2 

i ein~? f elk~ 
= 4u2hkhn(U]t)~-Fkn; I'~n ~-- q5  b(t)en(Uit') e 2 dr ' - -  e > b(t)27chn(U]t')'~ dr ' .  

I t  is observed tha t  here h~hn(U]t) is the  product  of two principal operators,  ex tended 

over all of E~; the  formulas of M~cnL~N hold for this product ;  thus  (cf. (M; p. 90)), 

on writing h ~ hi, 

8 - -  6 4 2 1 3 8  Acta mathematica. 8 4  
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1 
(10.25a) h,~(UIt ) ~- - h n ( U l t )  (n > 0); 

n 

( - - I F  ,~ 
h_n(UIt ) - h (UIt) ( n ~ O ) ;  h ~( f t t  ) - -  - -h -~(Ul t ) ;  

n 

h-~h(UIt)  : hh - i (UI t )  = h~ ~-- U(o,o)  : u(t); 

the last relation follows b y  (10.13a), (10.12), on noting tha t  t~'(o) ~ t i (i ~ 1, 2, 3). 

F rom (10.25a) it is inferred that ,  for k > 0, n > 0, one has 

(10.25b) 

(10.26) 

1 hk+n hkh n ( - - l ) n h k - n ,  
hkhn -= knn ' - -  kn  

h_kh ~ (--  1)k- -k+,~ (--  1)~'+'~ h-k-~ 
~ - - - k n  tt ' h - k h - n - -  kn  

I t  will  be shown that the second integral in  the expression for  Fkn (10.25) satisfies 

f e ikyJ c* 2zlh.( U]t') dr '  < c*l-~(t) log'S( e>b(t) ~ = \l(t~)/ (if a ~ s0--v), 

<= e*lV-C~~ log (if ~o--V > ~) �9 

Inasmuch  as 

I d:'~r dx"  0 (integration over a' < l(t)) (yt 2 - -  

by  (10.23) we have 

I einy f einy 
(1 ~ 2z~h,~(Ujt') = e' U ( x " ,  x " )  a,; ~[U(x ' "  x " )  - -U(T ' ,  T')] a'--dx" 

where el is the  circular region a' ~ l(t) and  e' ~ E 2 e 1. In view of (10.17c) (valid 

for the  extension function U(x" ,  x " ) )  

I f einy dx" < c*l a~ a 'v < c*lV-a~ 
(2 ~ ) - - e l [ V ( x ' "  x") -- U(T', T')]  ~ -  = el O"2 = " 

The number  a in (10.19a) ma y  be taken  > l(t); when ~ > 2a one has 

V ( x " ,  x " )  = U(T', T') = 0 (for a' < l(t)) 

(since then ~" > a); thus  
l einy 

(3 ~ [U(x" ,  x " )  - -  U(z', r')] d x "  ~- 0 (for e > 2a) . 
e l  O -t 2 

Suppose ~ ~ 2a; if a' ~ 3a, in view of the  tr iangular  inequal i ty  
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we shall have ~" > a and (by (10.19a)) U(x', x") = O; hence 

U(x", x") dx" = . (for 9 < 2a) O-t2 e r eO" * ~ 

where e ~ is the region l(t) <= a' ~ 3a; accordingly by (lO.17b) (for the extension) 

(4  ~ ) f d'~" f TM i3~d(~ ' ,c*) ~,U(x'" x ")--a '2 dx" =< c*l-r o dy t(t) ~ ~-< c*l-a(t) log ( 

when Q __< 2a. Consider the case ~ > 2a; then  the circular regions 

e" <=a, a' <~l(t) 
are exterior each other;  the first of these lies in the regions s' consisting of points x"  

such tha t  

(50) ~- -a  < a' ~ ~-}-a, --20 < 2 _< 20 20 = arc sin ; 

here a'  and  angle 2 are thought  of as polar coordinates of x",  wi th  pole at  ~' and 

the polar axis extending from ~' through O; the region (50) is bounded by portions 

of the tangents  from ~' to the circle ~" = a and by circular arcs with center at  ~' 

and radii ~ •  since U(x", x") = 0 for Q" > a, we have 

f e~nY I U (x ",  x " )  - -  d x "  = 

hence by  (lO.17b) (for the extension) 

ein7 I f (5~ I U(x'"x")~ 7~2dx'' --~ . . .  ~c.l_a(t) f dx([ (for ~ >  2a); 
e t  8 ~ * )a t  ( ~  - 

here 

I d x "  l ~~ d2~q+ad(l'-- 220 log [1-~ 2a 1 < 220 2a < 8a2o~ -1 , 

since a~ -1 < 2 -1 and, for 0 < u < �89 

2 2 1 are s i n u = ( 1 - - v ) - ~ u  (some O < v < u ) < - T y u ,  
V~ 

one has 
2 a 

hence the integral in the last member  in (5 ~ is bounded by  c*~-2; thus 

l einy dx', 
(6 ~ U(x", x") (~,2 <= c*l-C'(t)e -2 (for e > 2a) 

e / 
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In view of (1~ (4~ (2~ when 0 < 2a, and by (1~ (6~ (3~ for 0 > 2a, one has 

( r \ 
(7 ~ lh,~(Ult')[ < ~ * l : ~ ( t )  l og  : ~ + ~ * l " - ~ o ( t )  = C( t )  (o < 2 ~ )  

= \ l ( t ) /  = ' 

Ihn(UIt')l <= c*l-~'(t)e -2 (0 > 2a). 

The integral in (10.26) is bounded by F ' + F " ,  where 

I '  (integration over b(t) < 0 < 2a) 
dr' 

F' = 2~lh~(UIt')l ~ = = , 

F " =  2Jrlhn(Ult')l 02. (integration over 2a ~ 0 < ~ ) .  

Since b(t)> c*l(t), by (7 ~ one has 

f~od~ I ~ d e c* F' ~ 2uC(t) ~ ~ c*C(t) log l(t) 
b(t) 

2 ~  oO f* 

r" <= o- do <_ 

From the above (10.26)follows. 
Turning to the first integral in the expression for Fk~ (10.25), we note that  in 

view of (10.24b) 

I eik~0 2 i ei~0" (10.27) O,~(ult') dr' : On(ult') ~ d v ' - [ - A  k,'~, 
e -<- b(t) ~ ~ al(t) 

where (with ~ not to be confused with the same letter in [~IS]) 

(10.27a) a : c* < 1 (~ as small as desired; ~l(t) ~ b(t)), 

(10.27b) IAk'nl ~ c*ln]l-C'(t) log , or < c*InllV-~176 . 

By (10.24a) (with e o = E2--E(t ,  3')) 

(10.27c) O,~(u[t') 0 2 d ~ ' :  ~_, On, i(v ) ~ d T  , 
v~-<al(t) i=1 ' Q-<od(t) 

I einY l O~,~(T') = - U (x",  x" )  - dx" ,  0~,~(~') = 
eo (~ 2 E(t,T) 

en, 3(T') : P n ( ~ ' ) .  

I t  will be  first shown that  

d x  t t  

V(~', x " ) ( e i " ~ ' + J 1 ) -  (~t 2 

(10.28) 0n , l (V ' )~dv '  =< c*l v ~176 log . 
<= at(t) 
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! t, t Let  a0(= 0") be the distance from 0 to x . Since U(x",  x") = 0 (for a 0 > a), 

one m a y  express ~n,~(~') (10.27C) in the form 

f einv 
(~*) o~,~(~') = - U ( x " ,  ~")  ~ d x " ,  

where eo is the part  of e o for which ~r~ < a, tha t  is, eo is the set of points x"  such that 

simultaneously 

(1 ~ ~r'> ~r'(7 ) (0 ~ ,  ~< 27r), a0 =<a .  

The outer boundary of-i o is independent of e; the inner boundary  of e0 depends o n  3' 

and, thus,  on Q. One h~s 

einy d x "  
(2~ - e ~ , ~ ( ~ ' )  = ~(~')+~(~'), ~(~')= U ( ~ ' ,  ~')~e0 , 2 , 

f einY 
~2(T') = [U(x" ,  x " )  - -U(T ' ,  T')]-- d x "  . 

eo ~y'2 
We note tha t  

, ~ ,~  
(2') o " = r ( ~ , O ' o , W )  = - - Q c o s e o +  % - - e  2 s in 2m, w =  ~ - - y J ,  

~ n d  ( f o r  e _<_ ~ l ( t ) )  

(2") c* ~ a--~l( t)  ~ a--Q ~ r(e, a, ~o) ~ a+Q ~ a+al( t )  ~ a ~ = c* . 

The set "i o consists of points x"  such that a'(7) < a' ~ r(~, a, ~--y~). Thus, by  (10.21b) 

Now, 2(y) is uniformly O(e ) ~nd 

log r(e' a, w) = log -- sin e e a a w---COSa w ~ c*ff (for ~ ~ ~l(t)) .  

Hence 

I " 
(r'- 2 e~n~,dx , , 

thus,  in view of (10.17b), 

eikYJ 

We have 

< c * e ~ - c * e  2 < c ' e ;  

[ 

- -  v l (v ' )d  ~' ~ c*l I a(t) . 

i einy 
(4 ~ ) ~1(~') ~ , (T' )  ' " ' ~ ' [ U ( x " ,  x " ) - - U ( T ' ,  T') ] - -dx"" 

= - - ~ 2 ( T  ) + ~ 3 ( ~  ), %(T ) = ej a'~ ' 
! 

here e, is the set of points x"  such that b(t) <= ~o <= a; e~ is E(t, ~')--E(t,  o) and e3 is 
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E(t, o)--E(t,  3'). Now 3' is interior the  region r < b(t) (since Q =< al(t) < b(t) for 

sufficiently small). The least distance from v' to the circumference ~----b(t) is 

b(t)--~ > c*l(t). When x" is in %, one has b(t)--q < ~' < a'(7). Thus by  (10.17c) 

(for the  extension) 

(40) I~u(~')l =< c*l-~~ ~'V-~dx" < c*l-a~ dy ~ ~'v-ld~' 
e~ Vb(t)  Q 

v 

< ~*l'~~ [a'(y)V--(b(t)--e)V]d• 

t 
(pr imed integrat ion is over y for which a 0 > b(t)). Observing tha t  f (x)  ~ g > O, 
f(x)  c Lip 1 implies 

[fV(x')--ff(x)[ g c*HV-ltx'__xl 

and noting tha t  Ib(t')--b(t)] <= c 'e ,  while b(t') > c*l(t) (for e < a/(t)), we infer 

IbV(t')--bV(t)] ~ c*lV-l(t)e. 

On the other  hand (with some 0 < p < ~), 

l(b(t)--~)V--bV(t)I = ]v(b(t)--p)V-lQt • c*lV-l(t)Q. 

Hence (since ~ ( ~ ) =  0(e))  

la'V(~)--(b(t)--~)vl ~ l#v(~)--bV(t)I+]bV(t)--(b(t)--~)vl ~ c*lV-~(t)~+ 

+ I(bV(t ,)_by(t))(1 ~_~2(~))-V~_bV(t)[(1 ~_22(y))-Y 1]]~c,lV-~(t)z+c,lV-l(t)~+c,lr(t)Q~. 

The last member  here is O(1 v l(t)~). Accordingly, b y  (4o), 

(4') ]~2(v')] ~ c*l ~~ (same for ~3(v')) 

and 
l eikY ) 

(5o) ~2 [--~2(V')-t-0r ~ c*lV-~~ 
Q ~ ~xl(t) 

r 
Inasmuch  as for a 0 > b(t) and ~ ~ al(t) one has 

v v P 2 - -  t 3 a'-~ = ao-2[l~-O(qao-*)] = ao- -[-O(eao- ) ,  

b y  (4 ~ ) it is inferred tha t  

(6~ f q-~ei~y~a~(v')dv ' -= fl~(~')-4-fl~(~'), 
"~ ~ ~ a l (  t) 

.fl~(~') .~ < ~ d ~ '  [U(x",x")--U(~',  ~ ' ) ] ~ d x " ,  
o ~ v c l ( t )  ~ e~ (TO 

flz(~') = I d~' [U(x", x")--U(~' ,  ~')]O dx" @ 
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Within the ranges of integration a' < c a0; thus by (10.17c) (for the extension) 

U(x",  x " ) - - U ( v ' ,  7:') is O(1-~176 = O(l-a~ whence 

c . l -~( t )  I 
dr' r. �9 ,ocl(t) 

(7o) < = \  <_  o(t) f 
= Jg~ccl(t) ~2 .~el o- 0 - -  0 

�9 ~ a o aa o_<=c*lp-c~~ (if v <  1), ~ c * P  -~~ (if v =  1). 
' b(t) 

As a consequence of GI~AUD'S work, a singular integral applied to an ordinary 

integral can be expressed with the order of integration changed; thus (e~ being 

independent of v') 

f f e ~  ~1(T')  = einyv,) dXH [ U ( x  't, xH)  - U ( T ' ,  $ ' ) ]  -~2-- d T ' "  
el (70 ~ ~ ~ ~l(t) 

on writing 

U(x'; x") U(~', ~') = (U(x'; x")--U(o,  o))-- (V(~' ,  ~ ' ) - -V(o ,  o)) 

and noting tha t  (with dx" = (~da~d7) 

~e~nr ,, f da, o f 2nelnyd~ a l ~ d x  : - - 0  
e~70 "0 ')b(t) (70 

we obtain 
elky~ 

e~'Tdx,, f [U(T,, T , ) _ U ( o , o ) ] _ T d ~ , I  

d x  r p ..a d (~  p I'~ 
< c,l-C,o(t) r r ,~v ~d~' < c*l-C'~ \ ~ ~ ~V-~d e �9 
-- ~" ~, ao )o~,z(t) %(t) ao ,'o 

thus 

(8 ~ Ifll(r')l ~ c*l v ~176 log . 

The conclusion (10.28) ensues by (2~176 

We show next that 

�9 eiky~ e $ ( I  (10.29) le<~t(t, ~ -  dr' = rV(o,t) qn,2(v') < c*lnll'-~176 log \ ~ ) /  . 

By (10.27c) 

f " 
(I1) On, 2(T t) = a l (v ' )~ - ( r2 (~ ' ) - -o ' a (~ ' ) ;  (rj(v') = V(T' ,  x " ) ( e * n y ~ - J 1 ) -  

e i 

l dx"  
(j = 2, 3); a~(v') = V(~', x")(ei'Y-~-J1) 

E(t, o) (~P 2 

where the ej are as in (4~ In view of (10.16a), (10.21c') 

d X  H 
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Thus  

On the other  hand, 

(I~) 

I(r2(v')l < c*l-~o(t)r(o, t)v ~ ( ~ , V - 2 d x ' ,  ; 
t2 

e2 

except  for the factor  r(o, t) v the last member  here is identical with the second te rm 

in (4o); hence corresponding to (4') we now have 

I~j(~')l < c*l -~~ ~(t)r(o, t)~o (j = 2, 3 ) .  

, eik~fl 
/ 1 [ ~ ( ~ : ' ) - , ~ ( ~ ' ) ] - - :  d~' __< c*t" ~'o(t)~(o, l) ~ . 
.) O ~ 

(. e i k ~  

I ai(z') ~ dz' ---- Aofi-A1 , 
"Q ~ al(t)  O 

X o ~ -  d l : '  V ( T ' ,  x " ) e  i n y d x ' '  

_ E(t,o) (y' "2 ' 

A1 o<~z(t)~ dr' g(v', x " ) J 1 - -  
*" E(t.o) (~  2 

B y  (10.16a), (10.9a) 

(Is) [Axl < c*Zn[ 1-~176 t) ~ l dv' l ( l , V - 2 d x  , , " 

'Jo _~ o~l(t) d(~ o < b(t) 

We let dx" -~ a'da'd~o and, on noting (2') (subsequent  (10.28)), obta in  

" d 2~ b(i ) f I ,  = I o I < I(Wt)-o  sin   --0cos 
(~o ~ b(t) ~ d o =0 

g c'bY(t) < c*F(t) ,  

inasmuch as 0 ~< al(t) <= �89 (for a = c* sufficiently small); hence 

(I5) IAx(t)l =< c*lnZl ~-~~247 (t)r(o, t) v . 

The inequalities (10.16a), (10.16a') ma y  be wri t ten  in the  form 

(10.30) t V(v', x")i < c*l-C~~ t)Vg(~ ', 0); 

(10.30a) g(~', 0) = a'v (for ~' <= 0), = 0 r (for 0 ----< d ) .  

For  A0 of (Ia) one then has 

~a(o de O I E(t, o)g ( O, d~_,~ x" IA0] < c*l-~~ t)Io, Fo = ( do a') ; 

here, b y  ((2') af ter  (10.28)) and on writing ~ o~)=  V b 2 ( t ) - ~  2 cos 2 w - ~  cos ~o, 

one has 
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l al(t) d ~  2Zdo  0 f 6,(e, o)) d( f f  o~l(t) o+b(t) d(~' 

F o < e *  - -  j ~ §  q ~ - -  ; 
"0 Q 1 "O 6' 

a direct  calculation gives Fo = 0 lv(t) log l(t) - - -  ; thus 

(I~) 
[ "~ C ~ 

A0 <_ e*> o(t)log t). 
- ~ l ( t ) /  ' 

The result (10.29) ensues by (I~)~(I6) (actually a sharper inequali ty can be stated). 

For  ~,3(~') (10.27c) one has (cf. (10.22), (10.22a)) 

' P.,(r ) +  U('r, ~ )P~ (r )  e , , ,&  ) = ' . . . . . .  ; 

in view of (10.22b), (10.22e) 

(10.31) 

f eik~ = e ~ P~(T')dT' g c*lnllV-C'~ 
0 < odit) 

! ! t f  t ! 
0 ~ U(r ,r )P~ (r)dr  ~ c*[nll-C'(t) log 12(t) ; 

O ~_ozl(t) 

On, a(r ' )~ , ,dr '  < e*ln]l-C~+2(t) log (if c~ > ~0--v),  
"e-<.. alit) ~ " 

< c*lnlF -~'~ (t) log (if ~ < ~o--V) . 

By (10.27c, 28, 29, 31) the  f i rs t  t e rm in the second member  of (10.27) is 

( ~ ) O lni log ( ~ ) .  lv-a"(t) ; hence by  (10.27b) the  integral in the  first member  of 

(10.27) is O ( I n l l o g ( ~ ) . l - C e ( t ) ) ,  where ~' is max, (cr Deletion of the 

assumption tha t  c = 0 leaves the conclusions intact .  By (10.25, 26) we infer. 

T h e o r e m  10.32, Let u ( y ) c  [a]S] (cf. (10.4), (10.4a)); consider the singular 

integrals An, A k ((10.5), (10.5b); n, k 4= 0). For the operational product one has 

(10.32a) AkAn(u]t ) = 4n2hkhn( U[t)-~ Fk,, , 

where h~, h~ are principal operators extended over the plane E 2 and are identical with 

the operators so designated in [M; p. 90] (cf. 10.25a, b), while 
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/C*) 
(10.32b) [Fkn I ~= c*]nll-~(t)log 2 (/~.) (if ~ ~ ~o--V) , 

<=c*,nll v ~~ log (c~(~)) (if ~ < ~o--V) �9 

11. I n t e g r a l  e q u a t i o n s .  Consider the  singular integral equat ion 

( l l .1)  a(t)u(t)+ i k(~vY'~t!,u(y)da(y)+T(ult ) = f ( t ) ;  

here k(y, t)r-2(y, t) (3.1) is a principal kernel as described in section 3; f(t) is given, 

c- [ , IS] (H < �89 a(t) is of a HSlder class on S (for l(t) > 0) and la(t)l ~ a ~ = c* 

(as in (9.16)). T is an operator  regular in the sense of 

Def in i t i on  11.2. An operator T*, consisting (for example) of a number of ordinary 

integrals of type as in (9.8c), will be said to be regular, if.for every u(t) c [~lS], satisfying 

(10.4), (10.4a) with ~ < 1, ~Xo_ v < �89 one has T*(ult) c [TIS] (some ~ < �89 while 

u(t)+ T*(ult ) ~ F(t) (F c L2 on S) is a regular Fredholm equation. 
The operator  

(11.3) a(t)u(t)+ ( ]c(y, t) ~s r2(Y, t) u(y)da(y) = At(u ) ~ A(ult  ) 

is the one studied in section 9. By L e m m a  9.8 

(11.3a) A,(u) : A *  (u )+A~ 

where A~(u) (9.8c) is a regular operator  (as a consequence of Theorem 6.36), while 

At* (u ) is the  singular operator  (9.8b). Accordingly the equation (11.1) may be written 

in the form 
l f(t, o) 

(11.4) a(t)u(t)+ r2( O, Y) u ( Y ) d Y l d Y 2 + T ' ( u l t )  ~- f(t) ; 
S(O, b) 

notat ion as in (9.4), (9.5) . . . .  ;f(t,  O) is the characteristic of the  kernel k(y, t)r-2(y, t) 

(cf. (9.4b), (9.9)); T ' :  A~ is a regular operator.  The operator  

Bt(w ) : b(t)w(t)+ ( g(t, 0) w(Y)dY~dY2 [= B(w]t)] 
J~,(o, b) r2 (0, Y) 

(cf. (9.19a), (9.19), (9.17)) would certainly be a regularizing operator,  as a consequence 

of [M], if S Jaad no edges. In  the present  case application of B to (11.4) yields 

BA*(ui t )+BT'(u] t ' )  ~- B(flt) ~ g(t),  
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which can be expressed in the form 

(11.5) u(t)+T~'(u)+BT'(uIt) =- B(flt) ~ g(t) 

This is a regular integral equation of the second kind, provided 

( l l .5a)  T;'(u), BT'(ult) 
are regular operators, 
( l l .5b)  B( f l t ) c [u ' l S  ] ( r t ' <  �89 

Thus the problem of regularizing the integral equation (11.1) is solved when ( l l .5a) ,  

( l l .5b)  are proved. 
The s ta tement  with respect to ( l l .5b)  is t aken  care of by  

L e m m a  11.6. Suppose f ( t ) c  [HIS], with rt < �89 while the HSlder condition is 
of form 
( l l .6a)  If(t')--f(t)l <= c*l-"~ ', t)'" [0 < v o ~ 1; H o ~ H ;  H 0 - - ~ '  o <. �89 

(~ is t or t', whichever is nearer to edges). Then B(fI t  ) c [H'IS ], where H' = 
max. (go--V+ R) < �89 

Note .  In  m a n y  applications •0 ~- H-~-I, v o = 1 and, so, the conditions of the 

L e m m a  are satisfied. 

To prove the above, reverting to the nota t ion  of section 10 (cf. (10.5b)), we have 

. t f g(t,~) 1' g ( ,  9)  . . . . . .  
B(f l t  ) = b(t)f(t)+F(t); F(t) : )9<b(t  ) ~2 J ( t  )dr  ---- %<b(t) q" (f(t')--f(t))d~'. 

By (9.24) lb(t)l < c*; thus  

(1 ~ b(t)f(t) c [HIS ] . 

In  view of ( l l .6a) ,  and since r(t', t) < c*~, 1-1(~) <= c*l-l(t) (for ~ ~ b(t)), 

l f(t ')-- f(t)] <= c*l-"o(t)~ TM . 
Thus (since b(t) < c*l(t)) 

.2~ b(t) ,2Jr 

IF(t)l < c*l-H~ ! ,,f ]g(t, ~v),r v~ ldr <= c*l'~176 Ig(t, F)[d~. 
0 0 

Accordingly, in view of (9.25), F(t) is O(F~176 the Lemma follows by (1~ 

Using the nota t ion  involved in (10.5)-(10.5c), one has 

BA *(u]t) = b(t) [a(t)u(t) -~- ~ f(t, ~V)u(t,)dV ] 

S g(t'~V)[a(t')u(t')+S f(t',O) ] + ~_<b(t)- ~ . . . .  u(t")dv" dT'. 
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Substitution of (9.9), (9.19) yields 

einy ~ 
BA*(ult  ) = b( t )a( t )u( t )+b(t)~ '  f,~(t) < u(t') ~2 tiT' 

n "0 b(t) 

t ? , e i j ~  

�9 j n ' ~ ~ b ( t )  

�9 -- - - d ~ "  dr ' .  
02 'Jo 'Nb(t ' )  ~ '2  

We replace fn(t'), a(t') by 

fn(t) + (f,~(t'l--fn(t)), a(t)+ (a(t')-- a(t)), 
respectively, obtaining 

BA*(ult) = b(t)a(t)u(t)+ ~__7'b(t)f~(t)An(uJt ) + 
n 

+ )~./1'gj(t)a(t)Aj(ult)+)_,.7')_,~'gj(t)f,~ (t)AjA,~(ult)+A; 
3 3 n 

' ! e~J~P 
(lo) A ~ -  )., gj(t) u ( t ' ) (a ( t ' ) - -a ( t l )~ -dv '+  

j Q _< b(t) 

, c, e i J Y ~ [ i  e inO 
+~,"  ~ f  gj(t) t (fn(t ')--f '~(t))~ :~ u( t") - ; . -dv"J  tiT' 

j n ~ o ~ b ( t )  ~ e'<_b(t') ~ ' J 
We have ~" 

An(utt ) = 2Jrhn(u)+ I;~, AjAn(ult) = 4n2hjh,~(ul+ Fjn , 

where the hi, Fin are operators of Theorem 10.32; F~ is e~(ult) from (10.24) and 

satisfies (10.24b). Thus 

( 2 0 )  BA*(uEt) = b(t)a(t)u(t)+ 2re ~_,"b(t)fn(t)h,~(u)+ 2~r2.~'gj(t)a(t)hj(u) 
n j 

+4z~2 )__,~' )__,~'gj(t)fn(t)hjh,~(u)+A~ 
j n 

f t t t 

(30) A ~ ~__~ b(t)f~(t)Fn+ t)a(t + ~ gj(t)f~(t ~ -  ~ �9 

n 7 2 n 

In view of (10.25a), (10.25b), the terms in (2o), apart from A ~  are expressible 

in the form 

(40) b(t)a(t)hO(u)+ ~ '  b(t)a~(t)h'~(u)+ 3_, " bj(t)a(t)M(u)+ bflt)an(t)M§ ; 
n j 

here the an(t ) are from (9.15b) (ef. (9.9)) and the b,~(t) (bo(t) = b(t)) are from (9.17), 

(9.19); ao(t) =- a(t). By (9.17) and since the series for a(t, cp), b(t, ~v) are absolutely 

convergent one h~s 

)Tbj(t)a,~_j(t)_~ 0 (for m:~0) ,  = 1 (for m = 0 ) ;  
j--oo 



Multidimensional Principal Integrals, Bound. Value Problems and Integral Equations. 125 

hence the terms (40) combine into 

r  

~" ~ bj(t)an(t)hJ+n(u) ~ h~ = u(t). 

Accordingly 

( l l .7)  BA*(uit ) = u(t)~-T;'(u), T; ' (u)= A~ (cf. (lo), (30)), 

a fact  of type  a l ready utilized, in [M], in MICHLIN'S t r ea tmen t  of equat ions with 

integrations over E~ or over 'edgeless' manifolds. Wi th  respect  to a(t) ( :  ao(t) ) we 

have previously assumed ]a(t)] ~ a ~ and tha t  a(t) is of a H61der class for l(t) > 0; 

we shall now specify the  behaviour  near edges and H61der conditions b y  the 

assumpt ion 

(11.8) la(t)l G c*; la(t')--a(t)l G c*l-[~(t)rh(t ', t) (for ~ G b(t)) , 

(here 0 < h =~ 1; fl ~ 0; a-~fl < 1, as s ta ted  previously).  These conditions are in 

conformity  with the  inequalities (9.14b) for f~(t), f~(t')--fn(t) (one ma y  use a modifi- 

cation of (11.8)). 

[Ig(t',q~)--g(t'q~)]2dq~ ~C* t' q~)--f(t,q~)12dq~ Jr 
0 

+ c * l - ~ ( t ) e  h <= c n  ~(t)e h (for e <_ b(t)) . 

Utilizing in succession the Bessel inequalities for series and integrals, b y  (9.25), 

(10.4), ( l l .8)  we infer tha t  the  absolute  value of the  simple series in A (10) is 

bounded  by  

(I2) i j ]gj(t)]2 " --j t e4/WdYJfo o u(t')(a(t')--a(t)) dO~ �89 

Io u(t )(a(t ) - -a( t ) )~ ~ dF} ~ c*l-a-fl+h(t) 

Denot ing  the  double  series in A by  s" and letting 

einO 

F,~(y~) = lb(~ d~ I (u(t")--u(t')) o,2 dT" , 

in view of (9.25) one has 

[s"l~ = )"gj( t )  ~.," Fn(Y~)e*3~dY ~ ~ ~_," Ig~l" 
j 0 ~ j 

Z' 
D 

j r 0 n 0 n 

By (9.25a), (9.21), (11.8), (9.14b) 

(I1) 
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Now by (9.14b), (10.4a) and since b(t') <= c*l(t), we have Fn(~v ) = O lh-~§176 �9 ~ . 

Hence s" = O(l h-~+~ ~"(t); together with (I2), this implies that 

( l l .7a)  IAI <= c*l-~(t)lh-[~(t)+c*lV-C~~ <= c*l-C~' (t) 

(a' = max.  (a+f i - -h ,  ao--~+f i - -h) ) .  I t  is noted that with o~ < �89 ~o--V < 1, to start 

with (which is a property of u), we shall have 

(11.7b) ~' < �89 

provided (0 ~ )  fl ~= h (the latter being a property of the kernel). 

With  the aid of Theorem 10.32, (3o), (10.24b) and of certain other cosiderations 

of section 9, we obtain 

(11.7c) I/~ <=c*l-~(t)log 2 (for ~x ~ ao--~) ,  

<= c*l v ~~ log (for ~0--~ > c~) 

at least under the conditions involved in the result (9.23b). These are forthwith assumed. 

In  view of (10.7)-(10.7c) one has the result 

L e m m a  11.8. Suppose u c  [aJS], satisfying (10.4), (10.4a) with or < I, O~o--~ < �89 

assume that fl ~ h (a+f l  < 1) (a condition relating to the kernel). Then T~'(u) (in 

(11.5), ( l l .5a))  satisfies 

(ll.Sa) IT;'(u)t  < c*l-~( t )  log" ( i f  ~ > ~--~,) ,  

<= c*l ~ ~'o(t) log  ( / f  ~ o - ~  > ~1 �9 

As a consequence of the above T~'(u) is a regular operator when fl ~ O. 

Turning to T'  in (11.4), one has 

(11.9) BT' (u l t  ) =- B(A~ 

A~ is given by four terms in the thi rd  member of (9.8c); these terms satisfy 

inequalities (9.3a), (9,3b), (9.3d), (9.6), respectively; in the lat ter  one m a y  put  

L(t) ---- c*l-l(t). With o~ < I, ao--V < �89 fl ~ h, fl < �89 we certainly have 

( l l .9a)  ]A~ ~ c*l-Z~ (some z ~ < �89 

if a + f i  < 1 ~, ~i-~fl--r  < 1, then by (6.39) A ~ is a sum of three terms A' for which 
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(1 ~ IA~,(u)--A~(u)l ~ c*l-"~ ', t) v~ ~ c*l-"~ v~ (for ~ ~ b(t)) , 

where ~o, vo are some numbers such tha t  0 < v ~ ~ 1, no ~ 30, Ho vo < �89 (in a wide 

var ie ty  of cases no _ 3o~_ 1, v ~ = 1). We have 

(2~ B(A~ = b(t)A~ ~- f g(t, F) AO (u)d3, . 
%<b(t) ~2 

Since Ib(t)l <= c*, by  (11.9a) one has 

(3 ~ ]b(t)A~ <= c*l ~~ 

In  the integral, above, A~),(u) m a y  be replaced by o o At,(u)--At(u);  by (1~ 

(9.25) this integral is a sum of three terms, each of modulus bounded by 

.2~ [ ~b(t) dQ 1 .2~ 

I t~(,, ~)1[1 ~ l~:,(u)- ~;(u)j ~j  ~ ~ ~*, "~ I J~(,, ~)I~  0 

ob(t) .2zt 

�9 o;~0 ~Y~ ~ C$1Y~176 (t) I"0 Ig(t, v) ld~ < c*l~~176 

Thus by vir tue of (2~ (3 ~ 

(11.9b) IBA~'(u)I g c*l-"'(t) (H' = max. (3 ~ .~176 < �89 

I t  is concluded that B A  ~ is a regular operator (at least when fi--~ 0). We shall 

proceed under  

H y p o t h e s i s  11.10.  

(11.1oa) 
where 

(11.10b) 

Let the operator T(ult ) in (11.1) be of the form 

T(u]t) ~-- l H(y, t)u(y)d(~(y) 
S 

H(t) ~ t)12da(y) <= c*l-8~ (0 =< s o < �89 

ts l ~ H* (t', t) - -  IH(y, t ' ) - - H  (y, t)12d~ (y) < c*l-J'~ t) 
S 

[o < s < i ;  h o - 8  < �89 3 = r ( fo r  l(t') < l(t)), = t ( f o r  l(t) < l ( r ) ) ] .  

With  u as in Lemma 11.8 

[ Ss'u(Y)12d~(Y)] �89 (lo) IT(ult)I ~ c*H(t) <= c*l "g~ . 

On the other hand,  since the integral of lul 2 over S exists, one gets 

�9 ]~ 
(20) ]T(ult')--T(ult)l <= H*(t', t) slu(y)]2da(y) 

g c*l h~ t) ~ c*l-h~ t) (for r(t', t) <= c~ , 
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when c o ~-- c* is suitably small (say, as in b(t) -~ c~ Now 

(3~ BT(ult) = b(t)T(uit)+ f , ~ ( t )  0 / )T(ul t ' )dT'  
g(t, 

=- b(t)T(ult)-~ l g(t, ~) [T(ult')--T(ult)]dT' . 

The latter integral is bounded in absolute value by (cf. (9.25)) 

(4o) Ig(t, F)] IT(ult )--T(ult)l d~f ~ c*l -h~ (t) io Ig(t, yJ)]dF �9 

�9 f o~-ldo <= c*18 h~ <= c*18 ~~ 
r 
0 0 

By (3o), (lo), (4o) one has 

(11.11) IBT(ult)l • c*l-'"(t) (H" = max. (s ~ h o - s  ) < �89 

Hence B T  (as well as T) is a regular operator. 

T h e o r e m  11.12. The problem of regularizing the singular integral equation 
(11.1) (cf. the text up to (11.5)) is possible when the conditions of Lemmas 11.6, 11.8 

and of Hypothesis 11.10 are satisfied, at lea~t when fl ~ 0 and (9.23b ~ holds. 

We shall terminate this work with a few remarks. Of the remaining questions 

outstanding is the problem of equivalence (handled in [M] in the cases therein 

considered). This and other matters will be relegated to a later work. The develop- 

ments given in these pages, in so far as integral equations are concerned, can be 

extended along following lines. 

I. Systems of integral equations. 

II.  Hilbert space theory. 

HI .  Equations involving principal integrals extended over (sufficiently 'smooth') 

m (> 2)-dimensional manifolds, with sufficiently 'smooth' edges, imbedded in a 

Euclidean space of n (> m) dimensions. 

The developments of (I) present no essentially new difficulties. Only part  of 

the work can be extended along the line of (II). Extension to (III) would involve 

use of expansions into spherical harmonics (instead of Fourier series) and is possible 

as a consequence of a very important formula of GmAuD, found in [M; p. 94]. 

The various 'regular operators' in the texte are actually equivalent to regular 

Fredholm integral operators (when fl ~ 0). 


