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## I. Introduction.

The paper is concerned with certain aspects of a theory of critical points of a scalar (i.e., a real valued function) $i(x)$ defined in a Hilbert space $H$, especially with the relation of the critical points to the gradient field of $i(x)$. Moreover, applications to the theory of non-linear integral equations are made.

Let $V$ be a bounded open convex set of $H$, and $S$ its boundary. We suppose that $i(\mathfrak{x})$ is defined in an open region $V^{\prime}$ containing $V+S$ in its interior. If $i(x)$ is written in the form

$$
\begin{equation*}
i(\mathfrak{x})=\|\mathfrak{x}\|^{2} / 2+I(x) \tag{I.I}
\end{equation*}
$$

where $\|x\|$ denotes the norm in the space $H$ we will always assume that $G(\mathfrak{x})=\operatorname{grad} I(\mathfrak{x})(D e f i n i t i o n ~ 2.2)$ exists and is completely continuous. Moreover, if a critical point is defined as a point $x$ for which

$$
\begin{equation*}
\operatorname{grad} i(\mathfrak{x})=\mathfrak{g}(\mathfrak{x})=\mathfrak{x}+G(\mathfrak{x})=\mathfrak{o} \tag{1.2}
\end{equation*}
$$

it will be assumed that such a point is not degenerate (definition 3.2) and does not lie on the boundary $S$ of $V$.

Under these assumptions it can be proved (theorem 3. r) that there are at most a finite number of critical points in $V$, say $\mathfrak{a}_{1}, \mathfrak{a}_{2}, \ldots \mathfrak{a}_{8}$. For each critical point $\mathfrak{a}_{\sigma}$ there will be defined a non-negative integer $r_{\sigma}$, the type of the critical point $\mathfrak{a}_{\sigma}$ (definition 4. I). It will be proved that the "quadratic form" giving the second differential at $\mathfrak{a}_{\sigma}$ can, by the use of a proper base of $H$, be written as a sum of squares multiplied by $\pm 1$, the number of those multiplied
by -I being $r_{\sigma}$ (theorem 4. I). If $j_{\sigma}=j\left(\mathfrak{a}_{\sigma}\right)$ is the index ${ }^{1}$ of the point $\mathfrak{x}=\mathfrak{a}_{\sigma}$ as solution of equation (1.2), then theorem 5.1 asserts that $j\left(\mathfrak{a}_{\sigma}\right)=\{-1)^{r_{\sigma}}$. In agreement with the definitions used in the finite dimensional case ${ }^{2}$ we define for $\sigma=\mathrm{I}, 2, \ldots s$ the $i$-th type number $m_{\sigma}^{i}$ of the critical point $\mathfrak{a}_{\sigma}$ by
(1.3) $\quad m_{a}^{i}=\delta_{v_{\sigma}}^{i} \quad$ ( $\delta_{j}^{i}$ Kronecker symbol).

Moreover, we call

$$
\begin{equation*}
M^{i}=\sum_{\sigma=1}^{\&} m_{\sigma}^{i} \tag{I.4}
\end{equation*}
$$

the $i$-th Morse number of the scalar $i(\mathfrak{x})$ in $V$. If now $\chi=\chi(\mathfrak{g}, S)$ denotes the characteristic of the gradient field $\mathfrak{g}$ on the boundary $S$ of $V$, if $u=u(\mathfrak{g}, S, \mathfrak{o})$ denotes the order of the zero point $\mathfrak{o}$ of $H$ with respect to the image of $S$ under the mapping $\mathfrak{g}(\mathfrak{x})$, and if finally $\gamma=\gamma(\mathfrak{g}, S, \mathfrak{v})$ is the mapping degree of $\mathfrak{g}(\mathfrak{r})$ (considered as mapping of $V$ ) in the point 0 , then as is well known, ${ }^{3}$

$$
\begin{equation*}
\chi=u=\gamma \tag{I.5}
\end{equation*}
$$

Theorem 6. I of the present paper asserts then

$$
\begin{equation*}
\chi=u=\gamma=\sum_{\sigma=1}^{s}(-\mathrm{I})^{r_{\sigma}}=\sum_{i}(-\mathrm{I})^{i} M^{i} \tag{1.6}
\end{equation*}
$$

This connection between the Morse numbers of $i(x)$ in $V$ and the characteristic $\chi$ of the gradient field on $S$ has a number of consequences. As an immediate consequence, we note the estimate

$$
\begin{equation*}
s \geqq|\chi| \tag{1.7}
\end{equation*}
$$

for the number $s$ of critical points in $V$.
More definite statements can be made in special cases. If

$$
\begin{equation*}
r_{1} \equiv r_{2} \equiv \cdots \equiv r_{s}(\bmod 2) \tag{1.8}
\end{equation*}
$$

(1.6) yields

$$
\begin{equation*}
s=|\chi| \tag{1.9}
\end{equation*}
$$

[^0]Let $d_{2}(\mathfrak{x}, \mathfrak{h}, \mathfrak{f})$ be the second differential ${ }^{1}$ of the scalar $i(x)$. Then it follows immediately from the definition of the $r_{\sigma}$ that (1.8) (and therefore (1.9)) is certainly true if the quadratic form $d_{2}(\mathfrak{x}, \mathfrak{h}, \mathfrak{h})$ is non-negative in all critical points $\mathfrak{x}=\mathfrak{a}_{\sigma}$ since in this case all $r_{\sigma}=0$. (Corollary 6. I).

If $d_{\mathbf{2}}(\mathfrak{x}, \mathfrak{h}, \mathfrak{f})$ satisfies the stronger condition of being uniformly positive definite in $V$, i.e., if there exists a positive $c$ such that for all $\mathfrak{x}$ in $V$

$$
d_{\mathfrak{2}}(\mathfrak{x}, \mathfrak{h}, \mathfrak{h}) \geqq c\|\mathfrak{h}\|^{2}
$$

it will be proved that $\chi=1$ if $V$ is a sphere which has the origin $\mathfrak{v}$ as center and whose radius $R$ is greater than $\|\mathfrak{g}(\mathfrak{o})\| / c$ (lemma 6. I). This together with (1.9) shows that in such a sphere there is exactly one critical point.

In section 7 , the preceding theory is applied to uniqueness and existence questions concerning a system of non-linear integral equations of the form

$$
\begin{equation*}
y_{j}^{*}(s)+\int_{D_{0}} \sum_{i=1}^{n} K_{i j}(t, s) f_{i}\left(t, y_{1}(t), \ldots y_{n}(t)\right) d t=0 \quad(j=\mathrm{I}, 2, \ldots n) \tag{I.II}
\end{equation*}
$$

for the "conjugate $n$-tuples" (definition 7.1) $y_{j}(t), y_{j}^{*}(t)(j=1, \ldots n)$. If (besides certain regularity conditions concerning the $f_{i}$ and $\left.K_{i j}\right) \sum_{i=1}^{n} f_{i}\left(t, u_{1}, \ldots u_{n}\right) d u_{i}$ is a total differential then a certain scalar $i(x)$ the "Hammerstein scalar" ${ }^{2}$ (definition 7.2) can be defined in a suitable Hilbert space of elements $\mathfrak{x}$ together with two mappings $\Phi: \mathfrak{x} \rightarrow\left(y_{1}(t), \ldots y_{n}(t)\right)$ and $\Phi^{*}: \mathfrak{x} \rightarrow\left(y_{1}^{*}(t), \ldots y_{n}^{*}(t)\right)$ such that the conjugate $n$-tuple $\Phi(\mathfrak{x}), \Phi^{*}(\mathfrak{x})$ is a solution of (I.II) if and only if $\mathfrak{x}$ is a critical point of the scalar $i(x)$. Thus the question of existence and uniqueness of a solution of (I.II) is reduced to the investigation of the critical points of $i(\mathfrak{x})$. Now under the assumptions of theorem $7 . \mathrm{I}^{3}$ the second differential of $i(x)$ turns out to be uniformly positive definite. Therefore the characteristic of the gradient field of $i(\mathfrak{x})$ on the surface of a large enough sphere $V$ is $I$ and such a•sphere contains one and only one critical point $\mathfrak{a}$ of $i(x)$, and $\mathfrak{a}$ turns out to be an absolute minimum (theorem 7.1). Since an estimate for the radius of such a $V$

[^1]can be given, theorem 7.2 concerning the system 1 . II (including an estimate for the solution) follows now easily.

If the system ( $\mathrm{I} . \mathrm{II}$ ) is symmetric and positive definite then $y_{j}^{*}(t)=y_{j}(t)$ which proves that the system

$$
\begin{equation*}
y_{j}(s)+\int_{D_{0}} \sum_{i=1}^{n} K_{i j}(t, s) f_{i}\left(t, y_{1}(t), \ldots y_{n}(t)\right) d t=0 \quad(j=\mathrm{I}, 2, \ldots n) \tag{1.I2}
\end{equation*}
$$

has one and only one solution (theorem 7.3), a result which was first obtained by M. Golomb. ${ }^{1}$

## 2. Differentials and Gradients.

The following notations will be used throughout: points of the real Hilbert space $H$ will be denoted by German letters; $\mathfrak{0}$ especially denotes the zero point of $H$. Correspondingly $f(x)$ is a mapping of the point $x<H$ into the point $\mathfrak{f}(\mathfrak{x})<H$ while $i(\mathfrak{x})$ or $I(x)$ denote scalars, i.e., real valued functions. The vector field associated with the mapping $f(x)^{2}$ will also be denoted by $f(x) . V$ is a convex open bounded set of $H$, and $S$ its boundary. All mappings, vector fields, and scalars will be supposed to be defined in some open set $V^{\prime}$ which contains $V+S$ in its interior. $(\mathfrak{x}, \mathfrak{x})$ is the scalar product of the points $\mathfrak{x}$ and $\mathfrak{y}$ of $H$, and $\|\mathfrak{x}\|=+V(\underline{x}, \mathfrak{x})$ the norm of $\mathfrak{x}$.

Definition 2.1. The scalar $i(x)$ is said to be differentiable in the point $\mathfrak{x}_{0}$ if there exists a linear ${ }^{3}$ functional $d\left(i, \mathfrak{x}_{0}, \mathfrak{h}\right)=d\left(\mathfrak{x}_{0}, \mathfrak{h}\right)$ of $\mathfrak{h}$ such that if $r\left(\mathfrak{x}_{0}, \mathfrak{h}\right)$ is defined by the equation

$$
\begin{equation*}
i\left(\mathfrak{x}_{0}+\mathfrak{h}\right)-i(\mathfrak{x})=d\left(\mathfrak{x}_{0}, \mathfrak{h}\right)+r\left(\mathfrak{x}_{0}, \mathfrak{h}\right) \tag{2.I}
\end{equation*}
$$

then

$$
\begin{equation*}
\lim _{\mathfrak{h} \rightarrow 0} \frac{v\left(\mathfrak{x}_{0}, \mathfrak{h}\right)}{\|\mathfrak{h}\|}=0 \tag{2.2}
\end{equation*}
$$

$d\left(\mathfrak{x}_{0}, \mathfrak{G}\right)$ is called the (Eréchet-)differential of $i(\mathfrak{x})$ at $\mathfrak{x}_{0}$. If $d(\mathfrak{x}, \mathfrak{h})$ exists for all points $\mathfrak{x}$ of a neighborhood of $\mathfrak{x}_{0}$ and, as function of $\mathfrak{x}$, admits a differential $d_{z}(\mathfrak{x}, \mathfrak{h}, \mathfrak{f})$ in $\mathfrak{x}_{0}$, then $d_{z}\left(\mathfrak{x}_{0}, \mathfrak{h}, \mathfrak{f}\right)$ is called the second differential of the $i(\mathfrak{x})$ at $\mathfrak{x}_{0}$. ${ }^{4}$

[^2]Since $d\left(\mathfrak{x}_{0}, \mathfrak{h}\right)$ is linear in $h$ it can be written (in a unique way) as a scalar product, i.e., there exists one and only one $\mathfrak{g}=\mathfrak{g}\left(\mathfrak{x}_{0}\right)$ in $H$ such that

$$
\begin{equation*}
d\left(\mathfrak{x}_{0}, \mathfrak{h}\right)=\left(\mathfrak{g}\left(\mathfrak{x}_{0}, \mathfrak{h}\right) .\right. \tag{2.3}
\end{equation*}
$$

Definition 2.2. The $\mathfrak{g}\left(\mathfrak{x}_{0}\right)$ defined by (2.3) is called the gradient of $i(\mathfrak{x})$ at $x_{0}$. If $i(x)$ is differentiable in $V$ (i.e., at all points of $V$ ) then the mapping $\mathfrak{y}=\mathfrak{g}(\mathfrak{x})$ defined by (2.3) for all $\mathfrak{x}$ in $V$ is called the gradient mapping of $i(\mathfrak{x})$. The vectorfield associated with the mapping ${ }^{1}$ is called the gradient field of $i(x){ }^{2}$

Lemma 2.1. $\mathfrak{g}(\mathfrak{x})$ is completely continuous if and only if $d(\mathfrak{x}, \mathfrak{h})$ is completely continuous considered as mapping of $\mathfrak{x}<H$ into the element $l(\mathfrak{h})=d(\mathfrak{x}, \mathfrak{h})$ of the space of linear functionals.

Proof. The proof follows easily from the fact that on the one hand by (2.3): $\left|d\left(\mathfrak{x}-\mathfrak{x}^{\prime}, \mathfrak{h}\right)\right| \leqq\left\|\mathfrak{g}(\mathfrak{x})-\mathfrak{g}\left(\mathfrak{x}^{\prime}\right)\right\|\|\mathfrak{h}\|$, and that on the other hand the inequality $\left|d\left(\mathfrak{x}-\mathfrak{x}^{\prime}, \mathfrak{h}\right)\right| \leqq \varepsilon\|\mathfrak{h}\|$ for all $\mathfrak{h}$ implies, again by (2.3):

$$
\left(\mathfrak{g}(\mathfrak{x})-\mathfrak{g}\left(\mathfrak{x}^{\prime}\right), \mathfrak{g}(\mathfrak{x})-\mathfrak{g}\left(\mathfrak{x}^{\prime}\right)\right) \leqq \varepsilon\left\|\mathfrak{g}(\mathfrak{x})-\mathfrak{g}\left(\mathfrak{x}^{\prime}\right)\right\|, \text { i.e., }\left\|\mathfrak{g}(\mathfrak{x})-\mathfrak{g}\left(\mathfrak{x}^{\prime}\right)\right\| \leqq \varepsilon .
$$

Definition 2.3. The mapping $\mathfrak{y}=\mathfrak{f}(\mathfrak{x})$ (or the associated vectorfield) is said to be differentiable at the point $\mathfrak{x}_{0}$ if there exists a mapping $\mathfrak{l}\left(\boldsymbol{x}_{0}, \mathfrak{f}\right)=\mathfrak{l}\left(\mathfrak{f}, \mathfrak{x}_{0}, \mathfrak{f}\right)$, linear in $\mathfrak{f}$, such that if $\mathfrak{r}(x, f)$ is defined by the equation

$$
\begin{equation*}
\mathfrak{f}\left(\mathfrak{x}_{0}+\mathfrak{f}\right)-\mathfrak{f}\left(\mathfrak{x}_{0}\right)=\mathfrak{l}\left(\mathfrak{x}_{j}, \mathfrak{f}\right)+\mathfrak{r}\left(\mathfrak{x}_{0}, \mathfrak{f}\right), \tag{2.4}
\end{equation*}
$$

then

$$
\begin{equation*}
\lim _{\mathfrak{x} \rightarrow 0} \frac{\mathfrak{r}\left(\mathfrak{x}_{0}, \mathfrak{f}\right)}{\|\mathfrak{x}\|}=\mathfrak{o} \tag{2.5}
\end{equation*}
$$

$\mathfrak{l}\left(\mathrm{x}_{0}, \mathfrak{f}\right)$ is called the differential of $f(x)$ at $\mathfrak{x}_{0}$.
Lemma 2.2. If the mapping $f(x)$ has the differential $\mathfrak{l}\left(\mathfrak{x}_{0}, \mathfrak{f}\right)$ at $\mathfrak{x}_{0}$, then the scalar $f(\mathfrak{x})=(\mathfrak{f}(\mathfrak{x}), \mathfrak{h})$ has (for each $\mathfrak{h})$ a differential at $\mathfrak{x}_{0}$, and this differential equals the scalar product $\left(\mathfrak{I}\left(\mathfrak{C}_{0}, \mathfrak{l}\right), \mathfrak{h}\right)$.

Proof. By 2.4:

$$
\begin{equation*}
f\left(\mathfrak{x}_{0}+\mathfrak{f}\right)-f\left(\mathfrak{x}_{0}\right)=\left(\mathfrak{f}\left(\mathfrak{x}_{0}+\mathfrak{t}\right)-\mathfrak{f}\left(\mathfrak{x}_{0}\right), \mathfrak{h}\right)=\left(\mathfrak{l}\left(\mathfrak{x}_{0}, \mathfrak{f}\right), \mathfrak{h}\right)+\left(\mathfrak{r}\left(\mathfrak{x}_{0}, \mathfrak{f}, \mathfrak{h}\right) .\right. \tag{2.6}
\end{equation*}
$$

Since $\left(\mathfrak{l}\left(\mathfrak{X}_{0}, \mathfrak{f}\right), \mathfrak{h}\right)$ is linear in $\mathfrak{f}$ and since because of $(2.5), r\left(\mathfrak{x}_{0}, \mathfrak{f}\right)=\left(r\left(\mathfrak{x}_{0}, \mathfrak{F}\right), \mathfrak{h}\right)$ divided by $\|\mathfrak{f}\|$ approaches zero as $\mathfrak{f} \rightarrow(2.6)$ show that the lemma is an im-

[^3]mediate consequence of Definition 2. I together with the fact that the differential is uniquely determined. ${ }^{1}$

Lemma 2.3. If $\mathfrak{g}(\mathfrak{x})=\operatorname{grad} i(\mathfrak{x})$ has a differential $\mathfrak{l}\left(\mathfrak{x}_{0}, \mathfrak{l}\right)$ at $\mathfrak{x}_{0}$, then $i(\mathfrak{x})$ has a second differential $d_{2}\left(\mathfrak{x}_{0}, \mathfrak{h}, \mathfrak{f}\right)$ at $\mathfrak{x}_{0}$, and

$$
\begin{equation*}
d_{2}\left(\mathfrak{x}_{0}, \mathfrak{h}, \mathfrak{f}\right)=\left(\mathfrak{l}\left(\mathfrak{x}_{0}, \mathfrak{f}\right), \mathfrak{h}\right) . \tag{2.7}
\end{equation*}
$$

Proof. Because of definition 2.2 we have only to apply lemma 2. 2 with $\mathfrak{f}(\mathfrak{x})=\mathfrak{g}(\mathfrak{x})$.

Definition 2.4. The real valued function $q(\mathfrak{h}, \mathfrak{f})$ of the pair of points $\mathfrak{h}$, of $H$ is called bilinear if it is linear in $\mathfrak{h}$ and in $\mathfrak{l} . q$ is called degenerate if there exists a $\mathfrak{f}_{j} \neq 0$ such that $q\left(\mathfrak{h}, \mathfrak{f}_{0}\right)=0$ for all $\mathfrak{h}<H$. If no such $\mathfrak{f}_{0}$ exists $q$ is called non-degenerate. ${ }^{2}$

Lemma 2.4. If $q(\mathfrak{h}, \mathfrak{f})$ is positive definite (i.e., if $q(\mathfrak{h}, \mathfrak{f}) \geqq$ and the equal sign holds only for $\mathfrak{h}=\mathfrak{p}$ ) then $q(\mathfrak{h}, \mathfrak{f})$ is not degenerate.

Proof. If there would exist a $\mathfrak{f}_{0} \neq 0$ such that $q\left(\mathfrak{h}, \mathfrak{f}_{0}\right)=0$ for all $\mathfrak{h}$, then we would have $q\left(\mathfrak{f}_{0}, \mathfrak{l}_{0}\right)=0$ which is impossible if $q(\mathfrak{h}, \mathfrak{f})$ is positive definite.

Definition 2.5. The differential $\mathfrak{l}(x, f)$ of definition 2.3 is called non-singular at $\mathfrak{x}_{0}$ if the equation for

$$
\begin{equation*}
\mathfrak{l}\left(\mathfrak{x}_{0}, \mathfrak{f}\right)=0 \tag{2.8}
\end{equation*}
$$

has only the solution $1=0$.
Lemma 2.5. The differential $\mathfrak{I}(\mathfrak{x}, \mathfrak{f})$ of $\mathfrak{g}(\mathfrak{x})=\operatorname{grad} i(\mathfrak{x})$ is non-singular at $\mathfrak{x}_{0}$ if and only if the second differential $d_{2}\left(\mathfrak{x}_{0}, \mathfrak{h}, \mathfrak{f}\right)$ of $i(\mathfrak{x})$ considered as bilinear form in $\mathfrak{h}, \mathfrak{F}$ is non-degenerate.

Proof. The lemma is an immediate consequence of (2.6).

## 3. Critical Points.

Definition 3.1. Let the scalar $i(x)$ be differentiable at $\mathfrak{x}=\mathfrak{a}$. $\mathfrak{a}$ is said to be a critical point of $i(\mathfrak{x})$ if the differential $d(\mathfrak{a}, \mathfrak{h})$ of $i(\mathfrak{x})$ at $\mathfrak{a}$ is the zero functional, i.e., if $d(\mathfrak{a}, \mathfrak{h})=0$ for all $\mathfrak{h}<H$. Clearly this is equivalent to saying that
${ }^{1}$ [6], lemma ilit.
${ }^{2}$ It is immediately seen that in the finite dimensional case of a form $\sum_{i=1}^{n} \sum_{j=1}^{n} g_{i j} h_{i} k_{j}$ the above definition of degeneracy coincides with the usual one that the determinant of the matrix $\left(q_{i j}\right)$ is zero.

$$
\mathfrak{g}(\mathfrak{a})=\mathfrak{o}
$$

where $\mathfrak{g}(\mathfrak{x})$ is the gradient of $i(x)$.
Definition 3.2. The critical point $\mathfrak{a}$ of $i(x)$ is called non-degenerate if the gradient $\mathfrak{g}(x)$ of $i(x)$ has a differential $l(\mathfrak{a}, f)$ at $\mathfrak{x}=\mathfrak{a}$ and if the second differential $d_{2}(\mathfrak{a}, \mathfrak{h}, \mathfrak{l})$ of $i(\mathfrak{x})$ at $\mathfrak{a}$ (which by lemma 2.2 exists) considered as bilinear form in $\mathfrak{h}$ and is non-degenerate in the sense of definition 2.4.

Using the notations explained in the first paragraph of section 2 we make now the following assumptions: if $i(\mathfrak{x})$ is written in the form

$$
\begin{equation*}
i(\mathfrak{x})=\|\mathfrak{x}\|^{2} / 2+I(\mathfrak{x}) \tag{3.2}
\end{equation*}
$$

then:
Hypothesis 3. I. $I(\mathfrak{x})$ has a differential $D(\mathfrak{x}, \mathfrak{h})$ for all $\mathfrak{x}<V^{\prime}$.
By definition 2.2, $I(\mathfrak{x})$ has then also a gradient $\left(\mathbb{B}(\mathfrak{x})\right.$ for all $\mathfrak{x}<V^{\prime}$ and (3.3)

$$
D(\mathfrak{x}, \mathfrak{h})=(\mathfrak{G}(\mathfrak{x}), \mathfrak{h}) \quad\left(\mathfrak{x}<V^{\prime}\right)
$$

Hypothesis 3.2. The gradient $\left(\mathscr{G}(\mathfrak{x})\right.$ is completely continuous in $V^{\prime}$.
Hypothesis 3.3. If $\mathfrak{a}<V$ is a critical point of $i(\mathfrak{x})$ then $\mathfrak{a}$ is a non-degenerate critical point (definition 3.2).

Clearly the existence of differentials for $i(x), \mathfrak{g}(\mathfrak{x})$ is equivalent to the existence of differentials for $I(x), \mathscr{G}(x)$ respectively. Therefore Hypothesis 3.3 im plies the existence of the differential $\mathcal{L}(\mathfrak{a}, \mathfrak{f})$ of the gradient $\mathfrak{G s}(\mathfrak{x})$ at $\mathfrak{x}=\mathfrak{a}$.

Hypothesis 3.4. The linear operator on $\mathcal{F}, \mathcal{( a , f})$ giving the differential of $\mathfrak{G}(\mathfrak{x})$ at a critical point $\mathfrak{a}$ is completely continuous.

Hypothesis 3.5. There are no critical points of $i(x)$ on the boundary $S$ of $V$.

Lemma 3.1. Under the hypotheses $3.1-3.5$ we have in a critical point $\mathfrak{a}$ of $V$ (3.4)

$$
\mathfrak{l}(\mathfrak{a}, \mathfrak{f})=\mathfrak{f}+\mathfrak{Z}(\mathfrak{a}, \mathfrak{f})
$$

Moreover, $\mathfrak{l}(\mathfrak{a}, \mathfrak{f})$ is non-singular (definition 2.5), and $\mathfrak{Q}(\mathfrak{a}, \mathfrak{f})$ is completely continuous in 1 .

Proof. Since grad $\|x\|^{2} / 2=\mathfrak{x}$ and since the differential of $\mathfrak{x}$ is $\mathfrak{f}$, equation (3.4) is an immediate consequence of the definitions. That $\mathcal{L}(a, y)$ is completely continuous is a restatement of hypothesis 3.4. Finally the non-singularity of $\mathfrak{l}(\mathfrak{a}, \mathfrak{f})$ follows from hypothesis 3.3 and definition 3.2 together with lemma 2. 5.

Lemma 3.2. Under the hypotheses $3.1-3.5$ a critical point a of $V$ is isolated

Proof. $\mathfrak{g}(\mathfrak{x})$ has at $\mathfrak{a}$ a differential $\mathfrak{l}(\mathfrak{a}, \mathfrak{l})$ of the properties indicated in lemma 3. I. By [12], lemma 3 these properties imply that $\mathfrak{a}$ is an isolated root of the equation (3. I).

Theorem 3.2. Under the hypotheses 3. $1-3.5$ the scalar $i(\mathfrak{r})$ has at most $a$ finite number of critical points in $V$.

Proof. For each critical point $\mathfrak{a}$ equation (3. 1 ), i.e., $\mathfrak{a}+(G)(\mathfrak{a})=\mathfrak{b}$, holds. The complete continuity of $\mathbb{S}(x)$ shows immediately that a bounded set of solutions of this equation is compact. Therefore if there were infinitely many solutions in $V$ they would have a limit point $\mathrm{a}_{0}$ is $V+S$. Because of the continuity of $\mathfrak{G}(\mathfrak{x})$, $\mathfrak{a}_{0}$ would also be a solution of $\mathfrak{g}(\mathfrak{x})=\mathfrak{o}$, i.e., be a critical point. By hypothesis $3.5 \mathfrak{a}_{0}$ could not lie on $S$. Therefore $\mathfrak{a}_{0}$ would be a non-isolated critical point of $V$ in contradiction to lemma 3.2.

## 4. Type Numbers of a Critical Point.

We first add to the hypotheses $3.1-3.5$ the following:
Hypothesis 4. I. If $\mathfrak{a}<V$ is a critical point of $i(\mathfrak{c})$ then there exists a neighborhood $N_{\mathfrak{a}}$ of $\mathfrak{a}$ such that at all points of $N_{\mathfrak{a}}$ the gradient $\mathfrak{G}(\mathfrak{x})$ of $I(\mathfrak{x})$ has a differential $\mathfrak{L}\left(\mathfrak{x}, \mathcal{f}^{\prime}\right)$ which, moreover, is continuous in $\mathfrak{x}$.

Lemma 4.1. Under the hypotheses 3.1-3.5 and 4. 1 the differential $\mathcal{L}(\mathfrak{a}, \mathfrak{f})$ of the gradient $\mathfrak{G H}(\mathfrak{x})$ of $I(\mathfrak{x})$ at the critical point $\mathfrak{a}<V$ is a linear, completely continuous and symmetric operator in 1 .

Proof. The linearity and complete continuity are obvious from Hypothesis 3.4. To prove the symmetry we note that $\mathfrak{G}(\mathfrak{x})=\operatorname{grad} I(\mathfrak{x})$ and that therefore by lemma 2.3

$$
\begin{equation*}
D_{\mathbf{z}}(\mathfrak{x}, \mathfrak{h}, \mathfrak{f})=(\mathfrak{L}(\mathfrak{x}, \mathfrak{f}, \mathfrak{h}) \tag{4,I}
\end{equation*}
$$

is the second differential of $I(x)$ in each point $\mathfrak{x}$ in which $\mathcal{L}(x, f)$ exists. By Hypothesis this is the case for all $\mathfrak{x}<N_{\mathfrak{a}}$, and, by the same hypothesis, $\mathcal{R}(\mathfrak{x}, \mathfrak{f})$, and therefore by (4. I) also $D_{2}(\mathfrak{x}, \mathfrak{h}, \mathfrak{f})$, is continuous in $\mathfrak{x}$ for $\mathfrak{x}<N_{\mathfrak{a}}$. But it is well known that the continuity of a second differential in the neighborhood $N_{a}$ of a point $\mathfrak{a}$ implies its symmetry in $\mathfrak{h}$, for the point $\mathfrak{a} .{ }^{1}$ Therefore, we have from (4. I)

[^4]$$
(\mathfrak{L}(\mathfrak{a}, \mathfrak{f}), \mathfrak{h})=(\mathfrak{R}(\mathfrak{a}, \mathfrak{h}), \mathfrak{f})=(\mathfrak{f}, \mathfrak{R}(\mathfrak{a}, \mathfrak{h}))
$$
which, by definition, is the symmetry of $\mathcal{E}(\mathfrak{a}, \mathfrak{f})$ as operator on $\mathcal{L}$.
It follows from lemma 4. I that $\mathcal{L}(\mathfrak{a}, \mathfrak{f})$ has a finite or countably infinite number of eigenvalues and that in the latter case $O$ is their only limit point.

In any case there are at most a finite number of eigenvalues less then - 1 . Moreover, we prove

Lemma 4.2. - I is not an eigenvalue of $\mathfrak{R}(\mathfrak{a}, \mathfrak{f})$.
Proof. Otherwise there would exist a $\mathfrak{f}_{0} \neq \mathfrak{D}$ such that $\mathcal{L}\left(a, \mathfrak{f}_{0}\right)=-\mathfrak{f}_{0}$, or $\mathfrak{l}\left(\mathfrak{a}, \mathfrak{f}_{0}\right)=\mathfrak{f}_{0}+\mathfrak{Z}\left(\mathfrak{a}, \mathfrak{f}_{0}\right)=\mathfrak{o}$. By lemma 2.5 this is a contradiction to hypothesis 3.3 .

Definition 4.1. Let $r$ be the number of eigenvalues of $\mathcal{Z}(\mathfrak{a}, \mathfrak{f})$ which are less than - I , each counted according to its multiplicity. ${ }^{1}$ Then $r$ is called the type of the critical point $\mathfrak{a}$, and $m^{i}=m^{i}(\mathfrak{a})=\delta_{r}^{i}$ ( $\delta_{r}^{i}$ the Kronecker symbol; $i=1,2, \ldots$ ) is called the $i$-th typenumber of the critical point $a$. (By lemma 4.2, $r$ may be also defined as the number of eigenvalues not greater than - 1 .)

Theorem 4.1. With the assumptions and notations of lemma 4. I and definition 3.2 there exists a normed orthogonal basis $\mathrm{e}_{1}, \mathrm{e}_{2}, \ldots$ of $H$ and positive numbers $p_{1}, p_{2}, \ldots$ such that

$$
\begin{align*}
& \mathfrak{l}(\mathfrak{a}, \mathfrak{l})=-\sum_{v=1}^{r} p_{v} k_{v} \mathfrak{e}_{v}+\sum_{v=r+1}^{\infty} p_{v} k_{v} \mathrm{e}_{v}  \tag{4.2}\\
& d_{2}(\mathfrak{a}, \mathfrak{l}, \mathfrak{l})=-\sum_{v=1}^{r} p_{v} k_{v}^{2}+\sum_{v=r+1}^{\infty} p_{v} k_{v}^{2}
\end{align*}
$$

where $k_{v}=\left(\mathrm{e}_{r}, \mathfrak{f}\right)$ and where $r$ is the type number of the critical point $\mathfrak{a} . \quad$ (If $r=0$, the symbol $\sum_{v=1}^{r}$ is understood to mean $\mathfrak{o}$ in (4.2) and $\circ$ in (4.3).

Proof. Let $e_{1}^{\prime}, e_{2}^{\prime}, \ldots$ be a complete normed system of eigenelements of the linear symmetric and completely continuous operator $\mathfrak{Q}(\mathfrak{a}, \mathfrak{f})$, and $\mu_{1}^{\prime}, \mu_{2}^{\prime}, \ldots$ the corresponding eigenvalues. Then

$$
\begin{equation*}
\mathcal{Z}(\mathfrak{a}, \mathfrak{f})=\sum_{\nu} \mu_{\nu}^{\prime}\left(e_{\nu}^{\prime}, \mathfrak{f}\right) \mathfrak{e}_{\nu}^{\prime} . \tag{4.4}
\end{equation*}
$$

[^5]Let now $e_{1}^{\prime \prime}, e_{2}^{\prime \prime}, \ldots$ be a normed ortogonal system such that the $\mathfrak{e}_{v}^{\prime}$, $\mathfrak{e}_{v}^{\prime \prime}$ together span $H$ and such that $\left(e_{v}^{\prime}, e_{\rho}^{\prime \prime}\right)=0$ for all $e_{v}^{\prime}, e_{\rho}^{\prime \prime}$. We set $\mu_{v}^{\prime \prime}=0$. We now bring the $\mathfrak{e}_{v}^{\prime}, \mathrm{e}_{\nu}^{\prime \prime}$ and, correspondingly, the $\mu_{v}^{\prime}, \mu_{\nu}^{\prime \prime}$ in a simple order and call them $\mathfrak{e}_{1}, \mathfrak{e}_{3}, \ldots$ and $\mu_{1}, \mu_{2}, \ldots$ in this order. (4.4) remains then true if we replace $\mathfrak{e}_{v}^{\prime}, \mu_{v}^{\prime}$ by $\mathfrak{e}_{v}, \mu_{v}$ respectively. If we add to the equation thas obtained the equation $\mathfrak{l}=\sum_{v=1}^{\infty}\left(\mathfrak{e}_{v}, f\right) \mathfrak{e}_{v}$ we obtain

$$
\begin{equation*}
\mathfrak{l}(\mathfrak{a}, \mathfrak{f})=\mathfrak{l}+\mathfrak{Q}(\mathfrak{a}, \mathfrak{l})=\sum_{\nu}\left(\mathfrak{r}+\mu_{\nu}\right)\left(\mathfrak{e}_{\nu}, \mathfrak{l}\right) \mathfrak{e}_{\nu} \tag{4.5}
\end{equation*}
$$

This proves that $l(a, f)$ can be written in the form (4.2) since by definition 4. I exactly $r$ of the numbers $1+\mu_{\nu}$ are negative and since by lemma 4.2 none of them is zero. Finally, (4.3) is a consequence of (4.2) and (2.7).

## 5. Type Number and Topological Index.

Theorem 5.1. With the same assumptions as in theorem 4. I let r be the type of the critical point $\mathfrak{a}$. Denote by $j(\mathfrak{a})$ the index of $\mathfrak{a}$ as solution of the equation (3.1). ${ }^{1}$ (Because of lemma 3.2 the index exists). Then

$$
\begin{equation*}
j(\mathfrak{a})=(-\mathrm{I})^{r} . \tag{5.1}
\end{equation*}
$$

Proof. $g(\mathfrak{x})$ has the differential $\mathfrak{l}(\mathfrak{a}, \mathfrak{f})$ at $\mathfrak{a}$. It follows from the properties of this differential described in lemma 3. I that the index $j(\mathfrak{a})$ of $a$ as solution of $\mathfrak{g}(\mathfrak{x})=\mathfrak{o}$ is the same as the index of $\mathfrak{f}=\mathfrak{v}$ as solution of the equation $\mathfrak{l}(\mathfrak{a}, \mathfrak{f})=0 .^{2}$ This latter index is by definition the order $u\left(l, S_{\rho}, \mathfrak{v}\right)$ of the point $\mathfrak{p}$ with respect to the image under the mapping $\mathfrak{l}=\mathfrak{l}(\mathfrak{a}, f)$ of the sphere $S_{\rho}:\|\neq\|=\rho^{3}$ Therefore,

$$
\begin{equation*}
j(\mathfrak{a})=u\left(\mathfrak{l}, S_{\ell}, \mathfrak{p}\right) . \tag{5.2}
\end{equation*}
$$

If now $\mathfrak{e}_{1}, \mathfrak{e}_{2}, \ldots$ is the normed orthogonal base of $H$ used in theorem 4. 1 , if $l_{\nu}=\left(e_{v}, \mathfrak{l}(\mathfrak{a}, \mathfrak{f})\right.$, and, as is theorem 4. $\mathrm{I}, k_{\nu}=\left(e_{v}, \mathfrak{f}\right)$ then (4.2) shows that the mapping $k \rightarrow \mathfrak{l}(\mathfrak{a}, \mathfrak{f})$ is given by

$$
\begin{array}{ll}
\left.l_{v}=-p_{v} k_{v}=k_{v} \dot{( }-\mathrm{I}-p_{v}\right) k_{v}, & v=\mathrm{I}, 2, \ldots r \\
l_{v}=p_{v} k_{v}=k_{v}+\left(p_{v}-\mathrm{I}\right) k_{v}, & v=r+\mathrm{I}, r+2, \ldots
\end{array}
$$

[^6]Comparison with (4.5) shows that $p_{v}-\mathrm{I}=\mu_{\nu}$ for $\nu>r$. Since $\lim _{\nu \rightarrow \infty} \mu_{\nu}=0$ it follows that there exists a $\nu_{0}>r$ such that

$$
\begin{equation*}
\mathrm{o}<\mu_{\nu}=\left|\left(p_{\nu}-1\right)\right|<\pi / \varrho \text { for } \nu \geqq \nu_{0} \tag{5.4}
\end{equation*}
$$

where $\pi$ is the distance of the image of $S_{\rho}$ under the map (4.5) from the point 0 .
With such a $\nu_{0}$ we define a mapping $\mathfrak{f} \rightarrow I^{\prime}=\sum_{\nu=1}^{\infty} \mathfrak{l}_{v}^{\prime} e_{v}$ where

$$
\begin{array}{ll}
l_{v}^{\prime}=-p_{v} k_{v} \text { for } \nu=\mathrm{I}, \ldots r \\
l_{v}^{\prime}=p_{v} k_{v} & \geqslant \quad \nu=r+\mathrm{I}, \ldots \nu_{0} \\
l_{v}^{\prime}=k_{v} & \geqslant \quad \nu=\nu_{0}+\mathrm{I}, \boldsymbol{\nu}_{0}+2 \ldots .
\end{array}
$$

(5.3), (5.5) and (5.4) show that for $\mathcal{f}<S_{\varrho}$, i.e. $\|\mathbb{f}\|=\varrho$

$$
\left\|\mathfrak{l}^{\prime}-\mathfrak{l}\right\|^{2}=\sum_{v=1}^{\infty}\left(l_{v}^{\prime}-l_{v}\right)^{2}=\sum_{v=v_{0}+1}^{\infty}\left(p_{v}-\mathrm{I}\right)^{2} k_{v}^{3}<\left(\|\mathfrak{f}\|^{2} \pi / \varrho\right)^{2}=\pi^{2}<\|\mathfrak{l}\|^{2} .
$$

This estimate together with the theorem of Rouche ${ }^{1}$ proves that

$$
\begin{equation*}
u\left(\mathfrak{Y}, S_{\varrho}, \mathfrak{D}\right)=u\left(\mathbf{Y}^{\prime}, S_{\ell}, \mathfrak{D}\right) \tag{5.6}
\end{equation*}
$$

If $E^{v_{0}}$ is the space spanned by $e_{1}, e_{2}, \ldots \mathfrak{e}_{v_{0}},(5.5)$ shows that $\mathfrak{l}^{\prime}-\notin E^{v_{0}}$, i.e., that $Y^{\prime}$ is a "layer mapping'" with respect to $E^{v_{0}} .{ }^{2}$ By the definition of the order of a layer mapping, ${ }^{3}$ the order $u\left(l^{\prime}, S_{\rho}, \mathfrak{o}\right)$ is therefore equal to the order of $\mathfrak{o}$ with respect to the image of the intersection $S_{\rho}^{v_{0}-1}=S_{\rho} \wedge E^{v_{0}}$ under the mapping of $E^{\nu_{0}}$ into itself given by the first $\nu_{0}$ of the equations (5.5). But this order is equal to the sign of the determinant of these equations. This determinant is $(-\mathrm{I})^{r} \prod_{v=1}^{v_{0}} p_{v}$ and its sign is $(-\mathrm{I})^{r}$ since all $p_{v}$ are positive. Thus $u\left(\mathrm{I}^{\prime}, S_{\rho}, \mathfrak{D}\right)=$ $=(-\mathrm{I})^{r}$ which because of (5.6) and (5.2) proves (5.1).

## 6. Morse Numbers and Properties of the Gradient Field.

By theorem 3.I, there are at most a finite number $s$ of critical points of $i(\mathrm{~d})$ in $V$. We denote them by $\mathfrak{a}_{1}, \mathfrak{a}_{2}, \ldots \mathfrak{a}_{s}$.

Definition 6.1. For $i=1,2, \ldots$ the $i$-th Morse number $M^{i}$ of $V$ is defined by
${ }^{1}$ For the finite dimensional case see [I], p. 459, for the Banach space case see [ri], theo rem 4.
${ }^{2}$ For the definition of a layer mapping see e.g. [11], p. 374
${ }^{3}$ [II], definition I .

$$
\begin{equation*}
M^{i}=\sum_{\sigma=1}^{\delta} m_{\sigma}^{i} \tag{6.I}
\end{equation*}
$$

where $m_{\sigma}^{i}=m^{i}\left(\mathfrak{a}_{\sigma}\right)$ is the $i$-th type number of the critical point $\mathfrak{a}_{\sigma}$ (definition 4. I). Obviously $M^{i}$ is the number of critical points in $V$ of type $i$, and

$$
\begin{equation*}
\sum_{i} M^{i}=s \tag{6.2}
\end{equation*}
$$

Theorem 6.1. With the usual notations assumptions let $\chi=\chi(\mathfrak{g}, S)$ be the characteristic of the gradient field $\mathfrak{g}$ on the boundary $S$ of $V$, let $u=u(\mathfrak{g}, S, \mathfrak{o})$ be the order ${ }^{1}$ of $\mathfrak{o}$ with respect to the image of $S$ under the mapping $\mathfrak{g}$, and let $\gamma=\gamma(\mathfrak{g}, S, \mathfrak{o})$ be the mapping degree ${ }^{2}$ in $\mathfrak{o}$ of the mapping $\mathfrak{g}$ (considered as mapping of $V$ ). Then

$$
\begin{equation*}
\chi=u=\gamma^{\prime}=\sum_{\sigma=1}^{s}(-\mathrm{I})^{r_{\sigma}}=\sum_{i}(-\mathrm{I})^{i} M^{i} \tag{6.3}
\end{equation*}
$$

where $r_{\sigma}$ denotes the type of the critical point $\mathfrak{a}_{\sigma}$ (definition 4. 1).
Proof. That $\chi=\boldsymbol{u}=\gamma$ is known. ${ }^{3}$ That the two sums in (6.3) are equal is an immediate consequence of definition 6. I. It remains to prove that

$$
\chi=\sum_{\sigma=1}^{8}(-\mathrm{I})^{r_{\sigma}} .
$$

But this equation is by (5.1) equivalent to the equation $\chi=\sum_{\sigma=1}^{s} j\left(\mathfrak{a}_{\sigma}\right)$ which is known to be true. ${ }^{4}$

We formulate the following obvious consequences of theorem 6. I as
Corollary 6.1. Let $s_{0}$ be the number of critical points of even type and $s_{1}$ the number of critical points of odd type in $V$. Then

$$
\begin{equation*}
\chi=s_{0}-s_{1}, \quad s=s_{0}+s_{1} . \tag{6.4}
\end{equation*}
$$

Therefore, $s \geqq|\chi|$, and the equality sign hold if and only if the types of all critical points are of the same parity. This is certainly the case if none of the eigenvalues of the linear operators $\mathfrak{R}\left(\mathfrak{a}_{\sigma}, \mathfrak{f}\right)(\sigma=1,2, \ldots s)$ is less than -1 (or,

[^7]what is the same, if all second differentials $d_{2}\left(\mathfrak{a}_{\sigma}, \mathfrak{h}, \mathfrak{f}\right)$ become positive definite quadratic forms for $\mathfrak{h}=1$ ) since then by definition 4 . I the types of all critical points are zero.

Before stating theorem 6.2 we give the following
Definition 6.2. A bilinear form (definition 2.4) $q(\mathfrak{x}, \mathfrak{h}, \mathfrak{t})$ in $\mathfrak{h}$, is called uniformly positive definite in a set $W<H$ if there exists a positive constant $c$ such that for all $\mathfrak{x}<W$

$$
\begin{equation*}
q(\mathfrak{x}, \mathfrak{f}, \mathfrak{x}) \geqq c\|\mathfrak{f}\|^{2} . \tag{6.5}
\end{equation*}
$$

A linear operator $\mathfrak{l}(x, f)$ of $\mathfrak{f}$ called uniformly positive definite in $W$ if the associated bilinear form $q(\mathfrak{x}, \mathfrak{h}, \mathfrak{f})=(\mathfrak{l}(x, \mathfrak{f}) ; \mathfrak{h})$ is uniformly positive definite in $W$.

Theorem 6.2. In addition to the hypotheses 3.1-3.4 and 4. I we assume that the second differential $d_{2}(\mathfrak{x}, \mathfrak{h}, \mathfrak{\mathfrak { l }})$ of the scalar $i(\mathfrak{x})$ is uniformly positive definite in $V+S$ and that $V$ is a solid sphere of center 0 and of radius $R$ with

$$
\begin{equation*}
R>\|\mathfrak{g}(\mathfrak{D})\| / c \tag{6.6}
\end{equation*}
$$

where the positive constant $c$ satisfies (6.5) with $q=d_{2}$. Then $i(x)$ has exactly one critical points in $V$ and none on the boundary $S$ of $V$. Moreover, if $R=R_{0}$ satisfies (6.6) and if $M\left(R_{0}\right)$ is an upper bound for $|i(\mathfrak{x})|$ in $\|\mathfrak{x}\| \leqq R_{0}{ }^{1}$, then for any $m>1$
(6.7) $\quad i(\mathfrak{x}) \geqq(\mathrm{I}-\mathrm{I} / m) c\|\mathfrak{x}\|\left\{R_{0}-\|\mathfrak{g}(\mathfrak{p})\| / c\right\}-M\left(R_{0}\right)$ for $\|\mathfrak{x}\| \geqq m R_{0}$.

Before proving this theorem we first state and prove
Lemma 6.1. Let $\mathfrak{v}(\mathfrak{x})=\mathfrak{x}+\mathfrak{B}(\mathfrak{x})$ with completely continuous $\mathfrak{B}$ be a vector field ${ }^{2}$ which is differentiable in $V+S$ (definition 2.3). We suppose that the differential $\mathfrak{l}(\mathfrak{x}, \mathfrak{f})$ of $\mathfrak{v}(\mathfrak{x})$ is uniformly positive definite in $V+S$ (definition 6.2). If then $c$ is a constant satisfying (6.5) with $q=(\mathfrak{l}(\mathfrak{x}, \mathfrak{f}), \mathfrak{h})$ and if $V$ is a solid sphere with center 0 whose radius $R$ satisfies the inequality

$$
\begin{equation*}
R>\|\mathfrak{v}(\mathfrak{p})\| / c \tag{6.8}
\end{equation*}
$$

then $\mathfrak{v}(\mathfrak{x})$ does not vanish on $S$ and the characteristic $\chi$ of the field $\mathfrak{v}(\mathfrak{x})$ on $S$ equals +I . Moreover, for any $\mathfrak{x}$ whose norm $R=\|\mathfrak{x}\|$ satisfies (6.8) we have
(6.9)
$(\mathfrak{v}(\mathfrak{x}), \mathfrak{x}) \geqq c\|\mathfrak{x}\|(\|\mathfrak{x}\|-\|\mathfrak{v}(\mathfrak{p})\| / c)$.

[^8]Proof. We recall that if $v(\mathfrak{x})$ is an arbitrary scalar which is differentiable in a convex domain containing the two points $\mathfrak{x}_{0}$ and $\mathfrak{x}$, then

$$
\begin{equation*}
v(\mathfrak{x})-v\left(\mathfrak{x}_{0}\right)=\int_{0}^{1} \delta\left(\mathfrak{x}_{0}+\left(\mathfrak{x}-\mathfrak{x}_{0}\right) t, \mathfrak{x}-\mathfrak{x}_{0}\right) d t \tag{6.10}
\end{equation*}
$$

where $\delta(\mathfrak{x}, \mathfrak{h})$ is the differential of $v(\mathfrak{x}) .^{1}$ We apply this equality to $\mathfrak{v}(\mathfrak{x})=(\mathfrak{v}(\mathfrak{x}), \mathfrak{h})$ with $\mathfrak{x}_{0}=\mathfrak{0}$, and take for $\mathfrak{x}$ an arbitrary point of $S$. Lemma 2.2 shows that (6. ro) then becomes

$$
\begin{equation*}
(\mathfrak{v}(\mathfrak{y}), \mathfrak{h})-\left(\mathfrak{v}(\mathfrak{o}, \mathfrak{h})=\int_{0}^{1}(\mathfrak{l}(t \mathfrak{x}, \mathfrak{x}), \mathfrak{h}) d t\right. \tag{6.II}
\end{equation*}
$$

We now set $\mathfrak{h}=\mathfrak{x}$. On account of the assumptions made about $c$, (6. I r) yields then

$$
(\mathfrak{v}(\mathfrak{x}), \mathfrak{x})-(\mathfrak{v}(\mathfrak{p}), \mathfrak{x})=\int_{0}^{1}(\mathfrak{l}(t \mathfrak{x}, \mathfrak{x}), \mathfrak{x}) d t \geqq c\|\mathfrak{x}\|^{*}=c R^{2}
$$

or

$$
(\mathfrak{v}(\mathfrak{x}), \mathfrak{x}) \geqq c R^{2}-|(\mathfrak{v}(\mathfrak{v}), \mathfrak{x})| \geqq c R^{2}-\|\mathfrak{v}(\mathfrak{o})\| R=R c(R-\|\mathfrak{v}(\mathfrak{o})\| / c)
$$

This proves (6.9). Moreover, we see now from (6.8) that ( $\mathfrak{b}(\mathfrak{x}), \mathfrak{x})>0$ for $\mathfrak{x}<S$. This shows that $\mathfrak{v}(\mathfrak{x}) \neq \mathfrak{0}$ for $\mathfrak{x}<S$. It also shows that in no point of $S$ the field $\mathfrak{v}(x)$ can have the direction of the interior normal since otherwise by definition of the term "interior normal" ${ }^{2}$ there would exist an $\mathfrak{x}<S$ and a positive $\varrho$ such that $\mathfrak{v}(\mathfrak{x})=-\varrho \mathfrak{x}$, and this point would render $(\mathfrak{v}(\mathfrak{x}), \mathfrak{x})=-\varrho\|\mathfrak{x}\|^{\circ}$ negative. This proves that $\chi=I$ since it is known that a vectorfield $\mathfrak{b}(\mathfrak{x})=\mathfrak{x}+\mathfrak{B}(\mathfrak{x})$ with completely continuous $\mathfrak{F}(x)$ which is non-vanishing on $S$ and which has no interior normal on $S$ has the characteristic $+1 .{ }^{3}$

Proof of theorem 6.2. On the one hand, the application of lemma 6. I to $\mathfrak{v}(\mathfrak{r})=\mathfrak{g}(\mathfrak{x})$ shows that $\mathfrak{g}(\mathfrak{x}) \neq \mathfrak{v}$ for $\mathfrak{x}<S$ and that the characteristic $\chi$ of the gradient field $\mathfrak{g}(\mathfrak{x})$ of the scalar $i(x)$ on $S$ is equal to +1 . Since, on the other hand, the second differential $d_{2}(x, \mathfrak{h}, \mathfrak{f})$ is uniformly positive definite the quadratic forms $d_{2}\left(\mathfrak{a}_{\sigma}, \mathfrak{l}, \mathfrak{f}\right)$ are certainly positive for all critical points $\mathfrak{a}_{\sigma}(\sigma=1,2, \ldots s)$ of $V$ and corollary 6.1. shows that $s=|\chi|$. Thus $\mathrm{I}=\chi=s$.

To prove (6.7) let $R_{0}>\|\mathfrak{g}(\mathfrak{o})\| / c$, let $m$ be a given number $>\mathrm{I}$ and $\mathfrak{x}$ be such that $\|\mathfrak{x}\|>m R_{0}$. We set $\mathfrak{x}_{0}=\mathfrak{x} / m$. Since $(\mathfrak{g}(\mathfrak{x}), \mathfrak{h})$ is the differential of $i(\mathrm{x})$ we obtain from the general formula (6. 10)

[^9]\[

$$
\begin{equation*}
i(\mathfrak{x})-i(\mathfrak{p})=\int_{0}^{1}(\mathfrak{g}(t \mathfrak{x}), \mathfrak{x}) d t=\int_{0}^{1 / m}(g(t \mathfrak{x}), \mathfrak{x}) d t+\int_{1 / m}^{1}(\mathfrak{g}(t \mathfrak{x}), \mathfrak{x}) d t \tag{6.12}
\end{equation*}
$$

\]

Now using the substitution $s=t m$ one sees easily that

$$
\int_{0}^{1 \cdot m}(\mathfrak{g}(t \mathfrak{r}), \mathfrak{x}) d t=\int_{0}^{1}\left(\mathfrak{g}\left(s \mathfrak{x}_{0}\right), \mathfrak{x}_{0}\right) d s=i\left(\mathfrak{x}_{0}\right)-i(\mathfrak{0})
$$

Therefore, we see from (6. 12) that

$$
\begin{equation*}
i(\mathfrak{x})=i\left(\mathfrak{x}_{0}\right)+\int_{1 / m}^{1}(\mathfrak{g}(t \mathfrak{x}), \mathfrak{x}) d t \geqq \int_{1 / m}^{1} \frac{\mathfrak{1}}{t} \mathfrak{g}(t \mathfrak{x}, t \mathfrak{x}) d t-M\left(R_{0}\right) \tag{6.13}
\end{equation*}
$$

Now for $t \geqq \mathrm{I} / m$ we have $t\|\mathfrak{x}\| \geqq \frac{\|\mathfrak{x}\|}{m} \geqq R_{0}>\|\mathfrak{g}(\mathfrak{p})\| / c$. Therefore, we can apply lemma 6. I with $\mathfrak{y}(x)=\mathfrak{g}(\mathfrak{x})$ and obtain from (6.9) for $t \geqq \frac{1}{m}$

$$
\mathfrak{g}(\mathfrak{x} t, \mathfrak{x} t) \geqq c\|\mathfrak{x}\| t(\|\mathfrak{x}\| t-\|\mathfrak{g}(\mathfrak{p})\| / c) \geqq c\|\mathfrak{x}\| t\left(R_{0}-\|\mathfrak{g}(\mathfrak{p})\| / c\right)
$$

Substituting this in (6.13) we obtain (6.7).
Corollary to theorem 6.2. If $i(x)$ is defined and satisfies our usual assumptions for all $\mathfrak{x}<H$, and if $d_{2}(\mathfrak{x}, \mathfrak{h}, \mathfrak{f})$ is uniformly positive definite in $H$, then $i(\mathfrak{x})$ has one and only one critical point $\mathfrak{a}$ in $H$, and $i(\mathfrak{a})$ is an absolute minimum.

Proof. It is an obvious consequence of (6.7) that there exists an $R_{1}>R_{0}$ such that

$$
\begin{equation*}
i(\mathfrak{x})>i(\mathfrak{p}) \text { for }\|\mathfrak{x}\| \geqq R_{1} . \tag{6.14}
\end{equation*}
$$

Now in the sphere $\bar{V}$ defined by $\|\mathfrak{x}\| \leqq R_{1}$ the scalar $i(\underline{x})$ takes an absolute minimum in some point $\mathfrak{a}^{\prime}$ by a previous theorem ([14], theorem 4.2). Because of (6. 14), $i\left(\mathfrak{a}^{\prime}\right)$ is then an absolute minimum for the whole space $H$. Likewise by (6. I4), $\mathfrak{a}^{\prime}$ is an interior point of $\bar{V}$ and, therefore, a critical point of $i(x)$. Consequently $\mathfrak{a}^{\prime}$ must coincide with the unique critical point of theorem 6.2.

## 7. Applications.

The general purpose of this section has been explained in the introduction. Let $E^{r}$ be the $r$-dimensional Euclidean space, let $K_{i j}(s, t)(i, j=1,2, \ldots n)$ be admissible kernels defined for pairs of points $s$ and $t$ of an admissible domain
$D_{0} \subset E^{r}{ }^{1}$ Let $E^{n}$ be the Euclidean space of $n$-tuples $U=\left(u_{1}, u_{2}, \ldots u_{n}\right)$, and $f_{i}\left(t, u_{1}, \ldots u_{n}\right)(i=\mathrm{I}, 2, \ldots n)$ be $n$ functions defined and continuous in the productspace $D_{0} \times E^{n}$ and for which

$$
\begin{equation*}
F(t, D)=\int_{0}^{U} \sum_{i=1}^{n} f_{i}\left(t, v_{1}, \ldots v_{n}\right) d v_{i} \tag{7.1}
\end{equation*}
$$

is a function of the upper limit $U=\left(u_{1}, \ldots u_{n}\right)$ alone.
We now recall the definition of the Hammerstein scalars connected with the $K_{i j}(s, t)$ and the $f_{i}{ }^{2}$

For $i=\mathrm{o}, \mathrm{I}, \ldots n-\mathrm{I}$ let $D_{i}$ denote the domain obtained from $D_{0}$ by the translation $i \cdot d_{0}$ where the translation vector $d_{0}$ is such that no two of the domains $D_{i}$ have a non-zero intersection. We then obtain the admissible kernel $K(s, t)$ defined for $s, t<D=\sum_{i=0}^{n-1} D_{i}$ by setting (in obvious notation)

$$
\begin{equation*}
K(s, t)=K_{i+1, j+1}\left(s-i d_{0}, t-j d_{0}\right) \text { for } s<D_{i}, t<D_{j} \tag{7.2}
\end{equation*}
$$

$$
(i, j=0,1, \ldots n-1)
$$

Likewise we obtain a one to one correspondence between the ordered $n$-tuples $y_{1}(t), \ldots y_{n}(t)$ of functions defined in $D_{0}$ and the functions $y(t)$ defined in $D$ by setting

$$
y(s)=y_{i+1}\left(s-i d_{0}\right) \text { for } s<D_{i}, \quad(i=0, \mathrm{I}, \ldots n-\mathrm{I})
$$

This correspondence will be indicated by writing

$$
\begin{equation*}
y(s)=\left(y_{1}(s), \ldots y_{n}(s)\right) \tag{7.4}
\end{equation*}
$$

Let now $\varphi_{v}(s), \varphi_{v}^{*}(s)(\nu=1,2, \ldots)$ be a complete system of pairs of normed orthogonal eigenfunctions of the (not necessarily symmetric) kernel $K(s, t)$, and $\lambda_{\nu}$ the corresponding eigenvalues. ${ }^{3}$ The $\lambda_{\nu}$ may, and will, be assumed to be positive and to be arranged in not increasing order. The Hilbert space $H$ we deal with will then be the space of all sequences $\mathfrak{x}=\left(x_{1}, x_{2}, \ldots\right)$ for which $\sum_{v} \lambda_{v} x_{v}^{2}$ converges with the scalar product $(\mathfrak{x}, \mathfrak{y})$ of $\mathfrak{x}$ with $\mathfrak{y}=\left(y_{1}, y_{2}, \ldots\right)$ defined by

[^10]\[

$$
\begin{equation*}
(\mathfrak{x}, \mathfrak{y})=\sum_{\nu} \lambda_{v} x_{v} y_{v} \tag{7.5}
\end{equation*}
$$

\]

By $H_{1}$ we denote the subspace of those $\mathfrak{y}<H$ for which $\sum_{\nu} y_{\nu}^{2}$ converges ${ }^{1}$, by $L^{2}$ the space of those functions $y(t)$ for which $y^{2}(t)$ is summable over $D$, and by $M$ and $M^{*}$ the subspaces of $L^{2}$ spanned by the functions $\varphi_{1}(s), \varphi_{2}(s), \ldots$ and $\varphi_{1}^{*}(s), \varphi_{2}^{3}(s) \ldots$ respectively. The mapping $H_{1} \rightarrow M$ which assigns to the element $\mathfrak{y}=\left(y_{1}, y_{2}, \ldots\right)$ of $H_{1}$ that element $y(t)$ of $M$ whose component with respect to $\varphi_{v}(t)$ is $y_{v}$, is called $\Phi_{1}: y(t)=\Phi_{1}(y)$. Correspondingly a mapping $y^{*}(t)=\Phi_{1}^{*}(y)$ of $H$ onto the space $M^{*}$ is defined by using the system $\varphi_{v}^{*}(t)$ instead of the system $\varphi_{v}(t) . \Phi_{1}, \Phi_{1}^{*}$ and $y(t), y^{*}(t)$ are called pairs of conjugate mappings and functions respectively. Also the ordered $n$-tuples $y_{1}(t), \ldots y_{n}(t)$ and $y_{1}^{*}(t), \ldots y_{n}^{*}(t)$ associated by the correspondence (7.3), (7.4) with $y(t)$ and $y^{*}(t)$ respectively are called conjugate. This terminology is in agreement with the following general

Definition 7.1. The functions $y(t), y^{*}(t)$ of $L^{2}$ are called conjugate if (i) $\int_{D} \varphi_{v}(t) y(t) d t=\int_{D} \varphi_{v}^{*}(t) y^{*}(t) d t(v=\mathrm{I}, 2, \ldots)$, and (ii) $y(t)<M, y^{*}(t)<M^{*}$. The $n$-tuples $\left(y_{1}(t), \ldots y_{n}(t)\right)$ and $\left(y_{i}^{*}(t), \ldots y_{n}^{*}(t)\right)$ are conjugate if the functions $y(t)$, $y^{*}(t)$ corresponding to them by the correspondence $(7 \cdot 3),(7 \cdot 4)$ are conjugate.
$\boldsymbol{\sigma}_{1}(\mathfrak{y})$ and $\boldsymbol{\sigma}_{1}^{*}(\mathfrak{y})$ are mappings of the subspace $H_{1}$ of $H$ into $L^{2}$. We define now mappings $\Phi(x)$ and $\Phi^{*}(\mathfrak{x})$ of all of $H$ into $L^{2}$ in the following manner: if $\mathfrak{x}=\left(x_{1}, x_{2}, \ldots\right)$ is an arbitrary element of $H$ we set $\mathfrak{y}=\left(\lambda_{1} x_{1}, \lambda_{2} x_{2}, \ldots\right)$. Since $\sum_{\nu} \lambda_{\nu}^{\nu}$ converges, $\mathfrak{y}$ is in $H_{1}$, and $\Phi_{1}(\mathfrak{y}), \Phi_{1}^{*}(\mathfrak{y})$ are defined. We set then

$$
\begin{equation*}
y(t)=\boldsymbol{\Phi}(\mathfrak{x})=\boldsymbol{\Phi}_{1}(\mathfrak{y}), y^{*}(t)=\boldsymbol{\Phi}^{*}(\mathfrak{x})=\boldsymbol{\Phi}_{1}^{*}(\mathfrak{y}) \tag{7.6}
\end{equation*}
$$

Definition 7.2. Let $Y(t)$ be the point of $E^{n}$ whose coordinates are

$$
y_{1}(t), \ldots y_{n}(t)
$$

where this $n$-tuple is the one associated by $(7 \cdot 3),(7.4)$ with $y(t)=\Phi(\mathfrak{x})$, let $Y^{*}(t)$ be defined in the corresponding way be using $y^{*}(t)=\Phi^{*}(\mathfrak{x})$, and let $F(t, U)$ be the function defined by (7.1). Finally set

$$
\begin{equation*}
I(\mathfrak{x})=\int_{D_{0}} F(t, Y(t)) d t, \quad I^{*}(\mathfrak{x})=\int_{D_{0}} F\left(t, Y^{*}(t) d t\right. \tag{7.7}
\end{equation*}
$$

[^11]Then

$$
\begin{equation*}
i(\mathfrak{x})=\|\mathfrak{x}\|^{2} / 2+I(\mathfrak{x}), \quad i^{*}(\mathfrak{x})=\|\mathfrak{x}\|^{2} / 2+I^{*}(\mathfrak{x}),{ }^{1} \tag{7.8}
\end{equation*}
$$

are called Hammerstein scalars.
$i(x)$ and $i^{*}(x)$ are defined for those $\mathfrak{x}<H$ for which the integrals in (7.7) exist. The conditions imposed in all of the following lemmas and theorems will insure that they exist for all $\mathfrak{x}<H$. It follows moreover from [15], theorem 3. 1 that for all $\mathfrak{x}<H$ the scalar $I(\mathfrak{x})$ has a continuous differential $D(\mathfrak{x}, \mathfrak{h})$ given by

$$
\begin{gather*}
D(\mathfrak{x}, \mathfrak{h})=\sum_{i=1}^{n} \int_{D_{0}} k_{i}(t) f_{i}\left(t, y_{1}(t), \ldots y_{n}(t)\right) d t  \tag{7.9}\\
\left(k_{1}(t), \ldots k_{n}(t)\right)=k(t)=\boldsymbol{\Phi}(\mathfrak{h})
\end{gather*}
$$

if only the $f_{i}$ are continuous functions of their arguments $t, u_{1} \ldots u_{n}$ and if the following assumption A) is satisfied:

Assumption A. There exists a constant $C$ such that

$$
\begin{equation*}
\sum_{\nu} \lambda_{\nu} \varphi_{v}^{2}(t) \leqq C^{2} \text { for all } t<D^{2} \tag{7.10}
\end{equation*}
$$

A corresponding statement holds for $I^{*}(x)$ with the same constant $C$.
Our next goal is to show that under certain additional conditions the scalars $i(x)$ and $i^{*}(x)$ satisfy all assumptions of theorem 6.2. We first prove

Lemma 7.1. Let the $f_{i}$ be continuous functions of their arguments and let assumption $A$ be satisfied. Then the scalar $I(\mathfrak{x})$ has a completely cintinuous gradient $\mathfrak{G}(\mathfrak{x})$ for all $\mathfrak{x}<H$ given by
(7.11) $\quad \boldsymbol{E}(\mathfrak{x})=\left(G_{1}(\mathfrak{x}), G_{2}(\mathfrak{x}), \ldots\right)$
where $G_{v}(\mathrm{x})$ is the $\nu$-th Fourier coefficient of

$$
f(t, y(t))=\left(f_{1}\left(t, y_{1}(t), \ldots y_{n}(t)\right), \ldots f_{n}\left(t, y_{1}(t), \ldots y_{n}(t)\right)\right), \text { i.e. }
$$

$$
\begin{gather*}
G_{v}(\mathfrak{x})=\int_{D} \varphi_{v}(t) f(t, y(t)) d t=\sum_{i=1}^{n} \int_{D_{0}} \varphi_{v_{i}}(t) f_{i}\left(t, y_{1}(t), \ldots y_{n}(t) d t\right.  \tag{7.12}\\
\left.\left(\varphi_{v_{1}}(t), \ldots \varphi_{v_{n}}(t)\right)=\varphi_{v}(t), \quad v=\mathrm{I}, 2, \ldots\right)
\end{gather*}
$$

A corresponding statement holds for $1^{*}(\mathfrak{x})$.

[^12]Proof. We obtain from (7.12), (7.9) using the definition (7.5) of the scalar product and observing that $k(t)=\Phi(\mathfrak{x})<M$

$$
\begin{aligned}
(\mathfrak{G}, \mathfrak{G})=\sum_{\nu} \lambda_{\nu} G_{\nu} h_{v}=\sum_{v} G_{\nu} k_{v} & =\int_{D} f(t, y(t)) k(t) d t= \\
& =\sum_{i=1}^{n} \int_{D_{\mathfrak{i}}} k_{i}(t) f_{i}\left(t, y_{1}(t) ; \ldots y_{n}(t)\right) d t=D(\mathfrak{x}, \mathfrak{h}) .
\end{aligned}
$$

Thus $(\mathfrak{G}(\mathfrak{x}), \mathfrak{h})=D(\mathfrak{x}, \mathfrak{h})$ which by definition 2.2 proves that $\mathfrak{G}(\mathfrak{x})$ is the gradient of $I(\mathfrak{x})$. Observing that by [ 55 ], theorem $3.2, D(\mathfrak{x}, \mathfrak{h})$ is completely continuous, the complete continuity of $\mathscr{G}(x)$ follows from lemma 2.I. The proof for the statement concerning $I^{*}(\mathfrak{x})$ is analogous.

Lemma 7.2. In addition to the assumptions of lemma 7.1 let the derivatives $\partial f_{i} / \partial u_{j}$ exist and be continuous in all points $t, u_{1}, \ldots u_{n}$ of the product space $D_{0} \times E^{n}$. Then for all $\mathfrak{x}<H$
(i) the gradient $\mathbb{B}(\mathfrak{x})$ of $I(\mathfrak{x})$ has a continuous differential $\mathfrak{L}(\mathfrak{x}, \mathfrak{h})=\left(L_{1}, L_{2}, \ldots\right)$ with

$$
\begin{equation*}
L_{v}=L_{v}(\mathfrak{x}, \mathfrak{\mathfrak { G }})=\sum_{j=1}^{n} \sum_{i=1}^{n} \int_{D_{0}} \varphi_{v_{i}}(t) \frac{\partial f_{i}}{\partial u_{j}}\left(t, y_{1}(t), \ldots y_{n}(t)\right) k_{j}(t) d t \tag{7.13}
\end{equation*}
$$

where the $k_{i}(t)$ and the $\varphi_{v_{i}}(t)$ have the same meaning as in (7.9) and (7.12).
(ii) $I$ (x) has a continuous second differential $D_{2}(\mathfrak{x}, \mathfrak{G}, \mathfrak{G})$ given by

$$
\begin{equation*}
D_{2}\left(\mathfrak{x}, \mathfrak{h}, \mathfrak{h}^{\prime}\right)=\sum_{i=1}^{n} \sum_{j=1}^{n} k_{i}(t) k_{j}^{\prime}(t) \frac{\partial f_{i}}{\partial u_{j}}\left(t, y_{1}(t), \ldots y_{n}(t)\right) \tag{7.14}
\end{equation*}
$$

where $k^{\prime}(t)=\left(k_{1}^{\prime}(t), k_{2}^{\prime}(t), \ldots k_{n}^{\prime}(t)\right)=\Phi\left(h^{\prime}\right)$.
(iii) For fixed $\mathfrak{x}, \mathfrak{Q}(\mathfrak{x}, \mathfrak{h})$ is completely continuous in $\mathfrak{h}$.

Proof. If we define $R_{v}$ be setting

$$
\begin{equation*}
G_{v}(\mathfrak{x}+\mathfrak{h})-G_{v}(x)=L_{v}(\mathfrak{x}, \mathfrak{h})+R_{v} \tag{7.15}
\end{equation*}
$$

where $L_{v}(\mathfrak{x}, \mathfrak{h})$ is given by (7.13) one sees easily that $R_{v}$ may be written in the form

$$
\begin{equation*}
R_{v}=R_{v}(\mathfrak{x}, \mathfrak{h}, \boldsymbol{\vartheta})=\sum_{i=1}^{n} \int_{D_{0}} \varphi_{v_{i}}(t) a_{i}(t) d t \quad(0<\vartheta<1) \tag{7.16}
\end{equation*}
$$

where

$$
\begin{aligned}
(7 \cdot \mathbf{1} 7) \quad a_{i}(t)=\sum_{j=1}^{n} k_{j}(t)\left\{\frac { \partial f _ { i } } { \partial u _ { j } } \left(t, y_{1}(t)+\boldsymbol{\vartheta} k_{1}(t), \ldots y_{n}(t)\right.\right. & \left.+\boldsymbol{\vartheta} k_{n}(t)\right)- \\
& \left.-\frac{\partial f_{i}}{\partial u_{j}}\left(t, y_{1}(t), \ldots y_{n}(t)\right)\right\}
\end{aligned}
$$

To prove (i) it will be sufficient to show: if

$$
\mathfrak{R}=\Re(\mathfrak{x}, \mathfrak{h}, \mathfrak{\vartheta})=\left(R_{1}, R_{2}, \ldots\right)
$$

then there exists to given $\varepsilon>0$ a positive $h_{0}$ such that

$$
\begin{equation*}
\|\mathfrak{R}(\mathfrak{x}, \mathfrak{h}, \boldsymbol{\vartheta})\|<\varepsilon\|\mathfrak{h}\| \text { for }\|\mathfrak{h}\|<h_{0} \text { and } \circ \leqq \vartheta \leqq \mathrm{I} \tag{7.18}
\end{equation*}
$$

We recall that by [15], lemma 3. I $y_{i}(t)$ and $k_{i}(t)$ are continuous functions whose absolute values are bounded by $C\|\mathfrak{x}\|$ and $C\|\mathfrak{y}\|$ respectively where $C$ is the constant of the inequality ( 7.10 ). Since the $\partial f_{i} / \partial u_{j}$ are continuous it follows immediately that there exists an $h_{0}$ to the given $\varepsilon$ such that
(7.19) $\quad a_{i}^{2}(t) \leqq \frac{\varepsilon^{2}}{\lambda_{1}^{2} n^{2}}\left(\sum_{j=1}^{n}\left|k_{j}(t)\right|\right)^{2} \leqq \frac{\varepsilon^{2}}{\lambda_{1}^{2} n} \sum_{j=1}^{n} k_{j}^{2}(t)$ for $\|\mathfrak{h}\|<h_{0}$ and $\mathrm{O} \leqq \boldsymbol{\vartheta} \leqq \mathrm{I}$.

If we set $a(t)=\left(a_{1}(t), \ldots a_{n}(t)\right.$, then (7.16) shows that $R_{v}$ is the Fourier coefficient of $a(t)$ with respect to $\varphi_{v}(t)$, and we obtain by the use of Bessel's inequality and (7.19)

$$
\begin{aligned}
\|\Re\|^{2}=\sum_{v} \lambda_{v} R_{v}^{2} \leqq \lambda_{1} & \sum_{v} R_{v}^{z} \leqq \lambda_{1} \int_{D} a^{2}(t) d t=\lambda_{1} \sum_{i=1}^{n} \int_{D_{0}} a_{v}^{2}(t) d t \\
& \leqq \frac{\varepsilon^{2}}{\lambda_{1} n} \sum_{i=1}^{n} \sum_{j=1}^{n} \int_{D_{0}} k_{j}^{2}(t) d t=\frac{\varepsilon^{2}}{\lambda_{1}} \int_{D_{0}} k^{2}(t) d t \leqq \varepsilon^{2}\|h\|^{2} .
\end{aligned}
$$

This proves (i). To prove (ii) we have only to show that the expression given by (7.14) is the scalar product $(\mathcal{L}(\mathfrak{x}, \mathfrak{h}), \mathfrak{G})$. We omit this verification which is similar to the one used in the proof of lemma 7. I.

Finally, to prove (iii) we notice that the mapping $\Phi(\mathfrak{h})=k(t)$ is completely continuous. ${ }^{1}$ Therefore, it will be sufficient to show that the mapping $k(t) \rightarrow \mathcal{L}$ is continuous. In other words we have to show that $\mathcal{L}$ as operator on $k(t)$ is bounded. To do this we note first that, as already mentioned, the $y_{i}(t)$ are continuous. Therefore, the $\frac{\partial f_{i}}{\partial u_{j}}\left(t, y_{1}(t), \ldots y_{n}(t)\right)$ are likewise continuous functions of

[^13]$t$ and consequently bounded in $D_{0}$. If $M$ is an upper bound for their absolute values in $D_{0}$, and if we set
$$
b_{i}(t)=\sum_{j=1}^{n} \frac{\partial f_{i}}{\partial u_{i}} k_{j}(t), \quad b(t)=\left(b_{1}(t), \ldots b_{n}(t)\right)
$$
we have
(7.20)
$$
\left|b_{i}(t)\right|^{2} \leqq\left(M \sum_{j=1}^{n}\left|k_{j}(t)\right|\right)^{2} \leqq M^{2} n \sum_{j=1}^{n} k_{j}^{2}(t)
$$

On the other hand, we see from (7.13) that $L_{v}$ is the Fouriercoefficient of $b(t)$ with respect to $\varphi_{v}(t)$. Therefore, we obtain from the Bessel inequality and (7.20)

$$
\begin{aligned}
& \|\mathfrak{\|}\|^{3}=\sum_{\nu} \lambda_{\nu} L_{\nu}^{2} \leqq \lambda_{1} \sum_{v} L_{\nu}^{2} \leqq \lambda_{1} \int_{D} b^{2}(t) d t= \\
& \quad=\lambda_{1} \sum_{i=1}^{n} \int_{D_{0}} b_{i}^{2}(t) d t \leqq \lambda_{1} M^{2} n \int_{D_{0}} \sum_{j=1}^{n} k_{j}^{2}(t) d t=\lambda_{1} M^{2} n \int_{D_{0}} k^{2}(t) d t
\end{aligned}
$$

which proves the required boundedness of $L$ since the last integral is the square of the norm of $k(t)$ in $L^{2}$.

Theorem 7.1. Let $\mu=\mu(t, u)$ be the smallest eigenvalue of the matrix $\left(\partial f_{i} / \partial u_{j}\right)^{1}$, and, as always, $\lambda_{1}$ the greatest of the eigenvalues of the (not necessarily symmetric) kernel $K(s, t)$ defined by (7.2). In addition to the hypotheses of lemma 7.2 we assume that there exists a positive constant $\bar{c}$ such that for all $t, u_{1}, \ldots u_{n}$ in the product space $D_{0} \times E^{n}$
(7.21)

$$
\mu \geqq-\bar{e}>-\mathrm{I} / \lambda_{1}
$$

Then: (i) the Hammerstein scalar $i(\mathfrak{x})$ has exactly one critical point $\mathfrak{a}$, (ii) for the norm $\|\mathfrak{a}\|$ of this critical point the estimate

$$
\begin{equation*}
\|\mathfrak{a}\|^{3}<\frac{\lambda_{1} \sum_{i=1}^{n} \int_{D_{3}} f_{i}^{2}(t, o, \ldots o) d t}{\left(\mathrm{I}-\bar{c} \lambda_{1}\right)^{2}} \tag{7.22}
\end{equation*}
$$

holds, and (iii) $i(\mathfrak{a})$ is an absolute minimum in $H$.
${ }^{1}$ This matrix is symmetric since $\sum_{i=1}^{n} f_{i} d u_{i}$ is a total differential, namely the differential of the lide integral (7.1).

Proof. Since it is easily seen that the gradient of $\|x\|^{2} / 2=\sum_{v} \lambda_{\nu} x_{v}^{2} / 2$ is given by $\left(x_{1}, x_{2}, \ldots\right)$ and the second differential by $\sum_{v} \lambda_{\nu} h_{v} h_{v}^{\prime}$ it follows from lemmas 7. I and 7.2 that the gradient $\mathfrak{g}(\mathfrak{x})$ of $i(x)=\|\mathfrak{x}\|^{2} / 2+I(x)$, the differential $\mathfrak{l}(\mathfrak{x}, \mathfrak{h})$ of $\mathfrak{g}(\mathfrak{x})$, and the second differential $d_{\mathfrak{e}}(\mathfrak{x}, \mathfrak{h}, \mathfrak{h})$ of $i(\mathfrak{x})$ exist, and that $\mathfrak{g}(\mathfrak{x})$ and $d_{2}$ are given by

$$
\begin{equation*}
\mathfrak{g}(\mathfrak{x})=\left(x_{1}+G_{1}(\mathfrak{x}), x_{y}+G_{2}(\mathfrak{x}), \ldots\right) \tag{7.23}
\end{equation*}
$$

(7.24) $\quad d_{2}\left(\mathfrak{x}, \mathfrak{h}, \mathfrak{h}^{\prime}\right)=\sum_{v} \lambda_{v} h_{v} h_{v}^{\prime}+\sum_{i=1}^{n} \sum_{j=1}^{n} \int_{D_{0}} k_{i}(t) k_{j}^{\prime}(t) \frac{\partial f_{i}}{\partial u_{j}}\left(t, y_{1}(t), \ldots y_{n}(t) d t\right.$
where the $G_{v}(x)$ are defined by (7.12).
We want to show first that $d_{2}(\mathfrak{x}, \mathfrak{h}, \mathfrak{G})$ is uniformly positive definite in $H$ in the sense of definition 6.2. By a well known property of the smallest eigenvalue of a symmetric matrix ${ }^{1}$ it follows from (7.21) that

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{j=1}^{n} k_{i}(t) k_{j}(t) \frac{\partial f_{i}}{\partial u_{j}}\left(t, y_{1}(t), \ldots y_{n}(t) \geq-\bar{e} \sum_{i=1}^{n} k_{i}^{2}(t)\right. \tag{7.25}
\end{equation*}
$$

Observing that

$$
\sum_{i=1}^{n} \int_{D_{0}} k_{i}^{2}(t) d t=\int_{D_{0}} k^{2}(t) d t=\sum_{\nu}\left(\lambda_{\nu} h_{\nu}\right)^{2} \leqq \lambda_{1}\|\mathfrak{G}\|^{2}
$$

and that the first sum in (7.24) for $\mathfrak{h}=\mathfrak{h}^{\prime}$ equals $\|\mathfrak{h}\|^{2}$, we see from (7.24), (7.25) that

$$
d_{2}(\mathfrak{c}, \mathfrak{h}, \mathfrak{h}) \geqq\|\mathfrak{G}\|^{2}-\bar{c} \lambda_{1}\|\mathfrak{h}\|^{2}=\|\mathfrak{G}\|^{2}\left(\mathrm{I}-\bar{c} \lambda_{1}\right)
$$

This shows that (6.5) (for $q=d_{2}$ ) is satisfied with

$$
\begin{equation*}
c=\mathrm{I}-\bar{c} \lambda_{1} \tag{7.26}
\end{equation*}
$$

Therefore, $d_{2}$ is uniformly positive definite in $H$ since $c>0$ by (7.21).
It follows from lemma 2.4 that $d_{2}$ is not degenerate and, therefore, from lemma 2.5 that the differential $\mathfrak{l}(\mathfrak{x}, \mathfrak{h})$ of $g(x)$ is non-singular. By lemmas 7.1, 7.2 it is now obvious that the hypotheses $3.1-3.4$ and hypothesis 4 . I and, consequently, all assumptions of theorem 6.2 and its corollary are satisfied. It follows, therefore, from this theorem and the corollary that $i(x)$ bas exactly one critical point $\mathfrak{a}$, that $i(\mathfrak{x})$ is an absolute minimum and that

[^14]$$
(7.27)
$$
$$
\|\mathfrak{a}\|<\|\mathfrak{g}(\mathfrak{o})\| / \mathfrak{c}
$$
where $c$ is defined by (7.26).
It remains to prove the estimate (7.22). Using (7.23), (7.12) and Bessel's inequality we see that
\[

$$
\begin{aligned}
& \|\mathfrak{g}(\mathfrak{o})\|^{2}=\|\mathfrak{G}(\mathfrak{o})\|^{2}=\sum_{v} \lambda_{v} G_{v}^{2}(\mathfrak{o}) \leqq \lambda_{1} \sum_{v} G_{v}^{2}(\mathfrak{o}) \\
& \leqq \lambda_{1} \int_{D} f^{2}(t, \mathrm{o}) d t=\lambda_{1} \sum_{i=1}^{n} \int_{D_{v}} f_{i}^{2}(t, \mathrm{o}, \ldots \mathrm{o}) d t
\end{aligned}
$$
\]

Combining this inequality with (7.27) we obtain (7.22).
Theorem 7.2. Under the same assumptions as in theorem 7. 1, there exists one and only one pair of conjugate $n$-tuples $y(s)=\left(y_{1}(s), \ldots y_{n}(s)\right), y^{*}(s)=\left(y_{1}^{*}(s), \ldots y_{n}^{*}(s)\right)$ (def. 7. I) satisfying the system (I. II). ${ }^{1}$ For this solution the following estimates hold

$$
\begin{gather*}
\sum_{i=1}^{n} \int_{D_{0}} y_{i}^{2}(t) d t=\sum_{i=1}^{n} \int_{D_{0}} y_{i}^{* 2}(t) d t \leqq \frac{\lambda_{1}^{2} \sum_{i=1}^{n} \int_{D_{0}} f_{i}^{2}(t, \mathrm{o}, \ldots \mathrm{o}) d t}{\left(\mathrm{I}-\bar{c} \lambda_{1}\right)^{2}}  \tag{7.28}\\
|y(t)|\}  \tag{7.29}\\
\left.\left|y^{*}(t)\right|\right\}
\end{gather*}
$$

where $C$ is the constant of Assumption $A(s e e(7.10)$ and $\bar{e}$ the constant appearing in the inequality (7.21). ${ }^{2}$

Proof. Since by definition the eigenfunctions $\varphi_{\nu}(s), \varphi_{v}^{*}(s)$ satisfy the linear integral equation

[^15]$$
\lambda_{\nu} \varphi_{v}(t)=\int_{D} K(t, s) \varphi_{v}^{*}(s) d s
$$
we obtain from (7. I2)
$$
\lambda_{\nu} G_{v}=\int_{D} \varphi_{\nu}^{*}(s) \int_{D} K(t, s) f(t, y(t)) d t d s
$$
and since
$$
\lambda_{v} x_{v}=\int_{\nu} \varphi_{v}^{*}(s) y^{*}(s) d s
$$
we have for the components $g_{v}$ of the gradient $g(x)$ of $i(x)$
(7.30) $\quad \lambda_{\nu} g_{v}=\lambda_{v} x_{v}+\lambda_{\nu} G_{v}=\int_{D} \varphi_{v}^{*}(s)\left[y^{*}(s)+\int_{D} K(t, s) f(t, y(t)) d t\right] d s$.

Now for the critical point $\mathfrak{x}=\mathfrak{a}$ whose existence is assured by theorem 7. 1 , we have $\mathfrak{g}(\mathfrak{a})=0$. Therefore, (7.30) shows that for $y(t)=\Phi(\mathfrak{a}), y^{*}(t)=\Phi^{*}(\mathfrak{a})$ all Fourier coefficients of the quantity contained in the bracket of equation (7.30) are zero, and this quantity itself will be shown to be zero once it is proved to be an element of the space $M^{*}$ spanned by the $\varphi_{v}^{*}(s)$. But this is true since $y^{*}(s) \subset M^{*}$ by the definition of $y^{*}(s)$ and since by the Schmidt expansion theorem

$$
\int_{D} K(t, s) f(t, y(t)) d t
$$

can be expanded according to the $\varphi_{\nu}^{*}(s)$. This proves the existence of a solution of (I.II) since the $n$-tuple formed by the left members of these equations is just the $n$-tuple associated with the quantity in the bracket of (7.30) by the rule given in (7.3), (7.4) and by the definition of $f(t, y(t))$ given in lemma 7. I.

The uniqueness follows easily from the fact that because of $(7.30)$ the conjugate pair $y(t)=\boldsymbol{\Phi}(\mathfrak{x}), y^{*}(t)=\Phi^{*}(x)$ is a solution of (I. I I) only if $g(x)=\mathfrak{p}$, i.e., if $\mathfrak{x}$ is a critical point of $i(x)$ since by theorem 7. I there exists only one critical point.

It remains to prove the estimates (7.28), (7.29). Since

$$
\begin{aligned}
& \sum_{i=1}^{n} \int_{D_{0}} y_{i}^{2}(t) d t=\int_{\nu} y^{2}(t) d t=\sum_{v}\left(\int_{D} y(t) \varphi_{\nu}(t) d t\right)^{2}= \\
&=\sum_{v}\left(\lambda_{\nu} x_{v}\right)^{2} \leqq \lambda_{1} \sum_{v} \lambda_{v} x_{v}^{2}=\lambda_{1}\|x\|^{2}
\end{aligned}
$$

and since the corresponding inequality holds if $y(t)$ is replaced by $y^{*}(t),(7.28)$ follows from (7.22) since as already obselved, $\mathfrak{x}$ is the critical point $\mathfrak{a}$ of $i(x)$ if
$\boldsymbol{\Phi}(\mathfrak{x})=y(t), \boldsymbol{D}^{*}(\mathfrak{x})=y^{*}(t)$ is the solution of (1.11). To derive also (7.29) from (7.22) we have only to recall that $C\|x\|$ is an upper bound for $|y(t)|$ and $\left|y^{*}(t)\right|$ ([15], lemma 3.1).

The following theorem was first obtained by M. Golomb. ${ }^{1}$
Theorem 7.3. If in addition to the assumptions of theorem 7.2 the kernel $K(s, t)$ defined by (7.2) is symmetric and positive definite, then the system (1.12) has one and only one solution $y(t)=\left(y_{1}(t), \ldots y_{n}(t)\right)$, and this solution is continuous.

Proof. Under the present conditions we may assume $\varphi_{v}(s)=\varphi_{v}^{*}(s)$. Therefore, $y_{i}(s)=y_{i}^{*}(s)$ and the theorem follows immediately from the preceding theorem 7.2 and the final remark made in the footnote to theorem 7.2 concerning the uniqueness.
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[^0]:    ${ }^{1}$ For the definition of an index see [1], p. 470 in the finite dimensional case, and [9], p. 54 or [10], p. 188 in the case of a Banach space. (Numbers in brackets refer to the bibliography at the end of the paper.)
    ${ }^{2}$ [16], p. 33.
    ${ }^{3}$ [1], chapter 12 in the finite dimensional case, and [10], Satz 4 and the beginning of $\S 3$, in the Banach space case.

[^1]:    ${ }^{1}$ In the sense of Fréchet. See [2], [6] or [8].
    ${ }^{2}$ For the motivation of this name see the introduction to [I5]. In the case that the system (I.II) consists of one single equation ( $n=1$ ), the condition about the total differential is obviously always satisfied.
    ${ }^{8}$ In the case of one equation $(n=1)$ the main condition (7.21) of this theorem states that there exists a positive constant $\bar{c}$ such that $\min \partial f / \partial u \geqq-\bar{c} \mathrm{I} / \lambda_{1}$ where $\lambda_{1}$ is the greatest eigenvalue of the (not necessarily symmetric) kernel of the integral equation.

[^2]:    ${ }^{1}$ [4], Satz 1.
    ${ }^{2}$ [10], $8 \S 1$ and 3 .
    ${ }^{3}$ Linear means additive and continuous.
    ${ }^{4}$ [2], [6], [8].

[^3]:    ${ }^{1}$ [ro], \& 3.
    ${ }^{2}$ [3], \& 6 and [13].

[^4]:    ${ }^{1}$ [5], theorem 8; [8], Satz I.

[^5]:    ${ }^{1}$ The multiplicity of an eigenvalue is the number of linearly independent eigenfunctions belonging to it.

[^6]:    ${ }^{1}$ For the properties of an index in a Banach space see [9], [to], [12].
    ${ }^{2}$ [9], p. 55/56. For a detailed proof see [12], lemma 3.
    ${ }^{8}$ Since $\mathfrak{I}$ is linear, the size of the radius $\varrho$ of $S_{\rho}$ does not matter.

[^7]:    ${ }^{1}$ See [IO], definition II for the definition of "order" in Banach spaces, and [10], beginning of $\S 3$, for the definition of "characteristic" in such spaces.
    ${ }^{2}$ The mapping degree in Banach spaces was introduced in [9].
    ${ }^{3}$ [Io], Satz 4 asserts $u=\gamma$. The equation $\chi=u$ is the definition of $\chi$; cf. [Io], § 3 .

    - [10], Satz 5.

[^8]:    ${ }^{1}$ Such a finite $M\left(R_{0}\right)$ exists since $i(\mathfrak{c})-\mathfrak{r}=I(\mathfrak{c})$ is completely continuous.
    ${ }^{2} \mathfrak{b} \mathfrak{x}$ ) is not necessarily a gradient field.

[^9]:    ${ }^{1}$ [5], theorem 5 .
    $2[\mathrm{IO}], \mathrm{S}$ r, no. 4.
    ${ }^{3}$ [Io], part $b$ of Satz 7 .

[^10]:    ${ }^{1}$ The word "admissible" has the same meaning as in [15], defivition 2.I.
    ${ }^{2}$ For details we refer to [15], sections 2 and 3 .
    ${ }^{3}$ The so-called Schmidt eigenvalues of an unsymmetric kernel. The notation differs from the one used by Schmidt, Hammerstein and others in that $\lambda_{v}$ is replaced $I / \lambda_{v}$.

[^11]:    ${ }^{1}$ We recall that $\lambda_{v} \rightarrow 0$ such that $H_{2}$ is actually a subspace of $H$.

[^12]:    ${ }^{1}$ We recall that $\|x\|^{2}=\sum_{v} \lambda_{\nu} x_{v}^{2}$; cf. (7.5).
    ${ }^{2}$ As to the significance of the assumption $A$, see [15], footnote to (3.7).

[^13]:    1 [15], lemma 2.2.

[^14]:    ${ }^{1}$ See e.g. Courant-Hingert, Methoden der mathematischen Physik, 2nd ed., 1930, vol. i, Chapter $1, \$ 3$.

[^15]:    ${ }^{1}$ We draw attention to the definition 7.1 of conjugate $n$-tuples. If one asks for solutions of (I.II) satisfying condition ( $i$ ) but not necessarily ( $i i$ ) of this definition, then the uniqueness assertion of theorem 7.2 is no more true. If e.g. (1.11) consists of one single linear equation whose kernel $K$ admits an eigenfunction $n(t)$ to the eigenvalue $o$, it is easily seen that with $y(t), y^{*}(t)$ also $y(t)+n(t), y^{*}(t)$ is a pair of solutions of (I.II) satisfying condition (i) of definition (7.1). If, however, the kernel of (I.II) is closed, i.e., $M=M^{*}=L^{2}$, condition (ii) of definition 7.1 is automatically satisfied, and the uniqueness assertion is true.

    We finally remark that the $y^{*}$-part of a solution is always uniquely determined since the Schmidt expansion theorem shows that for a solution $y(t), y^{*}(t)$, the function $y^{*}(t)$ is always in $M^{*}$.
    ${ }^{2}$ We note that if the so-called bilinear series for the kernel converges, we may take $\operatorname{Max}|K(s, s)|$ for $C$, and that in case of one single integral equation $c$ may be taken as $\min \partial f(t, u) / \partial u$.

[^16]:    ${ }^{1}$ [4], Satz I . The conditions of the present theorem 7.3 are slightly less restrictive (regarding the kernels) than in [4] as follows from [15], lemma 5.1.
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