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## Introduction

In a series of papers during the last several years, ([1], [2], and references therein), one of us has developed a theory of the solutions of linear differential equations as analytic functionals of the coefficient functions. In the present paper, we consider a more general situation in which the differential equation is not restricted to be linear and use different methods. Even in the linear case, the results are a little different.

The method is to establish an implicit function theorem for analytic functions on one complex Banach space to another, and then apply this theorem to the differential equation.

Implicit functional equations in abstract spaces have been studied by various authors ${ }^{1}$, and from various points of view. Since we restrict ourselves to the analytic case, it seemed appropriate to develop a theorem by generalizing the classical method of series expansions and dominating functions. A result similar to our theorem of Section 1 was given without proof by Michal and Clifford [3].

In the second section the implicit function theorem is used to study the solution of the differential equation $d y / d \tau=f(\tau, y)$ as a functional of the function $f$. Here $\tau$ is a real variable while $y$ may range over a subset of a complex Banach space.

In particular the theory will include systems of ordinary differential equations and certain types of partial differential equations.

## 1. Implicit Functions

In the present section we shall make use of the abstract differential calculus and of the theory of analytic functions in complex Banach spaces. ${ }^{2}$ In particular

[^0]we use the notation $d f\left(x_{0} ; h\right)$ for the Gateaux differential $\lim _{\lambda \rightarrow 0} \lambda^{-1}\left\{f\left(x_{0}+\lambda h\right)-f\left(x_{0}\right)\right\}$ of the function $f(x)$ on one complex Banach space $E_{1}$ to another $E_{2}$ and the notation $d^{n} f\left(x_{0} ; h_{1}, \ldots, h_{n}\right)$ for the Gateaux differential of the $n$th order at $x=x_{0}$ with increments $h_{1}, \ldots, h_{n}$. It is of importance to observe that these "Gateaux differentials" are indeed Fréchet differentials ${ }^{3}$ for the analytic $f(x)$ and that the homogeneity of degree one in each increment is with respect to complex number multipliers.

Lemma 1. Let $E_{1}, E_{2}$ be complex Banach spaces and let $f(x)$ be analytic for the sphere $\|x\| \leqq \varrho$ of $E_{1}$ with values in $E_{2}$ and suppose that $\|f(x)\| \leqq M$ for $\|x\| \leqq \varrho$. Then, given $\varepsilon>0$, there exists a positive integer $n_{0}$ such that

$$
\left\|\frac{d^{n} f\left(\theta ; x_{1}, x_{1}, \ldots, x_{n}\right)}{n!}\right\| \leq \frac{(M+\varepsilon) e^{n}}{\varrho^{n} \sqrt{2 \pi n}}\left\|x_{1}\right\| \ldots\left\|x_{n}\right\|
$$

for all $n>n_{0}$ and all $x_{1}, x_{2}, \ldots, x_{n}$ in $E_{1}$. Hence, if $m_{n}$ is the modulus of $\frac{1}{n!} d^{n} f\left(\theta ; x_{1}, x_{2}, \ldots, x_{n}\right)$, the series $\sum_{n=1}^{\infty} m_{n} \lambda^{n}$ converges for $0<\lambda<\varrho / e$.

Proof. Put and in general,

$$
\varphi\left(\zeta_{1}, \zeta_{2}\right)=f\left(\zeta_{1} x_{1}+\zeta_{2} x_{2}\right)
$$

$$
\varphi\left(\zeta_{1}, \zeta_{2}, \ldots \zeta_{n}\right)=f\left(\zeta_{1} x_{1}+\zeta_{2} x_{2}+\cdots+\zeta_{n} x_{n}\right)
$$

Then

$$
d^{n} f\left(\theta ; x_{1} x_{2}, \ldots x_{n}\right)=\left.\frac{\partial^{n} \varphi\left(\zeta_{1}, \ldots \zeta_{n}\right)}{\partial \zeta_{1} \partial \zeta_{2} \ldots \partial \zeta_{n}}\right|_{\zeta_{k}-0}, \quad k=1, \ldots n,
$$

and $\varphi\left(\zeta_{1}, \ldots \zeta_{n}\right)$ is analytic for $\left\|x_{k}\right\| \leq \frac{\varrho}{n}$ and $\left|\zeta_{k}\right| \leq 1$. Let $\Gamma$ denote the unit circle in the complex plane. Then

$$
\begin{aligned}
& \left(\frac{\partial \varphi\left(\zeta_{1}, \zeta_{2}, \ldots \zeta_{n}\right)}{\partial \zeta_{1}}\right)_{\zeta_{1}-0}=\frac{1}{2 \pi i} \int_{\Gamma} \frac{\varphi\left(\tau_{1}, \zeta_{2}, \ldots \zeta_{n}\right)}{\tau_{1}^{2}} d \tau_{1} \\
& \left(\frac{\partial^{2} \varphi\left(\zeta_{1}, \zeta_{2}, \ldots \zeta_{n}\right)}{\partial \zeta_{2} \partial \zeta_{1}}\right)_{\zeta_{1}-0_{,}-0}=\frac{1}{(2 \pi i)^{2}} \int_{\Gamma} \int_{\Gamma} \frac{\varphi\left(\tau_{1}, \tau_{2}, \zeta_{3}, \ldots \zeta_{n}\right) d \tau_{1} d \tau_{2}}{\tau_{1}^{2} \cdot \tau_{2}^{2}}
\end{aligned}
$$

and, by induction,

$$
d^{n} f\left(\theta ; x_{1}, x_{2}, \ldots x_{n}\right)=\frac{1}{(2 \pi i)^{n}} \overbrace{\Gamma}^{n} \ldots \int_{\Gamma}^{n} \frac{\varphi\left(\tau_{1}, \tau_{2}, \ldots, \tau_{n}\right) d \tau_{1} d \tau_{2} \ldots d \tau_{n}}{\tau_{1}^{2} \cdot \tau_{2}^{2} \ldots \tau_{n}^{2}}
$$

Now for $\left\|x_{k}\right\| \leq \varrho / n, k=1,2, \ldots n$ and $\left|\tau_{k}\right|=1, k=1, \ldots n$ we have $\left\|\sum_{k=1}^{n} \tau_{k} x_{k}\right\| \leq$ $\leq \sum_{k=1}^{n}\left\|x_{k}\right\| \leq \varrho$. Hence $\left\|\varphi\left(\tau_{1}, \tau_{2}, \ldots \tau_{n}\right)\right\| \leq M$. It follows that $\left\|d^{n} f\left(\theta ; x_{1}, x_{2}, \ldots x_{n}\right)\right\| \leq M$ when $\left\|x_{k}\right\| \leq \varrho / n, k=1, \ldots, n$. Now, for any $x_{1}, \ldots x_{n}$ in $E_{1}$ with $\left\|x_{k}\right\| \neq 0$, put $x_{k}^{\prime}=\frac{\varrho}{n\left\|x_{k}\right\|} \cdot x_{k}$, so that $\left\|x_{k}^{\prime}\right\|=\varrho / n$. We have

$$
\left\|d^{n} f\left(\theta ; x_{1}^{\prime}, \ldots x_{n}^{\prime}\right)\right\| \leq M
$$

and hence

$$
\left\|d^{n} f\left(\theta ; x_{1}, \ldots, x_{n}\right)\right\| \leq \frac{M n^{n}}{\varrho^{n}}\left\|x_{1}\right\| \cdot\left\|x_{2}\right\| \ldots\left\|x_{n}\right\|, \quad \text { since } d^{n} f
$$

is homogeneous in each $x_{k}$. Now by Stirling's formula,

$$
n!=\left(1+\varepsilon_{n}\right) \sqrt{2 \pi} n^{n+\frac{1}{t}} e^{-n}, \quad \text { where } \varepsilon_{n} \rightarrow 0 \text { as } n \rightarrow \infty
$$

Hence, given $\varepsilon>0$ there exists a positive integer $n_{0}$ such that

$$
\left\|\frac{d^{n} f\left(\theta ; x_{1}, x_{2}, \ldots x_{n}\right)}{n!}\right\| \leq \frac{(M+\varepsilon)}{\sqrt{2 \pi n}} \cdot\left(\frac{e}{\varrho}\right)^{n}\left\|x_{1}\right\| \ldots\left\|x_{n}\right\|
$$

for $n>n_{0}$ and all $x_{1}, x_{2}, \ldots x_{n}$ in $E_{1}$.
If $m_{n}$ is the modulus of $\frac{1}{n!} d^{n} f\left(\theta ; x_{1}, x_{2}, \ldots x_{n}\right)$ then clearly $m_{n} \leq \frac{M+\varepsilon}{\sqrt{2 \pi n}}\left(\frac{e}{\varrho}\right)^{n}$ for $n>n_{\mathbf{0}}$. Hence if $0<\lambda<\varrho / e$,

$$
m_{n} \lambda^{n} \leq \frac{M+\varepsilon}{\sqrt{2 \pi n}} \cdot\left(\frac{\lambda e}{\varrho}\right)^{n}, \quad \text { where } 0<\frac{\lambda e}{\varrho}<1
$$

Hence $\sum m_{n} \lambda^{n}$ converges.
Lemma 2. Let $E_{1}, E_{2}$ and $E_{3}$ be complex Banach spaces and let $x \in E_{1}, y \in E_{2}$, Let $f(x, y)$ be analytic for $\|x\| \leq \varrho,\|y\| \leq \varrho$, with values in $E_{3}$, and suppose that $\|f(x, y)\|$ is bounded for $\|x\| \leq \varrho,\|y\| \leq \varrho$. Then if $m_{j k}$ is the modulus of the multilinear function

$$
\frac{1}{(j+k)!} d^{j+k} f\left(\theta, \theta ; x_{1}, x_{2}, \ldots x_{j}, y_{1}, y_{2}, \ldots y_{k}\right)
$$

the series $\sum_{j, k=0}^{\infty} m_{j k} \lambda^{\prime} \mu^{k}$ converges for $|\lambda|<\varrho / e,|\mu|<\varrho / e$.
Proof. Put

$$
z=(x, y), \quad\|z\|=\sqrt{\|x\|^{2}+\|y\|^{2}}, \quad \varphi(z)=f(x, y)
$$

Then $\varphi(z)$ is analytic in the sphere $\|z\| \leq \varrho$ of the space $E_{1} E_{2}$. By Lemma 1 we have, for $n>n_{0}$,

$$
\begin{equation*}
\left\|\frac{d^{n} \varphi\left(\theta ; z_{1}, z_{2}, \ldots, z_{n}\right)}{n!}\right\| \leq \frac{(M+\varepsilon) e^{n}\left\|z_{1}\right\| \ldots\left\|z_{n}\right\|}{\varrho^{n} \sqrt{2 \pi n}} \tag{1.1}
\end{equation*}
$$

Now,

$$
\begin{aligned}
d \varphi\left(\theta ; z_{1}\right) & =d f_{x}\left(\theta, \theta ; x_{1}\right)+d f_{y}\left(\theta, \theta ; y_{1}\right) \\
d^{2} \varphi\left(\theta ; z_{1}, z_{2}\right) & =d^{2} f_{x x}\left(\theta, \theta ; x_{1}, x_{2}\right)+d^{2} f_{x y}\left(\theta, \theta ; x_{1}, y_{2}\right) \\
& +d^{2} f_{x y}\left(\theta, 0 ; x_{2}, y_{1}\right)+d^{2} f_{y y}\left(\theta, \theta ; y_{1}, y_{2}\right) \\
d^{3} \varphi\left(\theta ; z_{1}, z_{2}, z_{3}\right) & =d^{3} f_{x x x}\left(\theta, \theta ; x_{1}, x_{2}, x_{3}\right)+d^{3} f_{x x y}\left(\theta, \theta ; x_{1}, x_{2}, y_{3}\right) \\
& +d^{3} f_{x x y}\left(\theta, 0 ; x_{1}, x_{3}, y_{2}\right)+d^{3} f_{x y y}\left(\theta, \theta ; x_{1}, y_{2}, y_{3}\right) \\
& +d^{3} f_{x x y}\left(0, \theta ; x_{2}, x_{3}, y_{1}\right)+d^{3} f_{x y y}\left(\theta, 0 ; x_{2}, y_{1}, y_{3}\right) \\
& +d^{3} f_{x y y}\left(0, \theta ; x_{3}, y_{1}, y_{2}\right)+d^{3} f_{y y y}\left(\theta, \theta ; y_{1}, y_{2}, y_{3}\right) \\
d^{n} \varphi\left(0 ; z_{1}, \ldots z_{n}\right) & =\sum_{i+j=n} \sum d_{i x, j y}^{n} f\left(0,0 ; x_{k_{1}}, \ldots x_{k_{i}}, y_{l_{1}}, \ldots, y_{l_{j}}\right)
\end{aligned}
$$

where $k_{1}, \ldots, k_{i}$ ranges over all subsets of $i$ members of the integers $1,2,3, \ldots, n$, while $l_{1}, \ldots, l_{j}$ is the complementary set to $k_{1}, \ldots, k_{i}$.

Recalling that $\|z\|=V /\|x\|^{2}+\|y\|^{2}$, using the inequality (1.1) and putting $x_{i+1}=x_{i+2}=\cdots=x_{n}=0$ and $y_{1}=y_{2}=\cdots=y_{i}=0$ we have

$$
\begin{aligned}
& \left\|\frac{1}{n!} d_{i x, j y}^{n} f\left(\theta, \theta ; x_{1}, x_{2}, \ldots, x_{i} ; y_{i+1}, y_{i+2}, \ldots, y_{n}\right)\right\| \\
& \leq \frac{(M+\varepsilon) e^{n}}{\varrho^{n} V / 2 \pi n}\left\|x_{1}\right\| \cdot\left\|x_{1}\right\| \ldots\left\|x_{i}\right\| \cdot\left\|y_{i+1}\right\| \ldots\left\|y_{n}\right\|
\end{aligned}
$$

for $n>n_{0}$, so that

$$
m_{i j} \leq \frac{(M+\varepsilon) e^{n}}{\varrho^{n} \sqrt{2 \pi n}}, \quad i+j=n
$$

Hence if $0<\lambda<\varrho / e$ and $0<\mu<\varrho / e$,

$$
m_{i j} \lambda^{i} \mu^{j} \leq \frac{M+\varepsilon}{\sqrt{2 \pi(i+j)}} \cdot\left(\frac{\lambda e}{\varrho}\right)^{i}\left(\frac{\mu e}{\varrho}\right)^{j}
$$

and $\sum m_{i j} \lambda^{i} \mu^{j}$ converges, since $0<\frac{\lambda e}{\varrho}<1$ and $0<\frac{\mu e}{\varrho}<1$.

Lemma 3. Let $E_{1}$ and $E_{2}$ be (real or complex) Banach spaces. If $F(x, y)=$ $=\sum_{j, k=0}^{\infty} h_{j k}(x, \ldots x, y, \ldots y)$, where $h_{j k}\left(x_{1}, \ldots x_{j}, y_{1}, \ldots y_{k}\right)$ is a multilinear function, symmetric in the $x$ 's and in the $y$ 's on $E_{1}^{j} E_{2}^{k}$ to $E_{2}$ and $h_{01}(y)=0$ and if the moduli $m_{j k}$ of $h_{j k}$ satisfy $\sum m_{j k} r^{j} \varrho^{k}<\infty$ for some $r>0$ and $\varrho>0$, then there exists a unique analytic solution of the equation $y=F(x, y)$ in the neighborhood of $x=0$, such that $y=0$ when $x=0$.

Proof. First we exhibit a formal solution, and then prove convergence. In the equation

$$
\begin{align*}
y=F(x, y) & =h_{10}(x)+h_{20}(x, x)+h_{11}(x, y)+h_{02}(y, y)  \tag{1.2}\\
& +h_{30}(x, x, x)+h_{21}(x, x, y)+h_{12}(x, y, y)+h_{03}(y, y, y) \\
& +\cdots
\end{align*}
$$

substitute the generalized power series $y=\sum_{n=1}^{\infty} k_{n}(x)$, where $k_{n}(x)$ is a homogeneous polynomial on $E_{1}$ to $E_{2}$ which remains to be determined, and equate the resulting homogeneous polynomials of like degrec. We have

$$
\left\{\begin{align*}
k_{1}(x) & =h_{10}(x),  \tag{1.3}\\
k_{2}(x) & =h_{20}(x, x)+h_{11}\left(x, k_{1}(x)\right)+h_{02}\left(k_{1}(x), k_{1}(x)\right), \\
k_{3}(x) & =h_{30}(x, x, x)+h_{21}\left(x, x, k_{1}(x)\right)+h_{12}\left(x, k_{1}(x), k_{1}(x)\right) \\
& +h_{03}\left(k_{1}(x), k_{1}(x), k_{1}(x)\right)+h_{11}\left(x, k_{2}(x)\right)+2 h_{02}\left(k_{1}(x), k_{2}(x)\right), \\
k_{4}(x) & =h_{40}(x, x, x, x)+h_{31}\left(x, x, x, k_{1}(x)\right)+h_{22}\left(x, x, k_{1}(x), k_{1}(x)\right) \\
& +h_{13}\left(x, k_{1}(x), k_{1}(x), k_{1}(x)\right)+h_{04}\left(k_{1}(x), k_{1}(x), k_{1}(x), k_{1}(x)\right) \\
& +h_{21}\left(x, x, k_{2}(x)\right)+2 h_{12}\left(x, k_{1}(x), k_{2}(x)\right)+3 h_{03}\left(k_{1}(x), k_{1}(x), k_{2}(x)\right) \\
& +h_{11}\left(x, k_{3}(x)\right)+2 h_{02}\left(k_{1}(x), k_{3}(x)\right)+h_{02}\left(k_{2}(x), k_{2}(x)\right), \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{align*}\right.
$$

Symbolically, we may write relations (1.3) as

$$
\left\{\begin{align*}
k_{1} & =h_{10}  \tag{1.4}\\
k_{2} & =h_{20}+h_{11} k_{1}+h_{02} k_{1}^{2}, \\
k_{3} & =h_{30}+h_{21} k_{1}+h_{12} k_{1}^{2}+h_{03} k_{1}^{3}+h_{11} k_{2}+2 h_{02} k_{1} k_{2} \\
k_{4} & =h_{40}+h_{31} k_{1}+h_{22} k_{1}^{2}+h_{13} k_{1}^{3}+h_{04} k_{1}^{4}+h_{21} k_{2} \\
& +2 h_{12} k_{1} k_{2}+3 h_{03} k_{1}^{2} k_{2}+h_{11} k_{3}+2 h_{02} k_{1} k_{3} \\
& +h_{02} k_{2}^{2}, \\
& \ldots \ldots \ldots \ldots \ldots . \text { etc. }
\end{align*}\right.
$$

where $\left(h_{m n} k_{\alpha_{1}} h_{\alpha_{2}} k_{\alpha_{3}} \ldots k_{\alpha_{n}}\right) x=h_{m n} \overbrace{(x, x, \ldots x}^{m}, k_{\alpha_{1}}(x), k_{\alpha_{2}}(x), \ldots k_{\alpha_{m}}(x))$ is a homogeneous polynomial of degree $N=m+\alpha_{1}+\cdots+\alpha_{n}$ in $x$. Putting $\xi=\|x\|, \eta=\|y\|$, we see that the series

$$
\begin{align*}
\varphi(\xi, \eta) & =m_{10} \xi+m_{20} \xi^{2}+m_{11} \xi \eta+m_{02} \eta^{2}  \tag{1.5}\\
& +m_{30} \xi^{3}+m_{21} \xi^{2} \eta+m_{12} \xi \eta^{2}+m_{03} \eta^{3} \\
& +\cdots
\end{align*}
$$

dominates (1.2). By hypothesis, this series converges for $0 \leq \xi \leq r, 0 \leq \eta \leq \varrho$. Eq. (1.5) has a unique analytic solution for $\eta$ in terms of $\xi$, and the coefficients in the series $\eta=\sum_{n=1}^{\infty} c_{n} \xi^{n}$ for this solution may be determined by substituting the series in Eq. (1.5).

These coefficients are determined successively by the equations

$$
\left\{\begin{array}{l}
c_{1}=m_{10}  \tag{1.6}\\
c_{2}=m_{20}+m_{11} c_{1}+m_{02} c_{1}^{2} \\
c_{3}=m_{30}+m_{21} c_{1}+m_{12} c_{1}^{2}+m_{03} c_{1}^{3}+m_{11} c_{2}+2 m_{02} c_{1} c_{2} \\
c_{4}=m_{40}+m_{31} c_{1}+m_{22} c_{1}^{2}+m_{13} c_{1}^{3}+m_{04} c_{1}^{4}+m_{21} c_{2}+2 m_{12} c_{1} c_{2} \\
\\
\quad+3 m_{03} c_{1}^{2} c_{2}+m_{11} c_{3}+2 m_{02} c_{1} c_{3}+m_{02} c_{2}^{2} \\
\\
\quad \ldots \ldots \ldots \ldots
\end{array}\right.
$$

which are of the same form as Eq. (1.4).
Since $\left\|h_{i j}\right\|=m_{i j}$, it follows that $\left\|k_{n}\right\| \leqq c_{n}$, where $\left\|h_{i j}\right\|$ is the modulus of $h_{i j}(x, y)$ and $\left\|k_{n}\right\|$ that of $k_{n}(x)$. Hence, since for some $\alpha>0, \sum_{1}^{\infty} c_{n} \xi^{n}$ converges for $|\xi|<\alpha$, then $\sum_{1}^{\infty} k_{n}(x)$ converges for $\|x\|<\alpha$. Thus $y=\sum_{1}^{\infty} k_{n}(x)$ is the unique analytic solution of equation $y=F(x, y)$ in the neighborhood of $x=0$, satisfying the condition $y(0)=0$.

Theorem 1. Let $E_{1}, E_{2}$ and $E_{3}$ be complex Banach spaces and let $f(x, y)$ be analytic in a region $R_{1} R_{2}$ where $R_{1}<E_{1}, R_{2}<E_{2}$. If the equation

$$
\begin{equation*}
f(x, y)=\theta \tag{1.7}
\end{equation*}
$$

has a solution at $x=x_{0}, y=y_{0}$ where $x_{0} \in R_{1}, y_{0} \in R_{2}$, and if the differential $d_{y} f\left(x_{0}, y_{0} ; \delta y\right)$ is a solvable linear function of $\delta y$ then there exists a sphere $S$ around the point $x_{0}$ in the space $E_{1}$ and an analytic function $\varphi(x)$ on $S$ to $E_{2}$ such that $y=\varphi(x)$ is the unique analytic solution of Eq. (1.7) on $S$ such that $y_{0}=\varphi\left(x_{0}\right)$. This solution $\varphi(x)$ may be calculated recursively by the method of Formula (1.3) in the proof of Lemma 3.

Proof. For convenience, we may assume that $x_{0}=\theta, y_{0}=\theta$. Expanding the left member of (1.7) we obtain

$$
\begin{equation*}
p_{10}(x)+p_{01}(y)+\sum_{k=2}^{\infty} \sum_{i+j=k} p_{i j}(x, y)=\theta \tag{1.8}
\end{equation*}
$$

where

$$
p_{i j}(x, y)=\frac{1}{(i+j)!} d_{x, y}^{l+j} f(\theta, \theta ; x, x, \ldots x, y, \ldots y)
$$

is a polynomial of degree $i$ in $x$ and $j$ in $y$, and where in particular $p_{01}(y)=d_{y} f(\theta, \theta ; y)$ is a solvable linear function of $y$. Hence Eq. $(1.8)$ may be rewritten in the form

$$
y=G(x, y)=-p_{01}^{-1}\left(p_{10}(x)\right)-\sum_{k=2}^{\infty} \sum_{i+j=k} p_{01}^{-1}\left(p_{t j}(x, y)\right)
$$

or

$$
\begin{equation*}
y=h_{10}(x)+\sum_{i+j>1} h_{i j}(x, x, \ldots x, y, \ldots, y) \tag{1.9}
\end{equation*}
$$

where $p_{01}{ }^{1}$ denotes the inverse of $p_{01}$ and where

$$
h_{i j}\left(x_{1}, x_{2}, \ldots x_{i}, y_{1}, y_{2} \ldots y_{j}\right)=p_{01}^{11}\left[\frac{1}{(i+j)!} d^{i+j} f\left(0,0 ; x_{1} \ldots x_{i}, y_{1}, \ldots y_{j}\right)\right]
$$

It is sufficient to show the existence of a unique analytic solution of Eq. (1.9). By hypothesis, the left member of (1.8) and hence the right member of (1.9) is bounded and convergent in the neighborhood of $(0,0)$, say for $\|x\| \leq \alpha,\|y\| \leq \alpha$. By Lemma 2 , $\sum m_{i}, \lambda^{i} \mu^{j}$ converges, for

$$
|\lambda|<\alpha / e,|\mu|<\alpha / e
$$

where $m_{i j}$ is the modulus of $h_{i j}\left(x_{1}, \ldots x_{i}, y_{1} \ldots y_{i}\right)$.
Hence by Lemma 3, there is a unique analytic solution of Eq. (1.9) which reduces to $\theta$ for $x=\theta$, and the theorem is proved.

## 2. Differential Equations

Consider the differential equation

$$
\begin{equation*}
\frac{d y}{d \tau}=f(\tau, y) \tag{2.1}
\end{equation*}
$$

subject to the initial condition $y=y_{0}$ for $\tau=\tau_{0}$. Here $\tau$ is a real variable on $\left|\tau-\tau_{0}\right| \leq a$, while $y$ and $f(\tau, y)$ are elements of a complex Banach space $B$. We assume that $f(\tau, y)$ is continuous in the pair $(\tau, y)$ for $\left|\tau-\tau_{0}\right| \leq a$ and $\left\|y-y_{0}\right\| \leq b$, that there exists a positive number $M$ such that $\|f(\tau, y)\| \leq M$ for $\left|\tau-\tau_{0}\right| \leq a$, 6-543807. Acta mathematica. 91. Imprimé le 14 mai 1954.
$\left\|y-y_{0}\right\| \leq b$, and that for each $\tau, f(\tau, y)$ is an analytic function of $y$ for $\left\|y-y_{0}\right\|<b$. Then if $0<\beta<b, f(\tau, y)$ satisfies a Lipschitz condition

$$
\left\|f\left(\tau, y_{1}\right)-f\left(\tau, y_{2}\right)\right\| \leq N\left\|y_{1}-y_{2}\right\|
$$

for all $\tau$ in $\left|\tau-\tau_{0}\right| \leq a$ and all $y_{1}, y_{2}$ in the sphere $\left\|y-y_{0}\right\|<\beta$.
For, if $C$ is the unit circle in the complex plane, then by Cauchy's integral formula ${ }^{1}$

$$
\delta f(\tau, y ; h)=\frac{1}{2 \pi i} \int_{C} \frac{f(\tau, y+\sigma h)}{\sigma^{2}} d \sigma
$$

for $\left\|y-y_{0}\right\|<\beta,\|h\| \leq b-\beta$.
Hence $\|\delta f(\tau, y ; h)\| \leq M$ for $\left|\tau-\tau_{0}\right| \leq a,\left\|y-y_{0}\right\|<\beta,\|h\| \leq b-\beta$.
Since $\delta f(\tau, y ; h)$ is homogeneous in $h$ of degree one, it follows that $\|\delta f(\tau, y ; h)\| \leq$ $\leq N\|h\|$ for $\left|\tau-\tau_{0}\right| \leq a, \quad\left\|y-y_{0}\right\|<\beta$, where $N=\frac{M}{b-\beta}$.

Now $f\left(\tau, y_{2}\right)-f\left(\tau, y_{1}\right)=\int_{0}^{1} \delta f\left(\tau, y_{1}+\lambda\left(y_{2}-y_{1}\right) ; y_{2}-y_{1}\right) d \lambda$ for all $y_{1}$ and $y_{2}$ in $\left\|y-y_{0}\right\|<\beta$. It follows that

$$
\left\|f\left(\tau, y_{2}\right)--f\left(\tau, y_{1}\right)\right\| \leq N\left\|y_{2}-y_{1}\right\|
$$

for all $y_{1}, y_{2}$ in the sphere $\left\|y-y_{0}\right\|<\beta$.
Thus, all the hypotheses of a known existence theorem ([6], p. 95) for differential equations are satisfied. It follows that Eq. (2.1) has a unique continuous solution $y=\bar{y}(\tau)$ satisfying the initial conditions $y=y_{0}$ for $\tau=\tau_{0}$, and defined for $\left|\tau-\tau_{0}\right| \leq a$, where $\alpha<\min (a, \beta / M)$.

Also,

$$
\begin{equation*}
\left\|\bar{y}(\tau)-y_{0}\right\| \leq M \alpha<\beta \text { for }\left|\tau-\tau_{0}\right| \leq \alpha . \tag{2.2}
\end{equation*}
$$

We use the following notations: $I$ is the interval $\left|\tau-\tau_{0}\right| \leq \alpha, S$ the sphere $\left\|y-y_{0}\right\|<\beta$ of the Banach space $B$, while $X$ will denote the space of all functions $x=x(\tau, z)$ on $I S$ to $B$ which are continuous in the pair $(\tau, z)$, bounded, and analytic in $z$ for each $\tau$. With the norm defined by

$$
\|x\|=\sup \left\{\|x(\tau, z)\|_{B} ; \quad \tau \in I, z \in S\right\}
$$

$X$ is evidently a normed (complex) vector space. It is also complete, since if $\left\|x_{m}-x_{n}\right\| \rightarrow 0$ as $m$ and $n$ tend to infinity, then the sequence of functions $x_{n}(\tau, z)$
${ }^{1}$ See [6], p. 74.
converges uniformly to a limiting function $x_{0}(\tau, z)$ which is continuous and bounded on IS. By the generalized convergence theorem of Weierstrass (see A. E. Taylor, [4]) it follows that $x_{0}(\tau, z)$ is also analytic in $z$ for each $\tau \in I$, and for $z \in S$. Hence $X$ is a complex Banach space.

Let $Y$ be the complex Banach space of all continuous functions on $I$ to $B$ with the norm $\|y\|=\max \{\|y(\tau)\| ; \tau \in I\}$.

Putting

$$
\begin{equation*}
G(x, y)=y_{0}+\int_{\tau_{0}}^{\tau} x(\sigma, y(\sigma)) d \sigma \tag{2.3}
\end{equation*}
$$

we shall be concerned with the equation

$$
\begin{equation*}
y=G(x, y) \tag{2.4}
\end{equation*}
$$

where $G(x, y)$ is defined on $X K$ to $Y$, and where $K$ is the sphere $\left\|y-y_{0}\right\|<\beta$ in the space $Y$. It follows from inequality (2.2) that $\bar{y} \in K$. It is clear that $G(x, y)$ is single valued and well defined for $x \in X, y \in K$, and that $G(x, y)$ is locally bounded in the region $X K$. For if $x_{1}$ is any given element of $X$ and if $\left\|x-x_{1}\right\|<\gamma$ and $y \in K$ then

$$
\|G(x, y)\| \leq\left\|y_{0}\right\|+\left(\left\|x_{1}\right\|+\gamma\right) \alpha .
$$

$G(x, y)$ is Gateaux differentiable at each point of the region $X K$. For if $(x, y)$ and $(x+h, y+k)$ are points of this region we have

$$
\begin{align*}
\frac{G(x+\lambda h, y+\lambda k)-G(x, y)}{\lambda} & =\int_{\tau_{0}}^{\tau} \frac{x[\sigma, y(\sigma)+\lambda k(\sigma)]-x[\sigma, y(\sigma)]}{\lambda} d \sigma \\
& +\int_{\tau_{0}}^{\tau} h[\sigma, y(\sigma)+\lambda k(\sigma)] d \sigma \\
& =\int_{\tau_{0}}^{\tau} d \sigma \int_{0}^{1} \delta x[\sigma, y(\sigma)+\lambda v k(\sigma) ; k(\sigma)] d v  \tag{2.5}\\
& +\int_{\tau_{0}}^{\tau} h[\sigma, y(\sigma)+\lambda k(\sigma)] d \sigma .
\end{align*}
$$

Put

$$
\Delta=\frac{G(x+\lambda h, y+\lambda k)-G(x, y)}{\lambda}-\int_{\tau_{0}}^{\tau} \delta x[\sigma, y(\sigma) ; k(\sigma)] d \sigma-\int_{\tau_{0}}^{\tau} h[\sigma, y(\sigma)] d \sigma .
$$

Then from (2.5), $\Delta=\Delta_{1}+\Delta_{2}$ where

$$
\begin{aligned}
& \Delta_{1}=\int_{\tau_{0}}^{\tau} d \sigma \int_{0}^{1}\{\delta x[\sigma, y(\sigma)+\lambda \nu k(\sigma) ; k(\sigma)]-\delta x[\sigma, y(\sigma) ; k(\sigma)]\} d v \\
& \Delta_{2}=\int_{\tau_{0}}^{\tau}\{h[\sigma, y(\sigma)+\lambda k(\sigma)]-h[\sigma, y(\sigma)]\} d \sigma .
\end{aligned}
$$

We must show that $\Delta \rightarrow 0$ in the space $Y$ as $\lambda \rightarrow 0$. Now the norm of the integrand of the second integral is a continuous function of $(\sigma, \lambda)$ on $I \Lambda$, where $\Lambda$ is an interval around zero. Hence the integrand of the second integral tends to zero uniformly with respect to $\sigma$ when $\lambda \rightarrow 0$, and the second integral $\Delta_{2}$ tends to zero in the space $Y$, as $\lambda \rightarrow 0$.

Since the range of the function $y(\sigma)$ is a compact subset of the open sphere $S \subset B$, the distance of the subset from the boundary of $S$ is a positive number $\delta$. Choose $\omega$ such that $0<\omega<\delta /\|k\|$ where $\|k\|$ is the norm in the space $Y$. Then $y(\sigma)+\varrho k(\sigma) \in S$ for all $\sigma \in I$ and all complex numbers $\varrho$ with $|\varrho|<\omega$.

We may rewrite $\Delta_{1}$ as

$$
\begin{equation*}
\Delta_{1}=\lambda \int_{\tau_{0}}^{\tau} d \sigma \int_{0}^{1} d \nu \int_{0}^{1} \nu \delta^{2} x[\sigma, y(\sigma)+\lambda \mu \nu k(\sigma) ; k(\sigma)] d \mu \tag{2.6}
\end{equation*}
$$

Now by the generalized Cauchy integral formula, if we select $C$ as a circle with center at the origin and radius $\frac{\omega}{2}$, and take $|\lambda|<\frac{\omega}{2}$,

$$
\begin{equation*}
\delta^{2} x[\sigma, y+\lambda \mu \nu k ; k]=\frac{1}{\pi i} \int_{C} \frac{x[\sigma, y+(\lambda \mu \nu+\zeta) k]}{\zeta^{3}} d \zeta \tag{2.7}
\end{equation*}
$$

The integrand is well defined, since $|\lambda \mu \nu+\zeta| \leq|\lambda|+|\zeta|<\omega$ so that $y(\sigma)+(\lambda \mu \nu+\zeta) k(\sigma) \in S$. It follows from (2.7) that

$$
\left\|\delta^{2} x[\sigma, y+\lambda \mu \nu k ; k]\right\| \leq 8 \omega^{-2}\|x\| .
$$

Hence, by (2.6), $\left\|\Delta_{1}\right\| \leq 8 \omega^{-2}|\lambda| \alpha\|x\|$, so that $\Delta_{1} \rightarrow 0$ in the space $Y$ as $\lambda \rightarrow 0$. Therefore $G(x, y)$ is Gateaux differentiable and locally bounded, and hence analytic in $K$, with its differential given by

$$
\begin{equation*}
d G(x, y ; h, k)=\int_{\tau_{0}}^{\tau} \delta x[\sigma, y(\sigma) ; k(\sigma)] d \sigma+\int_{\tau_{0}} h[\sigma, y(\sigma)] d \sigma \tag{2.8}
\end{equation*}
$$

Putting $F(x, y)=G(x, y)-y$, Eq. (2.4) may be written in the form $F(x, y)=0$. The differential $d F_{y}(x, y ; k)$ takes the form

$$
\begin{aligned}
d F_{y} & =d G_{y}(x, y ; k)-k \\
& =\int_{\tau_{0}}^{\tau} \delta x[\sigma, y(\sigma) ; k(\sigma)] d \sigma-k(\tau) .
\end{aligned}
$$

We put $\bar{x}=f(\tau, y)$.
Then since $\bar{y}(\tau)$ is the solution of Eq. (2.1) with the initial value of $y_{0}$, we have $F(\bar{x}, \bar{y})=0$.

The differential $d F_{y}(x, y ; k)$ is a solvable linear function of $k$ if the linear integral equation

$$
\begin{equation*}
k(\tau)-\int_{\tau_{0}}^{\tau} \delta x[\sigma, \bar{y}(\sigma) ; k(\sigma)] d \sigma=z(\tau) \tag{2.9}
\end{equation*}
$$

has a continuous solution $k(\tau)$ defined for $\left|\tau-\tau_{0}\right| \leq \alpha$ for every continuous $z(\tau)$ on $I$ to $B$. It follows by using the Cauchy integral formula as before that there exists a constant $\mu>0$ such that

$$
\begin{equation*}
\|\delta x[\sigma, \bar{y}(\sigma) ; k]\| \leq \mu\|k\| \tag{2.10}
\end{equation*}
$$

for all $\sigma \in I$ and all $k \in B$. Hence it is easily shown that the abstract Volterra integral equation (2.9) has a unique continuous solution.

Thus all the hypotheses of the implicit function Theorem 1 are satisfied, and we conclude that Eq. (2.4) has a solution $y=\phi(x)$ analytic in $x$ in the neighborhood of $\bar{x}=f(\tau, y)$. Thus we have proved the following result:

Theorem 2. Under the restrictions and definitions given above, the solution $y(t)$ of the differential equation

$$
\frac{d y}{d \tau}=x(\tau, y)
$$

with $y\left(\tau_{0}\right)=y_{0}$, considered as a function of the right hand side $x(\tau, z) \in X$ with values in $Y$, is an analytic function of $x$ in the neighborhood of $\bar{x}=f(\tau, z)$.

Corollary. If $f(\tau, y)$ is a polynomial in $y$, and continuous in $\tau$ for $\left|\tau-\tau_{0}\right| \leq a$ then all the hypotheses on $f(\tau, y)$ will be satisfied for an arbitrary sphere $\left\|y-y_{0}\right\| \leq b$, so Theorem 2 will hold.

Proof. Is follows from a result of Kerner ${ }^{1}$ that $f(\tau, y)$ is continuous in the pair ( $\tau, y$ ) and that if $\tau$ varies in a sufficiently small neighborhood, $\|f(\tau, y)\|$ is bounded
for $\left\|y-y_{0}\right\|<b$ where $b$ is any positive number. By an application of the Heine Borel theorem to the interval $\left|\tau-\tau_{0}\right| \leq a$, there exists an $M>0$ such that $\| f(\tau, y \|<M$ for all $\tau$ in the interval $\left|\tau-\tau_{0}\right| \leq a$ and all $y$ in the sphere $\left\|y-y_{0}\right\|<b$, Thus all the hypotheses are satisfied.

Another important special case of Theorem 2 is that of a system of $n$ numerical differential equations. Since in this case the space $B$ is a finite dimensional space of $n$ complex variables, the hypothesis of the boundedness of the norm $\|f(\tau, y)\|$ is redundant providing the numbers $a$ and $b$ are finite.

By taking $B$ to be a function space, it is also possible to include certain types of partial differential equations under Theorem 2.
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