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## Introduction

The notion of convolution (Ger. Faltung, Fr. produit de composition) is a venerable one in mathematical analysis. The convolution

$$
\frac{1}{\pi} \int_{-\pi}^{\pi} \varphi(\alpha) \frac{\sin \left(n+\frac{1}{2}\right)(\alpha-x)}{2 \sin \frac{1}{2}(\alpha-x)} d \alpha
$$

is found in Dirichlet's original memoir [12] on Fourier series, and similar convolutions are extensively used in the classical literature on Fourier series and integrals (see for example Riemann [34]. Weierstrass's original proof [47] of the celebrated approximation theorem bearing his name utilizes a certain convolution. Fractional integration and differentiation are defined by means of convolutions (see for example Zygmund [51], pp. 222-225). A perusal of any adequate textbook on Fourier series or integrals will show the important place occupied by the notion of convolution in the field of harmonic analysis. The Hilbert transform is of course a convolution. The classical theory of this transform has recently been extended by Zygmund and Calderon [52].

More recently, it has been recognized that measures and certain classes of abstract linear functionals can be convolved. For functions of finite variation on ( $-\infty,+\infty$ ), for example, see Bochner [5], pp. 64-74, and, from another point of view, Beurling [4] and Gel'fand [15]. The notion is discussed and utilized in extenso by Jessen and Wintner [22]. L. Schwartz has studied convolutions for the class of linear functionals

[^0]called distributions ([35], Ch. VI). Finally, we shall see that the algebras discussed in Bourbaki [6]: pp. 110-115, can be considered to be convolution algebras.

The importance of convolutions in the theory of Lie groups was recognized by H. Weyl (Peter and Weyl [50] and Weyl [49], Ch. III, §§ 12-15). A very general description of convolution of linear operators is found in A. Weil's treatise on topological groups ([48], pp. 46-48), and it is to this source that the present paper owes its original inspiration. The notions sketched by. Weil have been utilized and extended by many writers (see e.g. Segal [39], Godement [16], and Buck [7]).

In studying numbers of examples of convolutions and in particular analyzing the ideal structure of certain algebras in which multiplication is defined by a convolution, the authors have been led to formulate a very general, purely algebraic, definition of convolution algebra, This definition includes all of the examples of convolutions which we have found in the literature. ${ }^{2}$ A preliminary announcement of a special case is found in Hewitt and Zuckerman [19]. Our definition includes as nontrivial cases both infinite and finite dimensional algebras, and in studying these two classes of convolution algebras, entirely different techniques are called for. Infinite dimensional convolution algebras are best treated by analytic and topological methods, while the tools of classical algebra are required in the finite dimensional case. The present paper is devoted primarily to a discussion of finite or at least finite dimensional objects, although when a theorem about an infinite situation can be obtained at no extra effort, we do not hesitate to state it. Some infinite dimensional examples are also included, in l.4. A second communication will be devoted to infinite dimensional convolution algebras.

We use the following notation:
$K$ denotes the complex number field;
$\mathfrak{M}_{n}$ denotes the algebra of all $n \times n$ complex matrices;
$Z_{p}$ denotes the zero algebra over $K$ of dimension $p$;
$A \oplus B$ denotes the direct sum of algebras $A$ and $B$;
$K_{n}$ denotes the direct sum $K \oplus \cdots \oplus K$ with $n$ summands.
Throughout this paper, functions and linear functionals are always complexvalued. Linear spaces and algebras are always over the field $K$; and homomorphisms and ideals of algebras are taken in the algebra sense.

[^1]
## § 1. Basic definitions and theorems

We begin with a number of definitions.
1.1. Definition. A non-void set $G$ is said to be a semigroup if there exists a binary operation defined for all $x, y \varepsilon G$ (usually written as $x y$ ) such that $x(y z)=(x y) z$ for all $x, y, z \varepsilon G .{ }^{3}$ The cardinal number of a finite semigroup is called its order, and is often written as $o(G)$.
1.2. We list a few examples of semigroups.
1.2.1. Any group.
1.2.2. Any non-void set $G$, with $x y=y$ for all $x, y \in G$.
1.2.3. Any non-void set $G$; $a$ a fixed element of $G$, and $x y=a$ for all $x, y \in G$.
1.2.4. Any non-void set $G$ completely ordered under a relation $\leq$, with $x y=$ $=\max (x, y)$ for all $x, y \in G$.
1.2.5. The set $\{a, a+1, a+2, \ldots\}$, where $a$ is a non-negative integer, and the semigroup operation is ordinary addition.
1.2.6. In Appendices 1 and 2, tables of all semigroups of orders 2 and 3 will be found. Such tables have been computed independently by Carman, Harden and Posey [8] and by Tamura [44]. Their results for orders 2 and 3 agree with ours. Carman, Harden, and Posey have an incomplete table of semigroups of order 4. G.E. Forsythe [14] has computed the semigroups of order 4 by mechanical means.
1.3. Definition. Let $G$ be a semigroup, and let $\mathfrak{F}$ be a linear space of functions, with the usual definitions of sum and scalar multiplication, defined on $G$. We suppose that
1.3.1. for all $x \in G$ and $f \varepsilon \mathfrak{F}$, the function ${ }_{x} f$, defined by the relation ${ }_{x} f(y)=f(x y),{ }^{4}$ is an element of $\mathfrak{F}$.

Now let $\mathcal{L}$ be a linear space of linear functionals defined on $\mathfrak{F}$. For $L \varepsilon \mathcal{L}, f \varepsilon \mathfrak{F}$, and $x \varepsilon G$, let $L_{y}(f(x y))$ denote $L\left({ }_{x} f\right)$. We suppose further that
1.3.2. for all $L \varepsilon \mathcal{L}$ and $f \varepsilon \mathfrak{F}$, the function on $G$ whose value at $x$ is $L_{y}(f(x y))$, is an element of $\mathfrak{F}$;
1.3.3. for all $L, M \varepsilon \mathcal{L}$, the linear functional $N$ on $\mathfrak{F}$ defined by the relation $N(f)=M_{x}\left(L_{y}(f(x y))\right)$ is an element of $\mathcal{L}$. Under these conditions, we write $N$ as

[^2]$M \star L$, and call $M \star L$ the convolution of the linear functionals $M$ and $L$. The linear space $\mathcal{L}$ is said to be a convolution algebra.

Definition 1.3 includes all of the notions of convolution which the authors have found in the literature, whether of functions, measures, or distributions. ${ }^{5}$
1.4. Examples of convolution algebras. We now give a few examples of both finite and infinite dimensional convolution algebras, showing the diversity of structures included under our definition of convolution. A close study of these examples, however, is not essential for understanding the remainder of the present paper.
1.4.1. Let $G$ be the semigroup defined in 1.2 .3 . Let $\mathfrak{F}$ be any linear space of functions on $G$ containing the function identically equal to unity (written as 1 ). Let $\mathcal{L}$ be any linear space of linear functionals on $\mathfrak{F}$ containing the functional $\lambda_{a}$ such that $\lambda_{a}(f)=f(a)$ for all $f \varepsilon \mathfrak{F}$. It is easy to see that conditions 1.3.1-1.3.3 are satisfied and that $L \star M=L(1) M(1) \lambda_{a}$ for all $L, M \varepsilon \mathcal{L}$.
1.4.2. Let $G$ be a finite group. The group algebra of $G$ is often described as the set of all formal complex linear combinations of elements of $G, \sum_{x \in G} \alpha_{x} x$, with termwise addition and scalar multiplication and with product defined by $\left(\sum_{x \in G} \alpha_{x} x\right) \star\left(\sum_{y \in G} \beta_{y} y\right)=$ $=\sum_{x \in G} \sum_{y \in G} \alpha_{x} \beta_{y} x y$. This algebra is isomorphic to the convolution algebra consisting of all linear functionals on the space of all functions on $G$. To see this, let $\lambda_{a}$ be the functional such that $\lambda_{a}(f)=f(a)$, for all $a \varepsilon G$. Then $\lambda_{a} \star \lambda_{b}(f)=f(a b)$, as we shall show in the proof of Theorem 1.7. Hence $\lambda_{a} \star \lambda_{b}=\lambda_{a b}$. Since the linear functionals $\lambda_{a}(a \varepsilon G)$ form a basis for all linear functionals in question, the asserted isomorphism is established. It may also be noted that $\sum_{x \in G} \sum_{y \in G} \alpha_{x} \beta_{y} x y=\sum_{z \in G}\left(\sum_{y \in G} \alpha_{z y^{-1}} \beta_{y}\right) z$; this identity shows the isomorphism of the algebra defined here with the algebra $\mathcal{L}_{1}(G)$ described in 1.4.6 infra.
1.4.3. A quite different example is provided by the algebra of all sequences of complex numbers $\left\{a_{n}\right\}_{n=0}^{\infty}$. We write $a=\left\{a_{n}\right\}_{n=0}^{\infty}, b=\left\{b_{n}\right\}_{n=0}^{\infty}$, and so on. The element $a+b$ is $\left\{a_{n}+b_{n}\right\}_{n=0}^{\infty}, t a=\left\{t a_{n}\right\}_{n=0}^{\infty}$, for all $t \varepsilon K$, and the product $a \star b$ of $a$ and $b$ is defined by the relation $a \star b=\left\{\sum_{k=0}^{n} a_{k} b_{n-k}\right\}_{n=0}^{\infty}$. This algebra is a convolution algebra in the sense of 1.3 . Let $\mathfrak{F}$ be the space of all functions on $N_{0}=\{0,1,2,3, \ldots\}$ which vanish except on finite subsets of $N_{0}$. As noted in 1.2.5, $N_{0}$ is a semigroup under

[^3]addition. Let $\mathcal{L}$ be the space of all linear functionals on $\mathfrak{F}$. It is clear that for all $A \varepsilon \mathcal{C}$, there is a unique sequence $\left\{a_{n}\right\}_{n=0}^{\infty}$ as above such that $A(f)=\sum_{n=0}^{\infty} a_{n} f(n)$ for all $f \varepsilon \mathfrak{F}$. Conversely, every sequence $\left\{a_{n}\right\}_{n=0}^{\infty}$ defines a linear functional on $\mathfrak{F}$. It is easy to verify 1.3 .1 for the present function space $\mathfrak{F}$. To verify 1.3 .2 , let $f$ be an arbitrary element $\neq 0$ in $\mathfrak{F}$, and let $p-1$ be the greatest integer such that $f(p-1) \neq 0$. Then $f(m+n)=0$ for all $n \varepsilon N_{0}$ and $m \geq p$. Therefore $A_{n} f(m+n)=\sum_{n=0}^{\infty} a_{n} f(m+n)=0$ for all $m \geq p$, and hence 1.3 .2 holds. Condition 1.3 .3 is automatically satisfied, since $\mathcal{L}$ here consists of all linear functionals on $\tilde{\mathfrak{j}}$. Let $e_{n}$ be the function such that $e_{n}(m)=\delta_{n m}\left(n, m \varepsilon N_{0}\right)$. Then clearly $A\left(e_{n}\right)=a_{n}$. For elements $A$ and $B$ of $\mathcal{L}$, we therefore obtain $A \star B$ by computing $A \star B\left(e_{n}\right)$ for all $n \varepsilon N_{0}$. We have
$$
A \star B\left(e_{n}\right)=A_{k}\left(B_{l}\left(e_{n}(k+l)\right)\right)=\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} a_{k} b_{l} \delta_{n, k+l}=\sum_{k+l=n} a_{k} b_{l}=\sum_{k=0}^{n} a_{k} b_{n-k} .
$$

Therefore the multiplication defined above for sequences $\left\{a_{n}\right\}_{n=0}^{\infty}$ is actually convolution in the sense of 1.3 .
1.4.4. Consider the space $\mathfrak{Z}_{1}(T)$, consisting of all Lebesgue integrable functions on the circle group $T$. For $f, g \varepsilon \Omega_{1}(T)$, the integral

$$
f \star g(x)=\int_{0}^{2 \pi} f\left(e^{i(x-y)}\right) g\left(e^{i y}\right) d y,
$$

the convolution of $f$ and $g$, defines a function which is again in $\Omega_{1}(T)$.
1.4.5. For $f, g \varepsilon \Omega_{1}(R)$, where $R$ denotes the additive group of real numbers, we have

$$
f \star g(x)=\int_{-\infty}^{+\infty} f(x-y) g(y) d y,
$$

and this function $f \star g$ is again in $\mathcal{R}_{1}(R)$.
1.4.6. To show that the operations described in 1.4 .4 and 1.4 .5 are convolutions in the sense of 1.3 , consider an arbitrary locally compact group $G$. As $\mathfrak{F}$, we take $\mathscr{C}_{\infty}(G)$, the space of all continuous functions on $G$ which are arbitrarily small outside of compact sets, and normed by $\|f\|=\max _{x \in \mathcal{G}}|f(x)|$. As $\mathcal{L}$, we take the space $\tilde{\mathcal{S}}_{\infty}(G)$, consisting of all bounded linear functionals on $\mathfrak{C}_{\infty}(G)$. It is obvious that 1.3.1 holds for $\mathfrak{C}_{\infty}(G)$ : if $|f(y)|<\varepsilon$ for $y$ non $\varepsilon A$, then $|x f(y)|<\varepsilon$ for $y$ non $\varepsilon x^{-1} A$, and $x^{-1} A$ is compact if $A$ is compact. To verify 1.3 .2 for the present case, we must use
F. Riesz's representation theorem for elements $L$ of $\tilde{\tilde{S}}_{\infty}(G): L(f)=\int_{G} f(x) d \lambda(x)$, where $\lambda$ is a complex-valued, countably additive, bounded, regular Borel measure on $G .^{6}$ Consider the total variation $|\lambda|$ of $\lambda$ (see Hewitt [18] for a definition). Since $|\lambda|$ is regular, for every $\eta>0$ there exists a compact subset $B$ of $G$ such that $|\lambda|\left(B^{\prime}\right)<\eta$. For an arbitrary $f \varepsilon \bigodot_{\infty}(G)$ and $\eta>0$, let $A$ be a compact subset of $G$ such that $|f(y)|<\eta$ for all $y \varepsilon A^{\prime}$. Then we have

$$
\int_{G} f(x y) d \lambda(y)=\int_{B} f(x y) d \lambda(y)+\int_{B} f(x y) d \lambda(y) .
$$

It is plain that

$$
\left|\int_{B^{*}} f(x y) d \lambda(y)\right| \leq\|f\| \cdot|\lambda|\left(B^{\prime}\right)<\eta\|f\| .
$$

If $x$ is not in the compact set $A B^{-1}$, then we have

$$
\left|\int_{B} f(x y) d \lambda(y)\right| \leq \int_{B}|f(x y)| d|\lambda|(y) \leq \eta|\lambda|(G)
$$

since $x y \varepsilon A$ and $y \varepsilon B$ imply that $x \varepsilon A B^{-1}$. It follows that $\int_{G} f(x y) d \lambda(y)$ becomes arbitrarily small outside of properly chosen compact sets. To show that $\int_{G} f(x y) d \lambda(y)$ is continuous as a function of $x$, it is necessary only to note that $f$ is uniformly continuous. To verify l.3.3 for the present case, we observe that

$$
\begin{aligned}
|M \star L(f)| & =\left|\int_{G} \int_{G} f(x y) d \lambda(y) d \mu(x)\right| \leq \int_{G} \int_{G}|f(x y)| d|\lambda|(y) d|\mu|(x) \\
& \leq\|f\||\lambda|(G) \cdot|\mu|(G)=\|f\| \cdot\|L\| \cdot\|M\|
\end{aligned}
$$

Hence $M \star L$ is a bounded linear functional and $\|M * L\| \leq\|M\| \cdot\|L\|$. The convolution algebra $\tilde{\mathscr{C}}_{\infty}(G)$ will be studied in detail in a second communication. This algebra has a subalgebra (actually a 2 -sided ideal) consisting of all functionals for which the corresponding measures are absolutely continuous with respect to right Haar measure on $G$. As is well known, for such measures $\mu$, we have $d \mu(x)=m(x) d x$, where $m \varepsilon \mathcal{L}_{1}(G)$ and $d x$ is the differential of right Haar measure. Let $\mu$ and $\nu$ be two such measures, with $d v(x)=n(x) d x$. Then, writing the functionals in question as $M$ and $N$, respectively, we have

[^4]\[

$$
\begin{aligned}
M \star N(f) & =\int_{G} \int_{G} f(x y) n(y) d y m(x) d x=\int_{G} \int_{G} f(x y) m(x) d x n(y) d y \\
& =\int_{G} \int_{G} f(x) m\left(x y^{-1}\right) d x n(y) d y=\int_{G} f(x) \int_{G} m\left(x y^{-1}\right) n(y) d y d x .
\end{aligned}
$$
\]

That is, the measure corresponding to the functional $M \star N$ is absolutely continuous, and the differential of this measure is $\int_{G} m\left(x y^{-1}\right) n(y) d y d x$. This shows that the classical convolutions mentioned in 1.4.4 and 1.4.5 are actually convolutions in our present sense.
1.4.7. Let the semigroup $G$ be the additive group of real numbers, $R$. As the function space $\mathfrak{F}$, we take the space of all continuous functions $f$ on $R$ such that $\lim _{t \rightarrow \infty} f(t)$ and $\lim _{t \rightarrow-\infty} f(t)$ exist and are finite. Denote these limits by $E_{+}(f)$ and $E_{-}(f)$, respectively. The space $\mathfrak{F}$ is a Banach space under the usual addition and scalar multiplication and with $\|f\|=\sup _{t \in R}|f(t)|$. It is clear that $E_{+}$and $E_{-}$are bounded linear functionals on $\mathfrak{F}$. As the space $\mathcal{L}$; we take all bounded linear functionals on $\mathfrak{F}$. It is not difficult to show that every $L \varepsilon \mathcal{L}$ has a unique representation of the form

$$
L(f)=\int_{-\infty}^{\infty} f(x) d \lambda(x)+\alpha E_{-}(f)+\beta E_{+}(f),
$$

where $\lambda$ is a countably additive, complex-valued, bounded Borel measure on $R$ and $\alpha, \beta \varepsilon K$. Conditions 1.3.1-1.3.3 are established by a routine calculation, which we omit. Hence we are in possession of another convolution algebra. Interesting features of this algebra are that is has non-zero Jacobson radical (Jacobson [21]) and is noncommutative, in spite of the fact that the basic group $R$ is commutative. In fact,

$$
E_{+} \star E_{-}(f)=\lim _{x \rightarrow \infty}\left(\lim _{y=-\infty}(f(x+y))\right)=\lim _{x \rightarrow \infty}\left(E_{-}(f)\right)=E_{-}(f),
$$

while

$$
E_{-} \star E_{+}(f)=E_{+}(f) .
$$

We now give a few simple but basic results.
1.5. Theorem. Every convolution algebra is associative.

Proof. Let $L, M, N$ be elements of the convolution algebra $\mathcal{L}$, and let $f \varepsilon \mathfrak{F}$. Then

$$
\begin{aligned}
L \star(M \star N)(f)=L_{x}\left(M \star N_{y}(f(x y))\right) & =L_{x}\left(M_{u}\left(N_{v}(f(x(u v)))\right)\right) \\
& =L_{x}\left(M_{u}\left(N_{v}(f((x u) v))\right)\right) .
\end{aligned}
$$

On the other hand,

$$
(L \star M) \star N(f)=L \star M_{w}\left(N_{v}(f(w v))\right)=L_{x}\left(M_{u}\left(N_{v}(f((x u) v))\right)\right)
$$

This proves the present theorem.
1.6. Definition. Let $G$ be an arbitrary finite semigroup, with elements $x_{1}, x_{2}, \ldots, x_{n}$. Let $\mathfrak{F}_{1}(G)$ denote the linear space of all functions defined on $G$, and let $\mathcal{L}_{1}(G)$ denote the space of all linear functionals defined on $\mathfrak{F}_{1}(G)$.

Let $\varphi_{i}$ be the function in $\mathfrak{F}_{1}(G)$ such that $\varphi_{i}\left(x_{j}\right)=\delta_{i j}(i, j=1,2, \ldots, n)$ and let $\hat{\lambda}_{i}$ be the element of $\mathcal{L}_{1}(G)$ such that $\lambda_{i}\left(\varphi_{j}\right)=\delta_{i j}(i, j=1,2, \ldots, n)$. (Note the slight change in notation from 1.4.2.) Let $[i, j]$ be the integer such that $x_{i} x_{j}=x_{[i, j]}$ $(i, j=1,2, \ldots, n)$.
1.7. Theorem. $\mathcal{L}_{1}(G)$ is a convolution algebra. It is isomorphic to the algebra of all formal complex linear combinations $\sum_{x \in G} \alpha_{x} x$, where
and

$$
\left(\sum_{x \in G} \alpha_{x} x\right)+\left(\sum_{x \in G} \beta_{x} x\right)=\sum_{x \in G}\left(\alpha_{x}+\beta_{x}\right) x, \gamma\left(\sum_{x \in G} \alpha_{x} x\right)=\sum_{x \in G}\left(\gamma \alpha_{x}\right) x
$$

$$
\left(\sum_{x \in G} \alpha_{x} x\right)\left(\sum_{y \in G} \beta_{y} y\right)=\sum_{x \in G} \sum_{y \in G} \alpha_{x} \beta_{y} x y
$$

Proof. The first statement of the present theorem is obvious. To prove the second, we observe first that the functions $\varphi_{i}$ form a basis for $\mathfrak{F}_{1}(G)$ : if $f \varepsilon \mathfrak{F}_{1}(G)$, then $f=\sum_{i=1}^{n} f\left(x_{i}\right) \varphi_{i}$. Next, the functionals $\lambda_{i}$ form a basis for $\mathcal{L}_{1}(G)$ :if $L_{\varepsilon} \mathcal{L}_{1}(G)$, - then $L=\sum_{i=1}^{n} L\left(\varphi_{i}\right) \lambda_{i}$. It is clear that $\lambda_{i}(f)=f\left(x_{i}\right)$ for all $f \varepsilon \tilde{F}_{1}(G)$ and $i=1,2, \ldots, n$. We shall now show that $\lambda_{i} \star \lambda_{j}=\lambda_{[i, j]}(i, j=1,2, \ldots, n)$. We use the identity

$$
f(x y)=\sum_{k, l-1}^{n} f\left(x_{k} x_{l}\right) \varphi_{k}(x) \varphi_{l}(y)
$$

which is valid for all $f \varepsilon \mathfrak{F}_{1}(G)$ and $x, y \varepsilon G$. We then see that.

$$
\begin{aligned}
& \lambda_{i, x}\left(\lambda_{j, y}(f(x y))\right)=\lambda_{i, x}\left(\sum_{l, k=1}^{n} f\left(x_{k} x_{l}\right) \varphi_{k}(x) \lambda_{j}\left(\varphi_{l}\right)\right) \\
& =\sum_{l, k=1}^{n} f\left(x_{k} x_{l}\right) \lambda_{i}\left(\varphi_{k}\right) \lambda_{j}\left(\varphi_{l}\right)=\sum_{l, k=1}^{n} f\left(x_{k} x_{l}\right) \delta_{i k} \delta_{j l}=f\left(x_{i} x_{j}\right) .
\end{aligned}
$$

It follows at once that $\lambda_{i} \star \lambda_{j}=\lambda_{[i, j]}$. Therefore, under the mapping $\sum_{i=1}^{n} \alpha_{i} \lambda_{i} \rightarrow \sum_{i=1}^{n} \alpha_{i} x_{i}$, we have an isomorphism between the algebra $\mathcal{L}_{1}(G)$ and the algebra described in the present theorem.
1.8. Remark. It is obvious from the preceding theorem that $\mathcal{C}_{1}(G)$ for a finite semigroup $G$ is commutative if and only if $G$ is commutative. This property no longer holds in the infinite dimensional case, as example 1.4.7 shows.
1.9. Theorem. Let $G$ be a finite semigroup and let $f \varepsilon \mathfrak{F}_{1}(G)$, and $M, L_{\varepsilon} \mathcal{L}_{1}(G)$. Then

$$
M_{x}\left(L_{y}(f(y x))\right)=L_{x}\left(M_{y}(f(x y))\right) .^{7}
$$

Proof. Since

$$
f(x y)=\sum_{i} \sum_{j} f\left(x_{i} x_{j}\right) \varphi_{i}(x) \varphi_{j}(y)
$$

we have

$$
L_{x}\left(M_{y}(f(x y))\right)=\sum_{i} \sum_{j} f\left(x_{i} x_{j}\right) L\left(\varphi_{i}\right) M\left(\varphi_{j}\right) .
$$

On the other hand, we also have

$$
f(y x)=\sum_{u} \sum_{v} f\left(x_{u} x_{v}\right) \varphi_{u}(y) \varphi_{v}(x)
$$

and hence it follows that
$M_{x}\left(L_{y}(f(y x))\right)=\sum_{u} \sum_{v} f\left(x_{u} x_{v}\right) L\left(\varphi_{u}\right) M\left(\varphi_{v}\right)=\sum_{i} \sum_{j} f\left(x_{i} x_{j}\right) L\left(\varphi_{i}\right) M\left(\varphi_{j}\right)=L_{x}\left(M_{y}(f(x y))\right)$.
1.10. Theorem. A finite dimensional algebra $A$ is isomorphic to an algebra $\mathcal{L}_{1}(G)$ for some finite semigroup $G$. if and only if $A$ has a basis which is closed under multiplication in $A$.

Proof. If $A$ is isomorphic to $\mathcal{L}_{1}(G)$ for some finite semigroup $G$ under an isomorphism $\mu$, then the elements $\mu^{-1}\left(\lambda_{1}\right), \ldots, \mu^{-1}\left(\lambda_{n}\right)$ are a basis for $A$ of the kind required. Conversely, if $A$ possesses a basis which is closed under multiplication, say $a_{1}, a_{2}, \ldots, a_{n}$, then the elements $a_{1}, a_{2}, \ldots a_{n}$, form a semigroup under the multiplication operation in $A$. It is clear that $A$ is the set of all sums $\sum_{i=1}^{n} \alpha_{i} a_{i}$, and that $\left(\sum_{i=1}^{n} \alpha_{i} a_{i}\right)\left(\sum_{j=1}^{n} \beta_{j} a_{j}\right)=\sum_{i, j=1}^{n} \alpha_{i} \beta_{j} a_{i} a_{j}$. Hence $A$ is an algebra of the sort described in Theorem 1.7 and is accordingly isomorphic to an $\mathcal{L}_{1}$-algebra.
1.10.1. The preceding theorem shows that the algebras described by Bourbaki [6], pp. 110-115 are convolution algebras, for finite semigroups. An extension to the infinite case offers no difficulties.
1.11. Theorem. Every finite dimensional algebra $A$ is a convolution algebra.

Proof. Adjoining a unit to $A$ if necessary and using the regular representation, we obtain a faithful representation of $A$ by complex $p \times p$ matrices, where

[^5]$p \leq \operatorname{dim} A+1$. Thus we may regard $A$ as a subalgebra of $\mathfrak{M}_{p}$. Now, $\mathfrak{M}_{p}$ is not an $\mathcal{L}_{1}$-algebra, as we shall show in 4.3 , but $\mathfrak{M}_{p} \oplus K$ is an $\mathcal{L}_{1}$-algebra (this will be shown in Theorem 4.2). Therefore $A$ is isomorphic to a subalgebra of an $\mathcal{L}_{1}$-algebra. Definition 1.3 makes it clear that every subalgebra of a convolution algebra is a convolution algebra, and this completes the present proof.
1.12. Remark. Theorem 1.11 shows that finite dimensional convolution algebras are too general to be of any interest from our present point of view. Therefore we shall limit ourselves here to a study of algebras of the form $\mathcal{L}_{1}(G)$ for finite semigroups $G$. These algebras are not nearly so general a class as one might at first suppose, and a certain amount of success has been obtained in determining their possible structures. From time to time, we shall permit ourselves to make statements regarding infinite semigroups, but we shall restrict ourselves to facts which can be obtained by essentially finite arguments.

## § 2. Finite semigroups

2.1. In spite of the large literature devoted to the algebraic theory of semigroups, we have found a number of apparently new theorems (in particular structure theorems), which are useful in classifying finite dimensional $\mathcal{L}_{1}$-algebras. In addition, we find it convenient to reformulate a few well-known ideas. The present section is devoted to this program.

We first give 5 simple theorems showing various methods of adjoining new elements to an arbitrary semigroup.
2.2. Theorem. Let $G$ be a semigroup. Let $z$ be an object not in $G$. Then $G \cup\{z\}$ (also written as $G_{z}$ ), with the multiplication rules

$$
\begin{aligned}
& x y=x y \text { as in } G \text { for all } x, y \varepsilon G, \\
& x z=z x=z \text { for all } x \varepsilon G_{z},
\end{aligned}
$$

is a semigroup. ( $G_{z}$ is said to be obtained from $G$ by adjoining a zero.)
Proof. If $u, v, w \varepsilon G$, then $u(v w)=(u v) w$ by hypothesis. If $u, v, w \varepsilon G_{z}$ and at least one of $u, v$, and $w$ is $z$, then $u(v w)=(u v) w=z$.

A slight variant on 2.2 is the following.
2.2.1. Let $G$ be a semigroup with a zero $a$. Let $b$ be an object not in $G$. Then $G \cup\{b\}$ is a semigroup under the multiplication rules

$$
\begin{aligned}
x y & =x y \text { as in } G \text { for all } x, y \varepsilon G ; \\
x b & =b x=b \text { for all } x \varepsilon G ; \\
b^{2} & =a .
\end{aligned}
$$

2.3. Theorem. Let $G$ be a semigroup and let $e$ be an object not in $G$. Then $G \cup\{e\}$ (also written $G_{e}$ ), with the multiplication rules

$$
\begin{aligned}
& x y=x y \text { as in } G \text { for all } x, y \varepsilon G, \\
& e x=x e=x \text { for all } x \varepsilon G_{e},
\end{aligned}
$$

is a semigroup. ( $G_{e}$ is said to be obtained from $G$ by adjoining a unit.)
We omit the proof.
2.4. Theorem. Let $G$ be a semigroup. Let $x_{1}$ be an arbitrary element of $G$, and let $a$ be an object not in $G$. Then $G \cup\{a\}$, with the multiplication rules

$$
\begin{aligned}
& x y=x y \text { as in } G \text { for all } x, y \varepsilon G, \\
& x a=x x_{1} \text { for all } x \varepsilon G, \\
& a x=x_{1} x \text { for all } x \varepsilon G, \\
& a \alpha=x_{1} x_{1},
\end{aligned}
$$

is a semigroup. (This semigroup is said to be obtained from $G$ by adjoining a repeat element.)

Proof. For all $u \in G \cup\{a\}$, let $u^{\prime}=u$ if $u \varepsilon G$, and let $u^{\prime}=x_{1}$ if $u=a$. Then $u v=u^{\prime} v^{\prime}$ for all $u, v \varepsilon G \cup\{a\}$, and consequently $u(v w)=u^{\prime}(v w)^{\prime}=u^{\prime}\left(v^{\prime} w^{\prime}\right)=\left(u^{\prime} v^{\prime}\right) w^{\prime}$ $=(u v) w$.
2.5. Theorem. Let $G$ be a semigroup containing an idempotent element $x_{1}\left(x_{1}^{2}=x_{1}\right)$. Let $a$ be an object not in $G$. Then $G \cup\{a\}$, with the multiplication rules

$$
\begin{aligned}
& x y=x y \text { as in } G \text { for all } x, y \varepsilon G, \\
& x a=x x_{1} \text { for all } x \varepsilon G, \\
& a x=x_{1} x \text { for all } x \varepsilon G, \\
& a^{2}=a,
\end{aligned}
$$

is a semigroup. (The semigroup $G \cup\{a\}$ is said to be obtained from $G$ by idempotent adjunction.)

Proof. Let $u^{\prime}$ be defined as in the proof of the preceding theorem. Then $u v=a$ if $u=v=a$, and $u v=u^{\prime} v^{\prime}$ otherwise. Since $a^{\prime}=x_{1}=x_{1} x_{1}=a^{\prime} a^{\prime}$ and $u^{\prime} v^{\prime} \varepsilon G$, we have $(u v)^{\prime}=u^{\prime} v^{\prime}$ for all $u, v \varepsilon G \cup\{a\}$. Then $u(v w)=u^{\prime}(v w)^{\prime}=u^{\prime}\left(v^{\prime} w^{\prime}\right)=\left(u^{\prime} v^{\prime}\right) w^{\prime}=(u v)^{\prime} w^{\prime}$ $=(u v) w$ unless $u=v=w=a$. Since $a(a a)=(a a) a=a$, the proof is complete.

The remainder of the present section is devoted to a study of the algebra of semigroups and of the structure of certain classes of semigroups. A few of the results set forth here are to be found in one or another form in papers of Clifford [10], Poole [30], Rees [31, 32], Schwarz [36, 37, 38], and Suškevič [42]. For reasons of notation and substance, we find it wise to give a complete discussion.
2.6. Definition. Let $x$ be an element of a semigroup. We shall say that $x$ is of finite order ${ }^{8}$ if there exist 2 integers $k \geq l$ and $l \geq 1$ such that $x^{k+l}=x^{l}$. It is easy to see that all elements of a finite semigroup are of finite order. We now list some simple properties of elements of finite order.
2.6.1. If $x$ is of finite order, the sequence $x, x^{2}, x^{3}, \ldots$ contains at most $k+l-1$ distinct elements. If $r$ is the smallest integer such that $x^{r}=x^{s}, 1 \leq s<r$, we let $l_{x}=s, k_{x}=r-s$. Then $x^{p}=x^{q}, p>q$, if and only if $q \geq l_{x}$ and $p=q+j k_{x}$, for some integer $j .{ }^{9}$
2.6.2. If $x$ is of finite order, then $\left(x^{m}\right)^{2}=x^{m}$ if and only if the conditions $m=j k_{x} \geq l_{x}$ hold, for some positive integer $j$. This follows at once from 2.6.1
2.6.3. If $\left(x^{m}\right)^{2}=x^{m}$ for some $m \geq 1$, then $x$ is of finite order.
2.6.4. If $\left(x^{m}\right)^{2}=x^{m}$ and $\left(x^{r}\right)^{2}=x^{r}$, then $x^{m}=\left(x^{m}\right)^{r}=\left(x^{r}\right)^{m}=x^{r}$.
2.6.5. If $x$ is of finite order and $l_{x}=1$, then $\left(x^{k}\right)^{2}=x^{k}$.
2.6.6. If $G$ is a semigroup all of whose elements are of finite order and if, furthermore, $G$ has a left unit $e$, and $G$ has just one idempotent element, then $G$ is a group. This follows from 2.6.2, since we then have $\left(x^{m}\right)^{2}=x^{m}, e^{2}=e$, and hence $x^{m}=e$. Then we have $x e=x x^{m}=x^{m} x=e x=x$ and $x x^{2 m-1}=x^{2 m-1} x=x^{2 m}=e$; this shows that the semigroup $G$ is a group. (In the finite case, this follows easily from Theorem 39 of Schwarz [37].)
2.7. Theorem. Let $G$ be a finite or infinite, commutative, idempotent semigroup. Then $G$ has a concrete representation as a system of subsets of the elements of $G$.

[^6]Proof. For each $x \varepsilon G$, we let $M_{x}=\{z x ; z \varepsilon G\}$, the set of all multiples of $x$. We have $x \varepsilon M_{x}$ and $x y \varepsilon M_{x} \cap M_{y}$, so that all of the sets $M_{x}$ and all finite intersections of sets $M_{x}$ are non-void. If $M_{x}=M_{y}$, then $x=u y$ and $y=v x$ for some $u, v \varepsilon G$. We thus find $x=u y=u y y=u y v x=x v x=v x=y$. Furthermore, if $z \varepsilon M_{x} \cap M_{y}$, then $z=u x=v y$ for some $u, v \varepsilon G$ and we have $z=z^{2}=u v x y \varepsilon M_{x y}$. Conversely, if $z \varepsilon M_{x y}$, then $z=u x y=(u x) y=(u y) x$ and $z \varepsilon M_{x} \cap M_{y}$. Therefore $M_{x y}=M_{x} \cap M_{y}$ and the mapping $x \rightarrow M_{x}$ is an isomorphism of $G$ onto the semigroup of sets $\left\{M_{x}\right\}_{x \varepsilon G}$, the semigroup operation being set-theoretic intersection.
2.7.1. As a converse to Theorem 2.7, we have: If $S$ is any set and $G$ is a set of subsets of $S$ such that the intersection of every pair of subsets belonging to $G$ is in $G$, then $G$ is a commutative idempotent semigroup under the operation of intersection.
2.7.2. Remark. Theorem 2.7 and its converse provide an interesting sidelight to Stone's representation theorem [41] for Boolean rings. Let $A$ be a Boolean ring, i.e., an associative ring in which $x^{2}=x$ for all $x \varepsilon A$. It is an elementary fact that $A$ is commutative. Thus $A$, under multiplication alone, forms an idempotent commutative semigroup with a zero; $A$ may or may not have a unit. It is easy to show that if $A$ contains more than 2 elements, then the zero is not adjoined: $A$ contains divisors of zero. Stone's theorem asserts that $A$ admits a concrete representation as a ring $\mathcal{A}$ of subsets of a certain set, the operation $a+b$ of $A$ becoming ( $\left.A \cap B^{\prime}\right) \cup\left(A^{\prime} \cap B\right.$ ) in $\mathcal{A}$ and $a \cdot b$ in $A$ becoming $A \cap B$ in $A$. Theorem 2.7 shows that if we wish merely to represent the multiplication operation in $A$, we can use the simple mapping $a \rightarrow\{z a ; z \varepsilon A\}$ to obtain a faithful representation of $A$ by sets. However, this mapping shows no tendency at all to preserve the operation + , and we have no hope of obtaining by this method an elementary proof of Stone's theorem.
2.8. Theorem. Suppose that $G$ is a finite or infinite commutative semigroup, all of whose elements are of finite order. If $l_{x}=1$ for all $x \varepsilon G$, then $G$ consists of a set of disjoint groups.

Proof. For each idempotent element $a \varepsilon G$, we take $S_{a}=\left\{x ; x^{m}=a\right\}$, the set of all $x_{\varepsilon} G$ such that $x^{m}=a$ for some $m$. From 2.6.4, we see that the $S_{a}$ are disjoint and from 2.6.2, we see that every $x \varepsilon G$ is in some $S_{a}$. If $x, y \varepsilon S_{a}$, then, using 2.6.5 and 2.6.4, we have

$$
(x y)^{k} x^{k} y=\left(x^{k} x\right)^{k} y\left(y^{k} y\right)^{k_{x}}=x^{k} x y^{k_{y}}=a^{2}=a
$$

and hence $x y \varepsilon S_{a}$. We also have $a x=x^{k_{x+1}}=x$ and $x x^{9 k_{x}}=x^{2 k} x=a$; thus $a$ is the unit element of $S_{a}$ and $x^{2 k_{x}-1}$ is the inverse of $x$ in $S_{a}$.

If $G$ is a semigroup satisfying the conditions of Theorem 2.8 , then the set $H$ of idempotent elements of $G$ is itself a semigroup. Each $a \varepsilon H$ is the unit of a group $S_{a}$. If the idempotent semigroup $H$ and the corresponding groups $S_{a}$ are known, then $G$ would be completely determined if the products of elements of different $S_{a}$ were known. We will not attempt to characterize these semigroups completely ${ }^{9}$ a. However, the following results will be useful.
2.9. Theorem. If $G$ is as in 2.8 and $x \varepsilon S_{a}, y \varepsilon S_{b}$, then $x y \varepsilon S_{a b}$.

Proof. We have $(x y)^{k_{x} k_{y}}=x^{k_{x}} y^{k} y=a b$, and therefore $x y \varepsilon S_{a b}$.
2.10.1. If $x \varepsilon S_{a}$ and $y \varepsilon S_{b}$, then $x y, b x$, and $a y$ all belong to $S_{a b}$. Therefore we have $x y=a b x y=(b x)(a y)$, so that the products $x y$ are determined once we know the products $b x$ for $x \varepsilon S_{a}$ and $a y$ for $y \varepsilon S_{b}$, together with multiplication in the group $S_{a b}$.
2.10.2. If $x \varepsilon S_{a}, b^{2}=b$, and $a b=a$, then $b x=b(a x)=a x=x$. In other words, the idempotent $b$ is not only the unit for the group $S_{b}$, but is also a unit for $S=\underset{a b=a}{\bigcup} S_{a}$. It is easy to see that $S$ is a semigroup.
2.11. We now consider a finite or infinite commutative semigroup $G$ all of whose elements are of finite order. Let us denote the set $\left\{x ; x \varepsilon G, l_{x}=1\right\}$ by the symbol $G^{\circ}$. If $x, y \varepsilon G^{\circ}$, then, by 2.6.5, we have

$$
(x y)^{k_{x} k_{y}+1}=\left(x^{k} x\right)^{k_{y}}\left(y^{k} y\right)^{k_{x}} x y=x^{k_{x}} y^{k_{y}} x y=x^{k_{x}^{+1}} y^{k_{y}+1}=x y .
$$

This implies that $l_{x y}=1$, in view of 2.6.1. Therefore $G^{\circ}$ is a semigroup and it satisfies the conditions of Theorem 2.8. If $H$ denotes as above the set of idempotent elements of $G$, then $H \subset G^{\circ}$. For each $a \varepsilon H$, we take $T_{a}=\left\{x ; x \varepsilon G, x^{m}=a\right.$ for some integer $m\}$. From 2.6.4 and 2.6.2, we see that the sets $T_{a}$ are pairwise disjoint and that every $x \in G$ lies in some $T_{a}$. Each $T_{a}$ is a semigroup and $T_{a} \cap G^{\circ}$ is a group: it is simply the $S_{a}$ of Theorem 2.8 applied to $G^{\circ}$. If $x \varepsilon T_{a}$ and $y \varepsilon T_{b}$, then $x^{m}=a$, $y^{r}=b$, and consequently $(x y)^{r m}=\left(x^{m}\right)^{r}\left(y^{r}\right)^{m}=a^{r} b^{m}=a b$. It follows that $x y \varepsilon T_{a b}$.

We thus see that $T_{a}$ is a semigroup containing the group $T_{a} \cap G^{\circ}$. It is of interest to note that $a T_{a}=T_{a} \cap G^{\circ}$. To prove this, let $x$ be any element of $T_{a}$. Then we have $x^{m}=a$ and hence $(a x)^{m+1}=a x^{m+1}=a a x=a x$, so that $l_{a x}=1$ by 2.6.1.

In the preceding few paragraphs, we have dealt only with commutative semigroups. We now drop that restriction but add another strong condition. We consider the effect of imposing a one-sided cancellation law. ${ }^{10}$ Since it is immaterial whether

[^7]it be left- or right-sided, we confine our attention to the left cancellation law : $x y=x z$ implies $y=z$, for all $x, y, z \varepsilon G$.
2.12. Theorem. If $G$ is a finite or infinite semigroup all of whose elements are of finite order, and if $G$ obeys the left cancellation law, then $G$ is the direct product of a group $J$ and a semigroup $H$ such that $x y=y$ for all $x, y \in H .{ }^{11}$

Proof. If $x \in G$ and $x^{k+l}=x^{l}, l>1$, then $x^{l-1} x^{k+1}=x^{l-1} x$, and we cancel the factor $x^{l-1}$ to obtain the equality $x^{k+1}=x$. Therefore $l_{x}=1$, by 2.6.1, for all $x \varepsilon G$.

Next, let $a$ be any fixed idempotent element of $G$ and let $J=\{x ; x \varepsilon G, x a=x\}$, $H=\left\{x ; x \varepsilon G, x^{2}=x\right\}$. If $x, y \varepsilon J$, then $x y a=x y$ and $x y \varepsilon J$. Furthermore, $a x=a a x$, so that $x=a x$ and $a$ is a (two-sided) unit in $J$. Also $x x^{k} x=x^{k} x^{+1}=x=x a$. Hence $x^{k} x=a$. It follows that $x^{2 k} x^{-1} x=x x^{2 k} x^{-1}=x^{2 k} x=a^{2}=a$; hence $x$ has an inverse in $J$. Accordingly, $J$ is a group. We next make the following observations.
2.12.1. If $x \varepsilon H$ and $y \varepsilon G$, then $x x y=x y$ and therefore $x y=y$. This makes it obvious that $H$ is a semigroup.

If $x \varepsilon G$, we let $u_{x}=x a$ and $v_{x}=x^{k_{x}}$. Then $u_{x} a=x a a=x a=u_{x}$, so that $u_{x} \varepsilon J$. We have $v_{x} \varepsilon H$ from 2.6.5. Since $a \varepsilon H$, we can use 2.12.1 to find the following relation:

$$
u_{x} v_{x}=x a x^{k_{x}}=x^{k_{x}+1}=x .
$$

We next note that if $u \varepsilon J, v \varepsilon H$, and $w=u v$, then $u_{w}=w a=u v a=u a=u$, by 2.12.1. Also, $v_{w}=w^{k} w=(u v)^{k} w=u^{k} w$ by 2.12.1. Therefore $u v_{w}=u^{k} w^{+1} v=(u v)^{k} w^{+1}=u v$. We cancel the factor $u$ and obtain $v_{w}=v$.

We have now established the existence of a one-to-one correspondence

$$
x \leftrightarrow\left(u_{x}, v_{x}\right) \quad\left(x \varepsilon G, u_{x} \varepsilon J, v_{x} \varepsilon H\right) .
$$

If $z \leftrightarrow\left(u_{x} u_{y}, v_{x} v_{y}\right)$, then, in view of 2.12.2 and 2.12.1, we have $z=u_{x} u_{y} v_{x} v_{y}=u_{x} u_{y} v_{y}$ and $x y=u_{x} v_{x} u_{y} v_{y}=u_{x} u_{y} v_{y}$. It follows that $z=x y$, and hence the one-to-one correspondence just established is an isomorphism of $G$ onto the direct product $J \times H$. This completes the present proof.
2.12.3. Note. According to a theorem of Clifford ${ }^{10 \mathrm{a}}$, every semigroup $G$ in which there exists a left unit $e$ and in which, for all $x \varepsilon G$, an $x^{\prime}$ exists with $x x^{\prime}=e$, is the direct product of a group and a semigroup in which $x y=y$ identically. Combining this result with Theorem 2.12, we have the following theorem. Let $G$ be
${ }^{10 \mathrm{a}}$ Ann. of Math., 2 Ser., 34 (1933), 865-871.
${ }^{11}$ This theorem, for finite semigroups $G$, follows immediately from results of Suškevič [42]. His methods are not, however, applicable in the general case treated here.
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a semigroup in which every element has finite order. Then $G$ obeys the left cancellation law if and only if $G$ has a left unit $e$ and right inverses relative to $e$.
2.12.4. Note. Theorem 2.12 fails for semigroups containing elements of infinite order, as the non-negative integers under addition show.

We turn now to the case of an idempotent semigroup that is not necessarily commutative. ${ }^{12}$
2.13. If $G$ is a finite or infinite idempotent semigroup, then $G$ consists of a set of disjoint semigroups, as follows. We take $S_{a}=\{x ; x \varepsilon G, a x a=a, x a x=x\}$, for each $a \varepsilon G$. Since $a a a=a$, we have $a \varepsilon S_{a}$ so that no $S_{a}$ is void and every $x \varepsilon G$ lies in some $S_{a}$.

If $x, y \varepsilon S_{a}$, we have $x y a x=(x a x) y a x=x(a y a) x y a x=x a(y a x)(y a x)=x a(y a x)=$ $=x(a y a) x=x a x=x$, and hence $x y x=x y(x y a x)=(x y)(x y) a x=x y a x=x$. Then we also have $y x y=y$ and therefore $x \varepsilon S_{y}, y \varepsilon S_{x}$. This shows that $x \varepsilon S_{a}$ implies $S_{x}=S_{a}$ and that the sets $S_{a}$ are pairwise disjoint. Also if $x, y \varepsilon S_{a}$, we now have $x(x y) x=$ $=x y x=x$ and $(x y) x(x y)=x y x y=x y$, so that $x y \varepsilon S_{x}=S_{a}$. It follows that $S_{a}$ is a semigroup.
2.14. Theorem. Let $G, S_{a}$, and $S_{b}$ be as in 2.13. If $x \varepsilon S_{a}$ and $y \varepsilon S_{b}$, then $x y \varepsilon S_{a b}$ and $S_{b a}=S_{a b}$.

Proof. If $x \varepsilon S_{a}$, then $(b a)(x b)(b a)=b a x b a=b a x b(a x a)=(b a x)(b a x) a=(b a x) a=$ $=b(a x a)=b a$. Furthermore, $\quad(x b)(b a)(x b)=x b a x b=(x a x) b a x b=x(a x b)(a x b)=$ $=x(a x b)=(x a x) b=x b$. Therefore $x b \varepsilon S_{b a}$. This implies that $a b \varepsilon S_{b a}$; since we have $a b \varepsilon S_{a b}$, it follows that $S_{b a}=S_{a b}$.

If $x \varepsilon S_{a}$ and $y \varepsilon S_{b}$, we have $b \varepsilon S_{b}=S_{y}$ and then, from what we just proved above, we see that $x y \varepsilon S_{a y}$ and $b a \varepsilon S_{y a}$. But this implies that $x y \varepsilon S_{y a}=S_{b a}=S_{a b}$. This completes the present proof.

We note also that if $H$ is the set of distinct $S_{a}$, then $H$ is a commutative, idempotent semigroup under the operation $S_{a} S_{b}=S_{a b}$.
2.15. Theorem. Each $S_{a}$ of 2.13 is isomorphic with a semigroup of pairs ( $y, z$ ) in which the semigroup operation is defined by $\left(y_{1}, z_{1}\right)\left(y_{2}, z_{2}\right)=\left(y_{1}, z_{2}\right)$.

Proof. We take $S_{a}^{\prime}=\left\{x a ; x \varepsilon S_{a}\right\}, S_{a}^{\prime \prime}=\left\{a x ; x \varepsilon S_{a}\right\}$. Then $S_{a}^{\prime} \subset S_{a}$ and $S_{a}^{\prime \prime} \subset S_{a}$. Also $y \varepsilon S_{a}^{\prime}$ implies that $a y=a, y a=y$; similarly, $z \varepsilon S_{a}^{\prime \prime}$ implies that $a z=z, z a=a$.

If $x \varepsilon S_{a}$, then $y=x a \varepsilon S_{a}^{\prime}$ and $z=a x \varepsilon S_{a}^{\prime \prime}$. Also $y z=(x a)(a x)=x a x=x$.

[^8]If $y \varepsilon S_{a}^{\prime}$ and $z \varepsilon S_{a}^{\prime \prime}$, then we have $x=y z \varepsilon S_{a}$ and $x a=y z a=y a=y, a x=a y z=$ $=a z=z$.

We have thus established the existence of a one-to-one correspondence $x \leftrightarrow(x a, a x)$ between $S_{a}$ and the set $T_{a}$ of pairs $(y, z)$ for $y \varepsilon S_{a}^{\prime}, z \varepsilon S_{a}^{\prime \prime}$. If $x_{1} \leftrightarrow\left(y_{1}, z_{1}\right)$ and $x_{2} \leftrightarrow\left(y_{2}, z_{2}\right)$, then we have $x_{1} x_{2}=y_{1} z_{1} y_{2} z_{2}=\left(y_{1} a\right) z_{1}\left(y_{2} a\right) z_{2}=y_{1}\left(a z_{1} y_{2} a\right) z_{2}=y_{1} a z_{2}=y_{1} z_{2}$. The correspondence becomes an isomorphism when we define $\left(y_{1}, z_{1}\right)\left(y_{2}, z_{2}\right)$ as $\left(y_{1}, z_{2}\right)$. This completes the proof.

It is of interest to observe that for $x_{1}, x_{2} \varepsilon S_{a}$, the equality $x_{1} x_{2}=x_{2} x_{1}$ obtains if and only if $x_{1}=x_{2}$.

The semigroups $S_{a}$ are completely determined by the sets $S_{a}^{\prime}$ and $S_{a}^{\prime \prime}$. For example, if $S_{a}$ is finite, we have $x \leftrightarrow(i, j), 1 \leq i \leq k, l \leq j \leq l$, where $k$ is the number of elements in $S_{a}^{\prime}$ and $l$ the number in $S_{a}^{\prime \prime}$.

If $y \varepsilon S_{a}^{\prime}$ and $z \varepsilon S_{a}^{\prime \prime}$, then $y \leftrightarrow(y a, a y)=(y, a)$ and $z \leftrightarrow(z a, a z)=(a, z)$. We also have $y_{1} y_{2}=y_{1}$ if $y_{1}, y_{2} \varepsilon S_{a}^{\prime}$ and $z_{1} z_{2}=z_{2}$ if $z_{1}, z_{2} \varepsilon S_{a}^{\prime \prime}$. Furthermore, if $y \varepsilon S_{a}^{\prime}$ and $x \varepsilon S_{a}$, then $x y \leftrightarrow(x a, a x)(y, a)=(x a, a)$, so that $x y \varepsilon S_{a}^{\prime}$. Similarly, we find that $z x \varepsilon S_{a}^{\prime \prime}$ if $z \varepsilon S_{a . \text { and }}^{\prime \prime} x \varepsilon S_{a}$. We will say that $S_{a}^{\prime}$ is a left ideal of $S_{a}$ and $S_{a}^{\prime \prime}$ is a right ideal of $S_{a}$.
2.16. Definition. A non-void subset $I$ of a semigroup $G$ is said to be a left ideal of $G$ if $x y \varepsilon I$ for all $x \varepsilon G$ and $y \varepsilon I$. Right and 2 -sided ideals are defined similarly. ${ }^{13}$

## § 3. Representations of semigroups

We use the term representation in connection with a semigroup $G$ to mean a homomorphism of $G$ into the multiplicative semigroup $\mathcal{M}_{n}$ for some $n \geq 1$. We begin with a study of 1 -dimensional representations.
3.1. Definition. Let $G$ be a semigroup. A complex function $\chi$ defined on $G$ is said to be a semicharacter of $G$ if $\chi(x) \neq 0$ for some $x \varepsilon G$ and $\chi(x y)=\chi(x) \chi(y)$ for all $x, y \in G .{ }^{14}$

We list a few simple properties of semicharacters. Proofs are left to the reader.
3.1.1. If $x$ is an element of finite order belonging to a semigroup $G$ and if $\chi$ is a semicharacter of $G$, then $\chi(x)$ is either 0 or a root of unity.
3.1.2. If $x$ is an idempotent element and $\chi$ is a semicharacter, then $\chi(x)=0$ or 1 .
3.1.3. If $G$ contains a unit, $e$, and if $\chi$ is a semicharacter of $G$, then $\chi(e)=1$.
${ }^{13}$ This widely used concept goes back at least to Sušuevič.
${ }_{14} \mathrm{~S}$. Schwarz [38] has used a slightly different definition of semicharacter and has obtained a number of interesting results paralleling ours. We are also indebted to Dr. Schwarz for personal conversations on this topic.
3.1.4. If $G$ contains a zero, $z$, and if $\chi$ is a semicharacter of $G$ not identically 1 , then $\chi(z)=0$.
3.1.5. A semicharacter of a group is a character in the usual sense.

It is essential for our purposes that a semicharacter be allowed to assume the value 0 . In fact:
3.1.6. Let $G$ be a finite semigroup such that for every pair of distinct elements $x, y \varepsilon G$, there exists a semicharacter $\chi$ vanishing nowhere such that $\chi(x) \neq \chi(y)$. Then $G$ is a commutative group.
3.2.1. For the moment, we consider a finite commutative semigroup $G$ and suppose that $\chi$ is a semicharacter of $G$. We will use the notation and results of 2.11 . For some $x \varepsilon G$, we have $\chi(x) \neq 0$. Then 2.6 .2 shows that $x(a) \neq 0$ for some $a \varepsilon H$, and hence $\chi(a)=1$, by 3.1.2. We take $a_{0}=\prod_{a \in H, \chi(a)=1} a$. It is clear that $\chi\left(a_{0}\right)=1$ and that for $a \varepsilon H$, we have $\chi(a)=1$ if $a_{0} a=a_{0}$ and $\chi(a)=0$ if $a_{0} a \neq a_{0}$. For all $x \varepsilon G$, we have $\chi(x)=\chi\left(a_{0}\right) \chi(x)=\chi\left(a_{0} x\right)$. If $x \varepsilon T_{a}$ and $a_{0} a=a_{0}$, then $a_{0} x \varepsilon T_{a_{0} a}=T_{a_{0}}$ and $a_{0} x=a_{0}\left(a_{0} x\right) \varepsilon a_{0} T_{a_{0}}=T_{a_{0}} \cap G^{\circ}$. If $x \varepsilon T_{a}$ and $a_{0} a \neq a_{0}$, then $x^{m}=a$ for some $m$ and hence $\chi(x)^{m}=\chi(a)=0$, which implies that $\chi(x)=0$. Now $T_{a_{4}} \cap G^{\circ}$ is a group and $\chi\left(a_{0}\right) \neq 0$; hence $\chi$, with its domain restricted to the group $T_{a} \cap G^{\circ}$, is a character of that group. We have therefore proved the following theorem.
3.2. Theorem. If $G$ is a finite commutative semigroup and $\chi$ is a semicharacter of $G$, then there is an element $a_{0} \varepsilon H$ and a character $\chi a_{0}{ }^{15}$ of the group $T_{a_{0}} \cap G^{\circ}$ such that

$$
\chi(x)=\left\{\begin{array}{l}
0 \text { if } a_{0} a \neq a_{0} \text { for the element } a \text { such that } x \varepsilon T_{a} \\
\chi_{a_{0}}\left(a_{0} x\right) \text { if } a_{0} a=a_{0} \text { for the element } a \text { such that } x \varepsilon T_{a}
\end{array}\right.
$$

3.2.2. We point out that Theorem 3.2 remains valid for commutative semigroups $G$ in which all elements have finite order and in which $H$ is finite.
3.3. Theorem. If $G$ is a finite or infinite commutative semigroup, all of whose elements have finite order, if $a_{0} \varepsilon H$, and if $\chi_{a}$ is a character of the group $T_{a_{0}} \cap G^{\circ}$, then the function $\chi$, defined by the relations

$$
\chi(x)=\left\{\begin{array}{l}
0 \text { if } a_{0} a \neq a_{0} \text { for the element } a \text { such that } x \varepsilon T_{a}, \\
\chi_{a_{0}}\left(a_{0} x\right) \text { if } a_{0} a=a_{0} \text { for the element } a \text { such that } x \varepsilon T_{a},
\end{array}\right.
$$

is a semicharacter of $G$.
15 For typographical reasons, we violate here the convention of footnote 4.

Proof. Since $\chi\left(a_{0}\right) \neq 0$, we have only to prove $\chi(x y)=\chi(x) \chi(y)$. If $x \varepsilon T_{a}$ and $y \varepsilon T_{b}$, then $x y \varepsilon T_{a b}$. If $a_{0} a b=a_{0}$, then $a_{0} a=a_{0} a b a=a_{0} a b=a_{0}$ and $a_{0} b=a_{0} a b b=$ $=a_{0} a b=a_{0}$. If $a_{0} a=a_{0} b=a_{0}$, then $a_{0} a b=a_{0} a a_{0} b=a_{0}$. Therefore we have $\chi(x y) \neq 0$ if and only if $\chi(x) \neq 0$ and $\chi(y) \neq 0$. If $\chi(x) \neq 0$ and $\chi(y) \neq 0$, we then have $\chi(x) \chi(y)=$ $=\chi_{a_{0}}\left(a_{0} x\right) \chi_{a_{0}}\left(a_{0} y\right)=\chi_{a_{0}}\left(a_{0} x a_{0} y\right)=\chi_{a_{0}}\left(a_{0} x y\right)=\chi(x y)$.

We have also the following simple consequences of Theorems 3.2 and 3.3.
3.3.1. Corollary. Let $G$ be a finite commutative semigroup. Then the semicharacters of $G$ form a linearly independent set of functions.

Proof. If $\chi_{1}, \ldots, \chi_{m}$ are semicharacters of $G$, if $\alpha_{1}, \ldots, \alpha_{m} \varepsilon K$, and $\sum_{j=1}^{m} \alpha_{j} \chi_{i}=0$, then consider any idempotent $a \varepsilon G$ and the group $T_{a} \cap G^{\circ}$. On this group, every semicharacter $\chi_{j}$ is either identically 0 or is a character. Since characters of a finite group are linearly independent, we see that $\alpha_{j}=0$ for all $j$ such that $\chi_{j}(a) \neq 0$. Since $a$ is arbitrary, it follows that all $\alpha_{j}=0 \quad(j=1,2, \ldots, m)$.
3.3.2. Corollary. Let $G$ be a finite commutative semigroup admitting $m$ distinct semicharacters. Then $m \leq o(G)$.
3.3.3. Note. Corollaries 3.3 .1 and 3.3 .2 remain valid for noncommutative finite semigroups $G$ : one can show this by mapping $G$ homomorphically onto a commutative semigroup $H$ admitting just the same semicharacters as $G$. We omit the details.
3.4. Theorem. Let $G$ be a semigroup all of whose elements are of finite order and having the property that for all $x, y \varepsilon G$ such that $x \neq y$, there is a semicharacter $\chi$ such that $\chi(x) \neq \chi(y)$. Then $G$ is commutative and $l_{x}=1$ for all $x \varepsilon G$.

Proof. For all semicharacters $\chi$, we have $\chi(x y)=\chi(x) \chi(y)=\chi(y) \chi(x)=\chi(y x)$. It follows that $x y=y x$. Also $\chi(x)^{k_{x}+l_{x}}=\chi\left(x^{k_{x}+l_{x}}\right)=\chi\left(x^{l} x\right)=\chi(x)^{l} x$ and hence $\chi(x)^{k_{x}+1}=$ $=\chi(x)$ for all $\chi$ : thus we have $x^{k_{x}+1}=x$, and by 2.6.1, $l_{x}=1$.
3.5. Theorem. Let $G$ be a finite or infinite commutative semigroup all of whose elements are of finite order and for which $l_{x}=1$ for all $x \varepsilon G$. Then, for every $x, y \varepsilon G$ such that $x \neq y$, there is a semicharacter $\chi$ such that $\chi(x) \neq \chi(y)$.

Proof. If $\chi(x)=\chi(y)$ for all of the semicharacters $\chi$ described in Theorem 3.3, we first take $a_{0}=x^{k} x$ and obtain $\chi(x)=\chi_{a_{0}}\left(a_{0} x\right)=\chi_{a_{0}}\left(x^{k} x\right)=\chi_{a_{0}}(x)$. Since $\chi_{a_{0}}(x) \neq 0$, we have $\chi(y)=\chi(x) \neq 0$ and hence $a_{0} y^{k} y=a_{0}, \chi(y)=\chi_{a_{0}}\left(x^{k} x y\right)$. Thus we have $\chi_{a_{0}}(x)=$ $=\chi a_{0}\left(x^{k} y\right)$; but $\chi_{a_{0}}$ can be any character of the commutative group $T_{a_{0}} \cap G^{\circ}$ (which in this case is just $T_{a_{0}}$ ), so we have $x=x^{k} x y$. This follows from the well-known theorem
that distinct elements of any commutative group can be separated by characters. See for example Weil [48], p. 99. We also have $x^{k_{x}} y^{k_{y}}=x^{k} x$ since $a_{0} y^{k_{y}}=a_{0}$. Since $x$ and $y$ are quite interchangeable in this argument, we also have $y=y^{k_{y}} x$ and $y^{k} x^{k} x=y^{k} y$. Therefore $x^{k} x=x^{k} y^{k} y=y^{k}$ and $x=x^{k} x y=y^{k} y=y$. This completes the proof.
3.6.1. Returning to the case of a finite commutative semigroup $G$, we see by Theorem 3.2 that all semicharacters of $G$ are given by Theorem 3.3. Each semicharacter of $G$, is, of course, a semicharacter of $G^{\circ}$. In the other direction, it follows from Theorem 3.3 that each semicharacter of $G^{\circ}$ can be extended to be a semicharacter of $G$ in one and only one way. In fact, if $x \varepsilon T_{a}$ and $x$ non $\varepsilon G^{\circ}$, then $a x \varepsilon G^{\circ}$ and $x^{m}=a$ for some $m \geq 1$. Therefore $\chi(x)=\chi(a) \chi(x)=\chi(a x)$ if $\chi(a)=1$ and $\chi(x)=0$ if $\chi(a)=0$, or more shortly, $\chi(x)=\chi(a) \chi(a x)$.
3.6.2. We also notice that if $G$ is a finite commutative semigroup, then the number of distinct semicharacters of $G$ is just the number of elements of $G^{\circ}$. This follows from Theorems 3.2 and 3.3 , since the number of characters of a finite commutative group is just the number of its elements.
3.7. Let $G$ be a semigroup. Let $\hat{G}$ denote the set of all semicharacters of $G$. For $\chi, \psi \varepsilon \hat{G}$, the product $\chi \psi$ is the function on $G$ such that $\chi \psi(x)=\chi(x) \psi(x)$ for all $x \varepsilon G$.

We list a number of simple results, leaving the proofs to the reader.
3.7.1. The semicharacters of a semigroup either form a semigroup by themselves or they form a semigroup if an additional element 0 is supplied. See semigroups 1 and 5, Appendix 2.
3.7.2. If $G$ is a semigroup, then $\hat{G}$ has a unit.
3.7.3. If $G$ is a semigroup with a unit, then $\hat{G}$ is a semigroup.
3.7.4. If $G$ and $G$ are semigroups, then, in the notation of Theorems 2.2 and 2.3, $\hat{G}_{e}=(\hat{G})_{z}$ and $\hat{G}_{z}=(\hat{G})_{e}$.
3.7.5. If $\chi$ is a semicharacter of a semigroup $G$ and if $\varepsilon(x)=1$ for $\chi(x) \neq 0$ and $\varepsilon(x)=0$ for $\chi(x)=0$, then $\varepsilon$ is a semicharacter of $G$.
3.7.6. Let $G$ be a semigroup and let $\chi$ be a semicharacter of $G$. Let $\psi(x)=$ $=[\chi(x)]^{-1}$ for $\chi(x) \neq 0$ and $\psi(x)=0$ for $\chi(x)=0$. Then $\psi(x)$ is also a semicharacter of $G$.
3.7.7. If $\chi$ is a semicharacter, then so is $\overline{\%}$.
3.8. Let $H$ be a finite commutative idempotent semigroup. If $a \varepsilon H$, then we say that $a$ is a prime element of $H$ if the equality $a=b c(b, c \varepsilon H)$ implies $b=c=a$.
3.8.1. An element $a$ of $H$ is a prime element if and only if $a=a b$ and $b \varepsilon H$ imply $b=a$.
3.9. Theorem. Every finite commutative idempotent semigroup contains at least one prime element.

Proof. Let $a_{1}$ be any element of $H$. If $a_{1}$ is not a prime element, then there is an element $a_{2} \varepsilon H$ such that $a_{1}=a_{1} a_{2}$ and $a_{2} \neq a_{1}$. Repeating this step, we obtain a sequence $a_{1}, a_{2}, \ldots, a_{m}$ such that $a_{i}=a_{i} a_{i+1}$ and $a_{i+1} \neq a_{i}(1 \leq i \leq m-1)$. If $h \leq j \leq m$, we have $a_{h}=a_{h} a_{h+1} a_{h+2} \ldots a_{j}$ and hence $a_{h} a_{j}=a_{h}$. If $h<j \leq m$ and $a_{h}=a_{j}$, then $a_{h}=a_{h} a_{h+1}=a_{j} a_{h+1}=a_{h+1}$, and this is a contradiction. Therefore the elements $a_{i}$ are all distinct, and, $H$ being finite, the sequence $a_{1}, a_{2}, \ldots, a_{m}$ will eventually end with a prime element $a_{m}$.
3.9.1. It is now clear that for every element $a_{1} \varepsilon H$, there is a prime element $a_{m}$ of $H$ such that $a_{1}=a_{1} a_{m}$.
3.9.2. If' $H$ has just one prime element $p$, then $a=a p$ for all $a \varepsilon H$ and hence $p$ is a unit of $H$. It is easy to see that if $H$ has a unit $e$, then $H$ has just the one prime element $e$.
3.10. Theorem. Let $G$ be a commutative semigroup all of whose elements are of finite order and let $H$ be the semigroup of idempotent elements of $G$. If $H$ is finite, then $G$ is a semigroup if and only if $H$ has a unit.

Proof. The elements of $\hat{G}$ are the semicharacters of $G$, as constructed in Theorem 3.3. Let $\chi_{1}$ be any of the semicharacters determined by $a_{0}=b, \chi_{2}$ a semicharacter determined by $a_{0}=c$, where $b$ and $c$ are elements of $H$. Then $\chi_{1} \chi_{2}$ fails to be a semicharacter if and only if $\chi_{1}(x) \chi_{2}(x)=0$ for all $x \varepsilon G$; that is, if and only if $b a \neq b$ or $c a \neq c$ for every $a \varepsilon H$. If $H$ has a unit $e$, then $b e=b$ and $c e=c$ and $\chi_{1} \chi_{2}$ is a semicharacter of $G$. If $H$ does not have a unit, then 3.9 and 3.9 .2 imply that $H$ has at least two prime elements. If $b$ and $c$ are distinct prime elements of $H$, then $b a \neq b$ if $a \neq b$ and $c a \neq c$ if $a=b$, and therefore the product $\chi_{1} \chi_{2}$ is identically 0 and is not a semicharacter of $G$.
3.11. Theorem. Let $G$ be a commutative semigroup all of whose elements are of finite order, and let $H$ be as usual the semigroup of idempotent elements of $G$. If $H$ is finite, then ${ }^{16} G \cong \widehat{G^{\circ}}$.

16 The symbol " $\cong$ " is taken to mean the existence of a one-to-one correspondence $\tau$ such that $\tau(x y)=\boldsymbol{\tau}(x) \tau(y)$ whenever either side exists.

Proof. This follows at once from 3.2.2 and 3.3.
3.12. In some of the following paragraphs, we shall restrict the semigroup $G$ a little more. We shall consider a commutative semigroup $G$ all of whose elements are of finite order, such that the subsemigroup $H$ of idempotent elements is finite, and such that the integers $k_{x}(x \varepsilon G)$ have a finite upper bound. These conditions are obviously satisfied by all finite commutative semigroups $G$. Since the $k_{x}$ are bounded, they have a least common multiple $k$. It is clear from 2.6.1 that we have $x^{k+l_{x}}=x^{l} x$ for all $x \in G$.
3.13. Theorem. If $G$ satisfies 3.12 and $H$ has a unit, then $\hat{G}$ satisfies 3.12 and $(\hat{G})^{\circ}=\hat{G}$. Also the set of idempotent elements of $\hat{G}$ is isomorphic with $\hat{H}$.

Proof. Theorem 3.10 shows that $\hat{G}$ is a semigroup. If $\chi \varepsilon \hat{G}$, then $\chi(x)^{k+l_{x}}=$ $=\chi\left(x^{k \div l_{x}}\right)=\chi\left(x^{l} x\right)=\chi(x)^{l_{x}}$, and hence $\chi(x)^{k+1}=\chi(x)$ for all $x \varepsilon G$. It follows that $\chi^{k+1}=\chi$ for all $\chi \varepsilon \hat{G}$. This, together with 2.6 .1 , shows that every element of $\hat{G}$ is of finite order, that the integers $k_{x}$ have the upper bound $k$, and that $(\hat{G})^{\circ}=\hat{G}$. From 3.1.2, 3.2.2, and 3.3, we see that if $\chi^{2}=\chi$, then there is an $a_{0} \varepsilon H$ such that
3.13.1. $\quad \chi(x)=\left\{\begin{array}{l}0 \text { if } a_{0} a \neq a_{0} \text { for the element } a \text { such that } x \varepsilon T_{a}, \\ 1 \text { if } a_{0} a=a_{0} \text { for the element } a \text { such that } x \varepsilon T_{a} .\end{array}\right.$

If 2 of these semicharacters $\chi$ are distinct, they take on different values for some $x \varepsilon H$. For $x \varepsilon H$, these are just the semicharacters of $H$. This proves the last statement of the theorem and completes the proof of the fact that $\hat{G}$ satisfies 3.12 , since it is clear that $\hat{H}$ is finite.
3.14. Theorem. Let $G$ satisfy 3.12 and let $H$ have a unit. For each $x \varepsilon G$, the function $\psi_{x}(\chi)=\chi(x)$ is a semicharacter $\psi_{x}$ of $\hat{G}$. Furthermore, the $\psi_{x}$ are all distinct if and only if $G=G^{\circ}$.

Proof. If $\chi_{1}, \chi_{2} \varepsilon \hat{G}$ and $x \varepsilon G$, then $\psi_{x}\left(\chi_{1} \chi_{2}\right)=\chi_{1} \chi_{2}(x)=\chi_{1}(x) \chi_{2}(x)=\psi_{x}\left(\chi_{1}\right) \psi_{x}\left(\chi_{2}\right)$. Since the function $\chi_{0}(x)=1$ is a semicharacter of $G$, we have $\psi_{x}\left(\chi_{0}\right)=1$ and $\chi_{0} \varepsilon \hat{G}$. Therefore $\psi_{x}(\chi)$ is not identically 0 and hence is a semicharacter of $\hat{G}$. The second part of the theorem follows at once from 3.4 and 3.5 .
3.15. Theorem. Let $G$ satisfy 3.12 and let $H$ have a unit. Then the set of all distinct $\psi_{x}$ of Theorem 3.14 are just those $\psi_{x}$ for which $x \varepsilon G^{\circ}$.

Proof. Suppose that $x_{1} \varepsilon G$ and $x_{1}$ non $\varepsilon G^{\circ}$. Let $a \varepsilon H$ be the $a$ such that $x_{1} \varepsilon T_{a}$ and let $x_{2}=a x_{1}$. Then $x_{2} \varepsilon G^{\circ}$ and $x_{2} \varepsilon T_{a}$. If $\chi \varepsilon \hat{G}$, we use 3.2 and 3.3 to establish the equalities

$$
\begin{aligned}
& \chi\left(x_{1}\right)=\left\{\begin{array}{l}
0 \text { if } a_{0} a \neq a_{0} \\
\chi_{a_{0}}\left(a_{0} x_{1}\right) \text { if } a_{0} a=a_{0}
\end{array},\right. \\
& \chi\left(x_{2}\right)= \begin{cases}0 & \text { if } a_{0} a \neq a_{0} \\
\chi_{a_{0}}\left(a_{0} x_{2}\right) & \text { if } a_{0} a=a_{0}\end{cases}
\end{aligned}
$$

Since $a_{0} x_{2}=a_{0} a x_{1}=a_{0} x_{1}$ when $a_{0} a=a_{0}$, we have $\chi\left(x_{1}\right)=\chi\left(x_{2}\right)$ and therefore $\psi_{x_{1}}=\psi_{x_{2}}$, with $x_{2} \varepsilon G^{\circ}$. Furthermore, if $x_{1}, x_{2} \varepsilon G^{\circ}$ and $\psi_{x_{1}}=\psi_{x_{2}}$, then $\chi\left(x_{1}\right)=\chi\left(x_{2}\right)$ for all $\chi \varepsilon \hat{G}$. This implies that $x_{1}=x_{2}$, in view of 2.11 and 3.5.
3.16. Theorem. If $G$ satisfies 3.12 and $H$ has a unit, then the set of distinct semicharacters $\psi_{x}$ of 3.14 is isomorphic with $G^{\circ}$.

Proof. Theorem 3.15 shows that the correspondence $x \leftrightarrow \psi_{x}$ is a one-to-one correspondence between $G^{\circ}$ and the set of distinct $\psi_{x}$. Furthermore, if $x_{1}, x_{2} \varepsilon G^{\circ}$, we have $\psi_{x_{1} x_{2}}(\chi)=\chi\left(x_{1} x_{2}\right)=\chi\left(x_{1}\right) \chi\left(x_{2}\right)=\psi_{x_{1}}(\chi) \psi_{x_{2}}(\chi)$, and therefore this correspondence is an isomorphism.
3.17. Theorem. Let $G$ be a finite commutative semigroup. Then $\hat{\hat{G}} \cong G$ if and only if $G$ has a unit and $G=G^{\circ}$.

Proof. From 3.7.2 and 3.11, we see that the conditions enunciated are necessary. From 3.16, we see that we shall have proved their sufficiency as soon as we have shown that $\hat{G}$ has no semicharacters other than the $\psi_{x}$ of Theorem 3.14. Since, as Theorem 3.13 shows, $(\hat{G})^{\circ}=\hat{G}$, we can apply 3.6.2 to find that $G, \hat{G}$, and $\hat{\hat{G}}$ all have the same number of elements. But the number of distinct $\psi_{x}$ is, in the present case, the number of elements of $G$.
3.17.1. It is of interest to note that if $G$ is a finite commutative semigroup, then $\hat{\hat{G}} \cong G^{\circ}$ if and only if $H$ has a unit.
3.17.2. It is also of interest to note that a finite commutative semigroup $G$ is isomorphic to $\hat{L}$ for some finite semigroup $L$ if and only if $G=G^{\circ}$ and $G$ has a unit. In connection with this problem, see Schwarz [38].
3.18. In the preceding paragraphs, the requirement that $H$ have a unit was needed to make $\hat{G}$ a semigroup. If $\hat{G}$ is not a semigroup, we can make it one if we supply it with a zero. We suppose that $G$ is a finite commutative semigroup such that $\hat{G}$ is not a semigroup. We let $\dot{G}$ be the set consisting of all the $\chi$ of $\hat{G}$ and one other element $\omega$. We define multiplication in $\dot{\dot{G}}$ as follows:

$$
\begin{aligned}
& \omega \cdot \omega=\omega \cdot \chi=\chi \cdot \omega=\omega \\
& \chi_{1} \cdot \chi_{2}=\chi_{1} \chi_{2} \text { if } \chi_{1} \%_{2} \text { is not identically } 0 \text { on } G: \\
& \chi_{1} \cdot \%_{2}=(1) \quad \text { if } \chi_{1} \chi_{2} \text { is identically } 0 \text { on } G .
\end{aligned}
$$

Here $\chi_{1} \chi_{2}$ denotes the function $\chi_{1} \chi_{2}(x)=\chi_{1}(x) \chi_{2}(x)$. Now $\dot{i}$ is a semigroup with a unit. If $k$ is the least common multiple of all of the $k_{x}$ for $x \varepsilon G$, we have $\chi(x)^{k+l_{x}=} \chi\left(x^{k-l_{x}}\right)=\chi\left(x^{l \cdot x}\right)=\chi(x)^{l} x$ and hence $\chi(x)^{k \cdot 1}=\chi(x)$ and $\chi^{k \cdot 1}=\chi$. Since we also have $\omega^{2}=\omega$, we see that $\dot{i}^{\circ}=\dot{f}$. Therefore. according to $3.6 .2, \dot{i}$ and $\hat{i}$ have the same numbers of elements.

If $x \in G$, we let $\psi_{x}(\omega)=0, \psi_{x}(\not)=\chi(x)$. Then we have

$$
\begin{aligned}
& \psi_{y}(\omega \cdot \omega)=\psi_{x}(\omega)=0=\psi_{x}(\omega) \psi_{x}(\omega), \\
& \psi_{x}(\omega \cdot \chi)=\psi_{x}(\omega)=0=\psi_{x}(\omega) \psi_{x}(\chi)
\end{aligned}
$$

$\psi_{x}\left(\chi_{1} \cdot \chi_{2}\right)=\psi_{x}\left(\chi_{1} \chi_{2}\right)=\chi_{1}(x) \chi_{2}(x)=\psi_{x}\left(\chi_{1}\right) \psi_{x}\left(\chi_{2}\right)$ if $\chi_{1} \chi_{2}$ is not identically 0,
$\psi_{x}\left(\chi_{1} \cdot \chi_{2}\right)=\psi_{x}(\omega)=0=\chi_{1}(x) \chi_{2}(x)=\psi_{\tau}\left(\chi_{1}\right) \psi_{x}\left(\chi_{2}\right)$ if $\chi_{1} \chi_{2}$ is identically 0.
It follows that $\psi_{x}$ is a semicharacter of $\dot{G}$ if it is not identically 0 . But $\chi_{0}$, the function identically 1 , is a semicharacter of $G$. Therefore we have $\psi_{x}\left(\chi_{0}\right)=\chi_{0}(x)=1$ and $\psi_{x}$ is accordingly a semicharacter of $\dot{G}$. We can produce one additional semicharacter of $\dot{G}$, namely, the function $\psi_{0}$ which is identically 1 on $\dot{G}$.

As before, we obtain the set of all distinct $\psi_{x}$ as $x$ ranges through $G^{\circ}$. It is plain that $\psi_{0}$ is distinct from all of the $\psi_{x}$. If $G^{\circ}$ has $n$ elements, then $\hat{G}$ has $n$ elements, by 3.6.2. Then $\dot{G}$ and $\hat{i}$ both have $n+1$ elements. Therefore $\hat{i}$ is the set consisting of $\psi_{0}$ and the $\psi_{x}$ with $x \varepsilon G^{\circ}$.

If $x_{1}, x_{2} \varepsilon G^{\circ}$, then $\psi_{x_{1}}(\chi) \psi_{\tau_{2}}(\chi)=\chi\left(x_{1}\right) \chi\left(x_{2}\right)=\chi\left(x_{1} x_{2}\right)=\psi_{\tau_{3} x_{3}}(\chi)$ and $\psi_{x_{1}}(\omega) \psi_{\tau_{2}}(\omega)=$ $=0=\psi_{x_{1} x_{2}}(\omega)$. Therefore we have $\psi_{x_{1}} \psi_{x_{2}}=\psi_{x_{1} x_{2}}$. We also have $\psi_{0} \psi_{x_{1}}=\psi_{x_{1}}$ and $\psi_{0} \psi_{0}=\psi_{0}$.

Bringing these results together, we see that we have proved that if $G$ is a finite commutative semigroup such that $\hat{G}$ is not a semigroup, then $\hat{\dot{G}} \cong\left(G^{\circ}\right)_{e}$.
3.19. Another possible way to take care of the eventuality that $\hat{G}$ fails to be a semigroup is to include the function identically 0 among the semicharacters of $G$. Again we suppose that $G$ is a finite commutative semigroup, and we let $\bar{G}$ be the set consisting of all the semicharacters of $G$ and the function $\omega$ such that $\omega(x)=0$ for all $x_{\varepsilon} G$. We define multiplication in $\bar{G}$ in the usual way.

If $\hat{G}$ is not a semigroup, it is easy to show that we have $\bar{G} \cong \dot{G}$. If $\hat{G}$ is a semigroup, we have $\bar{G} \cong(\hat{G})_{z}$. In both cases, we see that $\bar{G}$ is a semigroup, and $\bar{G}=(\hat{\bar{G}})_{z}$. From 3.18, we have $\hat{\dot{G}} \cong\left(G^{\circ}\right)_{e}$ if $\hat{G}$ is not a semigroup. If $\hat{G}$ is a semigroup, we have $\hat{\hat{G}} \cong G^{\circ}$ by 3.10 and 3.17.1. Hence $(\hat{\hat{G}})_{z} \cong(\hat{\hat{G}})_{e} \cong\left(G^{\circ}\right)_{e}$ by 3.7.4. Therefore in both cases, we have $\overline{\bar{G}} \cong\left(\left(G^{\circ}\right)_{e}\right)_{z}$. We note, finally, the following equalities:

$$
\left(\left(G^{\circ}\right)_{e}\right)_{z}=\left(\left(G^{\circ}\right)_{z}\right)_{e}=\left(\left(G_{e}\right)^{\circ}\right)_{z}=\left(\left(G_{z}\right)^{\circ}\right)_{e}=\left(\left(G_{e}\right)_{z}\right)^{\circ}=\left(\left(G_{z}\right)_{e}\right)^{\circ}
$$

3.20. If $G$ is a finite commutative semigroup such that $\hat{\hat{G}} \cong G$, it is natural to ask about the relation of $\hat{G}$ to $G$. If the semigroup $G$ is a group, then we have $\hat{G} \cong G$. If $G$ is the semigroup of order 3 listed as No. 10 in Appendix 2, then $\hat{G}$ is the semigroup No. 8 of Appendix 2. Since $G$ has a zero and $\hat{G}$ does not, we see that $\hat{G} \cong G$ is false in this case. Necessary and sufficient conditions for $\hat{G} \cong G$ appear to be quite complicated; however, we give a brief sketch of certain conditions which are necessary for this isomorphism to obtain.

Suppose, then, that $\hat{\tilde{G}} \cong G$. This implies that $G^{\circ}=G$ and that $G$ has a unit. For elements $a_{1}, a_{2}$ in $H$, the subsemigroup of idempotent elements of $G$, we write $a_{1}<a_{2}$ if $a_{1} a_{2}=a_{1}$. It is easily seen that $H$ is a lattice under the partial ordering just defined, that the meet $a_{1} \wedge a_{2}$ is $a_{1} a_{2}$, while the join $a_{1} \vee a_{2}$ is the product of all $a \varepsilon H$ such that $a_{1} a=a_{1}$ and $a_{2} a=\dot{a}_{2}$. Since $H$ has a unit, the product defining $a_{1} \vee a_{2}$ is never void. If $\chi$ is any semicharacter of $G$ such that $\chi^{2}=\chi$, then, by 3.13.1, we find that $\chi(x)=0$ if $a \nless x^{k}$ and $\chi(x)=1$ if $a<x^{k}$, where $k$ is the least common multiple of all of the integers $k_{x}(x \in G)$, and where $a$ is some element of $H$. If we call this semicharacter $\chi_{a}$, we see that the $\chi_{a}$ are all distinct, even over the subsemigroup $H$. It is now clear that the set $\left\{\chi_{a}\right\}$ of all idempotent elements of $\hat{G}$ is isomorphic with the dual $\hat{H}$ of $H .^{17}$

Now, $\chi_{a_{1}}<\chi_{a_{2}}$ if and only if $\chi_{a_{1}} \chi_{a_{3}}=\chi_{a_{1}}$; this equality is equivalent to the assertion $\chi_{a_{1}}(x)=1$ implies $\chi_{a_{2}}(x)=1$, which, in turn, is just $a_{2}<a_{1}$. Therefore the lattice $\hat{H}$ is isomorphic to the lattice obtained from $H$ by inverting the relation $<$. If the relation $\hat{G} \cong G$ is to obtain, we must have $\hat{H} \cong H$, or, in other words, $H$ must be lattice-isomorphic with the lattice obtained by inverting it. The semigroup of order 5 with the table

[^9]|  | 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 2 | 3 | 4 | 5 |
| 2 | 2 | 2 | 3 | 4 | 5 |
| 3 | 3 | 3 | 3 | 5 | 5 |
| 4 | 4 | 4 | 5 | 4 | 5 |
| 5 | 5 | 5 | 5 | 5 | 5 |

has the properties $G=H$ and $\hat{\hat{G}} \cong G$, but it does not have the property that $\hat{G} \cong G$, as a sketch of the lattice $H$ will show.

Even if $G$ has the property that $H$ is isomorphic with its inverted lattice, the isomorphism $\hat{G} \cong G$ can still fail. An isomorphism between $G$ and $G$ implies an isomorphism $\tau(a) \leftrightarrow \chi_{a} \leftrightarrow a$ between $H$ and its inverted lattice. It can be proved that $\hat{G} \cong G$ then implies an isomorphism between $T_{a}$ and $T_{\tau(a)}$, which are groups in the present case. The semigroup No. 10 of Appendix 2 fails to satisfy $\hat{G} \cong G$ because $\tau(1)=3$ and $T_{1}=\{1,2\} \cong \leqq T_{3}=\{3\}$.

It is, finally, possible to have $T_{a} \cong T_{\tau(a)}$ for all $a \varepsilon H$ and still to have $\hat{G} \cong G$ fail because of the way elements from different $T_{a}$ multiply. The relationships appear to be quite involved. The semigroup of order 6 with the following multiplication table will serve as an example.

|  | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 2 | 3 | 4 | 5 | 6 |
| 2 | 2 | 1 | 3 | 4 | 5 | 6 |
| 3 | 3 | 3 | 3 | 4 | 5 | 6 |
| 4 | 4 | 4 | 4 | 3 | 6 | 5 |
| 5 | 5 | 5 | 5 | 6 | 5 | 6 |
| 6 | 6 | 6 | 6 | 5 | 6 | 5 |

Finally, we make some remarks concerning general representations of semigroups.
3.21. Theorem. Every semigroup $G$ of finite order $n$, commutative or not, has a faithful representation by matrices of order not exceeding $n+1$.

Proof. Let $G=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$. We adjoin a unit $x_{0}$ to $G$ and consider the matrices $M_{k}=\left(c_{i j}^{k}\right), k=1,2, \ldots, n$, where the element in the $i$-th row and $j$-th column is $c_{i j}^{k}=\varphi_{i}\left(x_{k} x_{j}\right)$. $(i, j=0,1, \ldots, n)$. If $M_{k} M_{l}=\left(d_{i j}\right)$ and $x_{k} x_{l}=x_{m}$, we have

$$
d_{i j}=\sum_{n=0}^{n} c_{i h}^{k} c_{h j}^{l}=\sum_{h=0}^{n} \varphi_{i}\left(x_{k} x_{h}\right) \varphi_{h}\left(x_{l} x_{j}\right)=\varphi_{i}\left(x_{k} x_{l} x_{j}\right)=\varphi_{i}\left(x_{m} x_{j}\right)=c_{i j}^{m}
$$

and hence $M_{k} M_{l}=M_{m}$. Furthermore, if $M_{k}=M_{l}$, then $p_{i}\left(x_{k} x_{j}\right)=\varphi_{i}\left(x_{l} x_{j}\right)$ for $i=0,1, \ldots, n$. This implies that $x_{k} x_{j}=x_{l} x_{j}$ for $j=0,1, \ldots, n$; but we have $x_{k} x_{0}=x_{k}$ and $x_{l} x_{0}=x_{l}$, and hence $k=l$. Therefore the correspondence $x_{k} \leftrightarrow M_{k}$ is an isomorphism.

The adjunction of a unit to $G$ is done to assure that the correspondence $x_{k} \rightarrow M_{k}$ be one-to-one. It can be omitted if $G$ contains no pair of elements $x_{k}, x_{l}$ such that $x_{k} x_{j}=x_{l} x_{j}$ for all $x_{j} \varepsilon G$. If $G$ contains no pair of elements $x_{k}, x_{l}$ such that $x_{j} x_{k}=x_{j} x_{l}$ for all $x_{j} \varepsilon G$, then the adjunction can be omitted if $c_{i j}^{h}$ is taken to be $\varphi_{i}\left(x_{j} x_{k}\right)$.
3.22. Theorem. Let $x \rightarrow B(x)$ be a homomorphism of a finite semigroup $G$ into the semigroup $\mathfrak{M}_{s}$. Then the set of matrices $\{B(x)\}_{x \in G}$ is irreducible if and only if there are exactly $s^{2}$ linearly independent matrices in the set $\{B(x)\}_{x \in G}$.

This is essentially Burnside's theorem (v. d. Waerden [46], p. 197).
3.23. Irreducible representations of a finite semigroup by matrices need not be unitary. In fact, a semicharacter $\chi$ of a semigroup $G$ such that $\chi(x)=0$ for some $x \varepsilon G$ is a l-dimensional representation of $G$ which is plainly not unitary. As another example, consider the semigroup described in Theorem 4.2 infra. The mapping which sends each sequence 4.2 .1 into its $t$-th coordinate ( $t=2,3, \ldots, p+1$ and $s_{t}>1$ ) is an obviously irreducible representation of the semigroup in $\mathfrak{M}_{s_{t}}$ in which no image matrix can be made unitary under any inner product.
3.24. Note. Extensive discussions of representations from another point of view are found in Clifford [9] and Suškevič [43]. See also the very general notion of representation introduced by Lyapin [25].

## § 4. $\mathcal{L}_{1}$ Algebras

In the present section, we apply the structure and representation theory for finite semigroups developed in $\S \S 2$ and 3 to a study of algebras $\mathcal{L}_{1}(G)$. We remark first that all $\mathcal{L}_{1}$ algebras of dimensions 2 and 3 are listed in Appendices 1 and 2.
4.1. Theorem. Let $G=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a finite semigroup. The algebra $\mathcal{L}_{1}(G)$ has a faithful representation as a subalgebra of $\mathfrak{M}_{p}$, where $p \leq n+\mathbf{1}$.

Proof. By Theorem 1.7, $\mathcal{L}_{1}(G)$ is isomorphic to the algebra of all formal linear combinations $\sum_{j=1}^{n} \alpha_{j} x_{j}$. Adjoining a unit $x_{0}$ to $G$ and defining $M_{j}$ as in 3.21, we con-
sider the mapping $\sum_{j=0}^{n} \alpha_{j} x_{j} \rightarrow \sum_{j=0}^{n} \alpha_{j} M_{j}$. It is easy to see that this produces an isomorphism of $\mathcal{L}_{1}(G)$ into $\mathfrak{M}_{n \div 1}$. (It is in fact the regular representation of $\mathcal{L}_{1}\left(G_{e}\right)$.)
4.1.1. Remark. The algebras $G$ and $H$ (Appendix 2), which can be shown to have no isomorphs contained in $\mathfrak{M}_{3}$, show that Theorem 4.1 cannot be strengthened. The algebra $E$ (Appendix 2 ), on the other hand, shows that in some cases, $\mathcal{L}_{1}(G)$ has an isomorph contained in $\mathfrak{M}_{q}$ with $q<o(G)$.
4.2. Theorem. Let $A$ be a finite dimensional semisimple algebra over $K$. Then $A$ is isomorphic to $\mathcal{C}_{1}(G)$ for a finite semigroup $G$ if and only if, in the representation of $A$ as a direct sum of full matrix algebras, at least one summand is 1 -dimensional.

Proof. Suppose that $A$ is isomorphic to the algebra $A^{\prime}=K \oplus \mathcal{M}_{s_{1}} \oplus \mathfrak{M}_{s_{2}} \oplus \cdots \oplus \mathfrak{M}_{s_{p}}$, where $s_{1}, s_{2} \ldots, s_{p}$ are positive integers. Then, writing $e_{i}^{(s)}$ as the element $\left(\delta_{k i} \delta_{l j}\right)_{k, i=1}^{s}$ of $\mathfrak{M}_{s}$, we see that the elements

$$
\left\{\begin{array}{l}
\{1,0,0, \ldots, 0\} \\
\left\{1,0, \ldots, 0, e_{j}^{s_{k}}, 0, \ldots, 0\right\} \quad\left(i, j=1,2, \ldots, s_{k} ; k=1,2, \ldots, p\right),
\end{array}\right.
$$

form a basis for $A^{\prime}$ which is closed under multiplication. We then apply Theorem 1.10.
To prove the converse, we note that the mapping $L \rightarrow L(1)$ (where we denote by 1 the function identically l) of $\mathcal{C}_{1}(G)$ onto $K$ is obviously a linear functional on $\mathcal{L}_{1}(G)$ and furthermore that $M \star L(1)=\boldsymbol{M}_{x}\left(L_{y}(1(x y))\right)=M(1) L(1)$. Hence $\mathcal{L}_{1}(G)$ admits at least one homomorphism onto $K$, and if $\mathcal{L}_{1}(G)$ is semisimple, this property is reflected in the fact that some direct summand of $\mathcal{L}_{1}(G)$ is isomorphic to $K$. This completes the proof.
4.3. Remark. Let $G$ be a finite semigroup. Then $\mathcal{L}_{1}(G)$ is not isomorphic to $M_{p}$ for any integer $p>1$, nor is $\mathcal{L}_{1}(G)$ a radical algebra. These observations follow at once from the fact, noted in the proof of Theorem 4.2, that $\mathcal{L}_{1}(G)$ admits a homomorphism onto $K$. The fact that $\mathcal{L}_{1}(G)$ is never a radical algebra is also a simple consequence of the existence of at least one idempotent in $G$. If $a$ is an idempotent in $G$, then the functional $\lambda_{a}$ is an idempotent in $\mathcal{L}_{1}(G)$, and clearly $\mathcal{L}_{1}(G)$ is not a nilpotent algebra. However, the radical of $\mathcal{L}_{1}(G)$ can have any dimension from 0 to $o(G)-1$, inclusive (see Theorems 4.2, 4.9, and 4.11).
4.4. Remark. It follows from 4.3 that no $s^{2}$ linearly independent $s \times s$ complex matrices ( $s>1$ ) can form a semigroup; if so, their linear combinations would be an
$\mathcal{L}_{1}$ algebra isomorphic to $M_{s}$. It follows from 4.3 and Theorem 3.22 that no semigroup of linearly independent complex $s \times s$ matrices ( $s>1$ ) can be irreducible.
4.5. Example. We see from 4.3 that not all finite dimensional algebras are $\mathcal{L}_{1}$ algebras. Consider also the algebra over $K$ with basis $\left\{e_{1}, e_{2}, u\right\}$ and the multiplication table

|  | $e_{1}$ | $e_{2}$ | $u$ |
| :---: | :---: | :---: | :---: |
| $\epsilon_{1}$ | $e_{1}$ | 0 | $u$ |
| $e_{2}$ | 0 | $e_{1}$ | 0 |
| $u$ | 0 | $u$ | 0 |

(v. d. Waerden [46], p. 144). It is a routine matter to prove that this algebra is not an $\mathcal{L}_{1}$ algebra.
4.6. The algebras $\mathbb{R}_{p}(p=2,3, \ldots)$ are not $\mathcal{L}_{1}$ algebras (4.3) but they do admit bases such that the product of 2 basis elements is either 0 or another basis element. The algebra over $K$ with basis $\left\{y_{1}, y_{2}, y_{3}\right\}$ and the multiplication table

|  | $y_{1}$ | $y_{2}$ | $y_{3}$ |
| :---: | :---: | :---: | :---: |
| $y_{1}$ | 0 | $y_{3}$ | 0 |
| $y_{2}$ | $-y_{3}$ | 0 | 0 |
| $y_{3}$ | 0 | 0 | 0 |

fails to have this property. We omit the verification.
4.7. Remark. Algebras having the property mentioned in 4.6 can be used to construct $\mathcal{L}_{1}$ algebras, as follows. Let $A$ be an algebra with basis $\left\{y_{1}, y_{2}, \ldots, y_{m}\right\}$ such that $y_{i} y_{j}=0$ or some $y_{k}(i, j=1,2, \ldots, m)$, and let $B \cong \mathcal{L}_{1}(G)$, where $G=\left\{x_{1}, x_{2}, \ldots x_{n}\right\}$ is a semigroup, and $x_{1}^{2}=x_{1}$. Then the direct sum $A \oplus B$ has a basis

$$
\left\{\left(y_{1}, x_{1}\right),\left(y_{2}, x_{1}\right), \ldots,\left(y_{m}, x_{1}\right),\left(0, x_{1}\right),\left(0, x_{2}\right), \ldots,\left(0, x_{n}\right)\right\}
$$

This basis is a semigroup and hence, by Theorem $1.10, A \oplus B$ is an $\mathcal{L}_{1}$ algebra.
4.8. Remark. An important class of algebras are those which are linear space sums of their minimal left ideals (see for example Hopkins [20] or Dieudonné [11]). $\mathcal{L}_{1}$ algebras need not have this property. Consider, for example, the $\mathcal{L}_{1}$ algebra formed
with semigroup 9 of Appendix 2. As noted in Appendix 2, this algebra is isomorphic to the algebra of all $2 \times 2$ matrices of the form

$$
A=\left(\begin{array}{ll}
a_{11} & a_{12} \\
0 & a_{22}
\end{array}\right)
$$

This algebra is not the sum of its minimal left or right ideals. A simple calculation shows that if $a_{22} \neq 0$, for a matrix $A$ of the form 4.8.1, then every left ideal containing $A$ must contain all matrices of the form

$$
\left(\begin{array}{ll}
0 & b_{12} \\
0 & b_{22}
\end{array}\right)
$$

and the left ideal of all matrices of the form 4.8 .2 is not minimal, the set of all matrices of the form
4.8.3

$$
\left(\begin{array}{ll}
0 & b_{12} \\
0 & 0
\end{array}\right)
$$

being a proper sub-left ideal. A similar argument shows that no element 4.8.1 with $a_{11} \neq 0$ is contained in a minimal right ideal.

We next give concrete representations for $\mathcal{L}_{1}(G)$ for a few finite semigroups $G$.
4.9. Theorem. Let $o(G)=n$ and let $x y=y$ for all $x, y \varepsilon G$. Then $\mathcal{L}_{1}(G)$ is isomorphic to the algebra of all $n \times n$ matrices $\left(a_{i j}\right)_{i, j \cdots 1}^{n}$ such that $a_{i j}=0$ for $2 \leq i \leq n$.

Proof. Let $e_{i j}(i, j=1,2, \ldots, n)$ be as in the proof of Theorem 4.2, and let $x_{1}, x_{2}, \ldots, x_{n}$ be the elements of $G$, written in any order. Then the mapping $x_{1} \rightarrow e_{11}$, $x_{i} \rightarrow e_{11}+e_{1 i}(i=2,3, \ldots, n)$ is an isomorphism of $G$ into the multiplicative semigroup $\mathfrak{M}_{n}$, with the image matrices linearly independent. The linear combinations of the matrices $e_{11}, e_{11}+e_{12}, \ldots, e_{11} \div e_{1 n}$ being just the matrices $\left(a_{i j}\right)_{i, j=1}^{n}$ with $a_{i j}=0$ for $i>1$, the theorem follows.
4.10. Theorem. Let $G=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ and let $x_{i} x_{j}=x_{1}(i, j=1,2, \ldots, n)$. Then $\mathcal{L}_{1}(G)$ is isomorphic to $K \oplus Z_{n-1}$.

Proof. We first represent $G$ faithfully by linearly independent elements of $\mathfrak{M}_{n+1}$, as follows (notation analogous to that in 4.2): $x_{1} \rightarrow e_{11}, x_{i} \rightarrow e_{11}+e_{2, i+1}(i=2,3, \ldots, n)$. It is easy to see that this mapping has the properties required. It follows that $\mathcal{L}_{1}(G)$ is isomorphic to the algebra of all linear combinations of the matrices $e_{11}, e_{2,3}, e_{2.4}, \ldots$, $e_{2, n+1}$ in $\mathfrak{P}_{n+1}$; and this algebra is obviously isomorphic to $K \oplus Z_{n-1}$ •
4.11. Theorem. Let $G$ be a finite semigroup with a single generator $x$, for which $l_{x}=l$ and $k_{x}=k$ (see 2.6.1) are arbitrary. Then $\mathcal{L}_{1}(G)$ is isomorphic to the direct sum $A \oplus K_{k}$, where $A$ is an algebra of dimension $l-1$ having a single generator $u$ for which $u, u^{2}, \ldots, u^{l-1}$ are linearly independent and $u^{l}=0$.

Proof. Consider the mapping of $G$ into $A \oplus K_{k}$ defined by

$$
\begin{array}{r}
x^{j} \rightarrow\left\{u^{j} ; 1, \exp \left(\frac{2 \pi i j}{k}\right), \exp \left(\frac{2 \pi i 2 j}{k}\right), \ldots, \exp \left(\frac{2 \pi i(k-1) j}{k}\right)\right\} \\
\text { for } j=1,2, \ldots, l-1
\end{array}
$$

and by

$$
\begin{array}{r}
x^{j} \rightarrow\left\{0 ; 1, \exp \left(\frac{2 \pi i j}{k}\right), \exp \left(\frac{2 \pi i 2 j}{k}\right), \ldots, \exp \left(\frac{2 \pi i(k-1) j}{k}\right)\right\} \\
\text { for } j=l, l+1, \ldots, l+k-1
\end{array}
$$

$\left(i^{2}=-1\right)$. It is clear that this is an isomorphism of $G$ into $A \oplus K_{k}$, and that the images of $x, x^{2}, \ldots, x^{l+k-1}$ are a linearly independent basis in $A \oplus K_{k}$. This establishes the present theorem.
4.12. Theorem. Let $G=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ with the operation $x_{i} x_{j}=x_{\max (i, j)}$. The algebra $\mathcal{L}_{1}(G)$ is isomorphic to $K_{n}$.

Proof. The mapping $x_{j} \rightarrow\left\{0,0, \ldots, 0_{(i-1)}, \mathbf{l}_{(i)}, \ldots, \mathbf{I}_{(n)}\right\}(i=1,2, \ldots, n)$ is an isomorphism carrying $G$ onto a basis for $K_{n}$.
4.13. Remark. The semigroup described in the preceding theorem is a simple example of a non-group whose $\mathcal{L}_{1}$ algebra is isomorphic to that of an Abelian group of order $n$. In Theorem 5.21 infra we shall determine all finite semigroups having this property.

We next consider an arbitrary finite semigroup $G=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$. We wish to discuss the effect upon $\mathcal{L}_{1}(G)$ of certain adjunctions of an element to $G$. We make use of the fact that there is a representation $x_{i} \rightarrow \tau\left(x_{i}\right)$ of $G$ by linearly independent matrices $\tau\left(x_{i}\right)$ and a corresponding representation $L \rightarrow \tau(L)=\sum_{i=1}^{n} L\left(\varphi_{i}\right) \tau\left(x_{i}\right)$ of $\mathcal{L}_{1}(G)$ (see Theorem 4.1). We will form new matrices $\tau^{\prime}\left(x_{i}\right)$ and $\tau^{\prime}(a)$ to represent $G \cup\{a\}$, and these will determine a representation of $\mathcal{L}_{1}(G \cup\{a\})$, from which we shall be able to determine the structure of $\mathcal{L}_{1}(G \cup\{a\})$ in terms of the structure of $\mathcal{L}_{1}(G)$.
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4.14. Theorem. If $G$ is a finite semigroup, then $\mathcal{L}_{1}\left(G_{z}\right) \cong \mathcal{L}_{1}(G) \oplus K$.

Prool. If $z$ is the adjoined zero, we take

$$
\boldsymbol{\tau}^{\prime}\left(x_{i}\right)=\left(\begin{array}{cc}
0 & 0 \\
0 & \tau\left(x_{i}\right)
\end{array}\right), \quad \boldsymbol{\tau}^{\prime}(z)=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)
$$

where by $\left(\begin{array}{cc}0 & 0 \\ 0 & \tau\left(x_{i}\right)\end{array}\right)$ we mean the matrix $\tau\left(x_{i}\right)$ bordered above by a row of 0 's and on the left by a column of 0 's. It is clear that the matrices $\tau^{\prime}\left(x_{i}\right), \tau^{\prime}(z)$ are linearly independent and that they represent $G_{z}$. Taking linear combinations of the matrices $\tau^{\prime}\left(x_{i}\right), \tau^{\prime}(z)$, we see that $\mathcal{L}_{1}\left(G_{z}\right)$ is isomorphic to the set of matrices

$$
\left(\begin{array}{cc}
\alpha & 0 \\
0 & \tau(L)
\end{array}\right), \quad \alpha \in K, L \varepsilon \mathcal{L}_{\mathbf{1}}(G) .
$$

4.15. Theorem. If $G \cup\{a\}$ is obtained from $G$ by idempotent adjunction (see Theorem 2.5), then $\mathcal{L}_{1}(G \cup\{a\}) \cong \mathcal{L}_{1}(G) \oplus K$.

Proof. If $a x_{i}=x_{1} x_{i}, x_{i} a=x_{i} x_{1} \quad(i=1, \underline{2}, \ldots, n)$, and $a^{2}=a$, we take

$$
\tau^{\prime}\left(x_{i}\right)=\left(\begin{array}{cc}
0 & 0 \\
0 & \tau\left(x_{i}\right)
\end{array}\right), \quad \tau^{\prime}(a)=\left(\begin{array}{cc}
1 & 0 \\
0 & \tau\left(x_{1}\right)
\end{array}\right)
$$

4.16. Theorem. If $G \cup\{a\}$ is obtained from $G$ by the adjunction of a repeat element (see Theorem -2.4), then $\mathcal{L}_{1}(G \cup\{a\}) \cong \mathcal{L}_{1}(G) \oplus Z_{1}$.

Proof. If $a x_{i}=x_{1} x_{i}, x_{i} a=x_{i} x_{1}(i=1,2, \ldots, n)$, and $a^{2}=x_{1}^{2}$, we take

$$
\tau^{\prime}\left(x_{i}\right)=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & \tau\left(x_{i}\right)
\end{array}\right), \tau^{\prime}(a)=\left(\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & \tau\left(x_{1}\right)
\end{array}\right)
$$

4.17. Theorem. Let $G$ be a finite semigroup with a zero, $a$. Let $G \cup\{b\}$ be obtained from $G$ as in.$- \geq .1$. Then $\mathcal{L}_{1}(G \cup\{b\}) \approx \mathcal{L}_{1}(G) \oplus K$.

Proof. We take

$$
\tau^{\prime}\left(x_{i}\right)=\left(\begin{array}{cc}
1 & 0 \\
0 & \tau\left(x_{i}\right)
\end{array}\right), \quad \tau^{\prime}(b)=\left(\begin{array}{cc}
-1 & 0 \\
0 & \tau(a)
\end{array}\right) .
$$

The relation of $\mathcal{L}_{1}\left(f_{e}\right)$ to $\mathcal{L}_{1}\left({ }_{i}\right)$ is different from the foregoing. We can take

$$
\tau^{\prime}\left(x_{i}\right)=\left(\begin{array}{cc}
0 & 0 \\
0 & \tau\left(x_{i}\right)
\end{array}\right), \quad \tau^{\prime}(e)=\left(\begin{array}{cc}
1 & 0 \\
0 & I
\end{array}\right),
$$

where $I$ is the unit matrix of the same order as the matrices $\tau\left(x_{i}\right)$, but this in general does not allow us to write $\mathcal{L}_{1}\left(G_{e}\right)$ as a direct sum. We see that $\mathcal{L}_{1}(G)$ is isomorphic to the set of all linear combinations of $\tau^{\prime}\left(x_{i}\right)$, and hence $\mathcal{L}_{1}\left(G_{e}\right)$ is the algebra obtained by adjoining a unit to $\mathscr{L}_{1}(G)$.
4.18. Theorem. If $\mathcal{L}_{1}(G)$ has a unit, then $\mathscr{L}_{1}\left(G_{e}\right) \cong \mathcal{L}_{1}(G) \oplus K$.

Proof. Let $U$ be the unit of $\mathcal{L}_{1}(G)$. Let $E$ be the unit adjoined to $\mathcal{L}_{1}(G)$ to obtain $\mathcal{L}_{1}\left(G_{e}\right)$. For all $L \varepsilon \mathcal{L}_{1}(G)$, we have $U \star L=L \star U=E \star L=L \star E=L$, and we also have $E \star E=E$. If $M \varepsilon \mathcal{L}_{1}\left(G_{e}\right)$, we have $M=\alpha E+N$ for some $\alpha \varepsilon K$ and some $N \varepsilon \mathcal{L}_{1}(G)$. We can write $M=\alpha(E-U)+(N+\alpha U)$. Now $N+\alpha U \varepsilon \mathcal{L}_{1}(G),(E-U) *(E-U)=$ $=E-U, \quad(E-U) \star L=L \star(E-U)=0$ if $L \varepsilon \mathcal{L}_{1}(G)$. This implies, clearly enough, that $\mathcal{L}_{1}\left(G_{e}\right) \cong \mathcal{L}_{1}(G) \oplus K$.
4.19. Theorem. If $\mathcal{L}_{1}\left(G_{e}\right) \cong \mathcal{A} \oplus \mathcal{B}$, where $\mathcal{A} \subset \mathfrak{L}_{1}\left(G_{e}\right)$ and $\mathcal{B} \subset \mathcal{L}_{1}\left(G_{e}\right)$, then, except for a possible interchange of $\mathcal{A}$ and $\mathcal{B}$, we have $\mathcal{A} \subset \mathscr{L}_{1}(G), \mathcal{A}$ has a unit, and $\mathcal{L}_{1}(G)=\mathcal{A}$ or $\mathcal{L}_{1}(G) \cong \mathcal{A} \oplus\left(\mathcal{B} \cap \mathcal{L}_{1}(G)\right)$.

Proof. If $E$ is the unit adjoined to $\mathcal{C}_{1}(G)$, we have $E=A_{1}+B_{1}$ for some $A_{1} \varepsilon \mathcal{A}$ and $B_{1} \varepsilon \mathcal{B}$; furthermore, $A_{1}=\alpha E+M$ and $B_{1}=(1-\alpha) E-M$ for some $\alpha \varepsilon K$ and some $M_{\varepsilon} \mathcal{L}_{1}(G)$. Now $A_{1} \star B_{1}=0$, so we have $\alpha(1-\alpha) E+(1-2 \alpha) M-M^{2}=0$ and hence $\alpha(1-\alpha)=0$. After a possible interchange of $\mathcal{A}$ and $\mathcal{B}$, we can suppose $\alpha=0$, and we thus have $A_{1}=M$ and $B_{1}=E-M$. If $\beta E+L \varepsilon \mathcal{A}$, where $L \varepsilon \mathcal{L}_{1}(G)$, we have $0=B_{1} \star(\beta E+L)=$ $=(E-M) \star(\beta E+L)=\beta E+L-\beta M-M \star L$, from which it follows that $\beta=0$ and $L=M \star L$. Therefore we have $\mathcal{A} \subset \mathfrak{L}_{\mathbf{j}}(G)$ and $M \star L=L$ for all $L \varepsilon \mathcal{A}$. If $L \varepsilon \mathcal{A}$, we also have $0=L \star(E-M)=L-L \star M$, so we see that $M$ is a unit of $\mathcal{A}$. If $N \varepsilon \mathcal{L}_{1}(G)$, then $N \varepsilon \mathcal{L}_{1}\left(G_{e}\right)$ also, and we have $N=A_{2}+B_{2}$ for some $A_{2} \varepsilon \mathcal{A}$ and $B_{2} \varepsilon \mathcal{B}$. Since $B_{2}=N-A_{2} \varepsilon \mathcal{L}_{1}(G)$, we have $\mathcal{L}_{1}(G)=\mathcal{A}$ if $\boldsymbol{B} \cap \mathcal{L}_{1}(G)=0$ and $\mathcal{L}_{1}(G) \cong \mathcal{A} \oplus\left(\mathcal{B} \cap \mathcal{L}_{1}(G)\right)$ otherwise. This completes the present proof.
4.20. Theorem. If $\mathcal{L}_{1}(G) \cong \mathcal{A} \oplus \mathcal{B}$, where $\mathcal{A} \subset \mathcal{L}_{1}(G)$ and $\mathcal{B} \subset \mathcal{L}_{1}(G)$, and if $\mathcal{A}$ has a unit, then $\mathcal{L}_{1}\left(G_{e}\right) \cong \mathcal{A} \oplus \mathcal{C}$, where $\mathcal{C}$ is an algebra described below.

Proof. If $U$ is the unit of $\mathcal{A}$ and $E$ is the unit adjoined to $\mathcal{L}_{1}(G)$ to obtain $\mathcal{L}_{1}\left(G_{e}\right)$, then an arbitrary element of $\mathcal{L}_{1}\left(G_{e}\right)$ can be written as $L+\alpha E=A_{1}+B_{1}+\alpha E=$ $=\left(A_{1}+\alpha U\right)+\left(B_{1}+\alpha(E-U)\right)=A_{2}+\left(B_{1}+\alpha(E-U)\right)$, where $L \varepsilon \mathcal{L}_{1}(G), \alpha \varepsilon K, A_{1} \varepsilon \mathcal{A}$, $B_{1} \varepsilon \boldsymbol{B}$, and $A_{2} \varepsilon \mathcal{A}$. If $\mathcal{C}$ consists of all elements of the form $B_{2}+\beta(E-U)$ with $B_{2} \varepsilon \boldsymbol{B}$ and $\beta \varepsilon K$, then it is easy to verify that $\mathcal{C}$ is an algebra and that $\mathcal{L}_{1}\left(G_{e}\right) \cong \mathcal{A} \oplus \mathcal{C}$.
4.21. If $G_{1}$ and $G_{2}$ are finite semigroups and $G \cong G_{1} \times G_{2}$, we can obtain a matrix representation of $G$ from matrix representations of $G_{1}$ and $G_{2}$. Let $x_{i} \rightarrow \tau_{1}\left(x_{i}\right)$
be a matrix representation of $G_{1}$. We write $\tau_{1}\left(x_{i}\right)=\left(\sigma_{r s}\left(x_{i}\right)\right)$, where $\sigma_{r s}\left(x_{i}\right)$ is the element of $\tau_{1}\left(x_{i}\right)$ in the $r$-th row and $\varepsilon$-th column. If $y_{j} \rightarrow \tau_{2}\left(y_{j}\right)$ is a matrix representation of $G_{2}$, we consider the matrix $\tau\left(x_{i} y_{j}\right)=\left(\sigma_{r s}\left(x_{i}\right) \tau_{2}\left(y_{j}\right)\right)$, meaning by this the matrix whose order is the product of the orders of $\tau_{1}\left(x_{i}\right)$ and $\tau_{2}\left(y_{j}\right)$, formed by replacing each element $\sigma_{r s}\left(x_{i}\right)$ of $\tau_{1}\left(x_{i}\right)$ by the block of elements given by $\sigma_{r s}\left(x_{i}\right) \tau_{2}\left(y_{j}\right)$. For all $x_{g}, x_{i} \varepsilon G_{1}$ and $y_{n}, y_{j} \varepsilon G_{2}$, we have

$$
\begin{aligned}
& \tau\left(x_{g}, y_{h}\right) \tau\left(x_{i}, y_{j}\right)=\left(\sigma_{r s}\left(x_{g}\right) \tau_{2}\left(y_{h}\right)\right)\left(\sigma_{r s}\left(x_{i}\right) \tau_{2}\left(y_{j}\right)\right)=\left(\sum_{k} \sigma_{r k}\left(x_{g}\right) \tau_{2}\left(y_{h}\right) \sigma_{k s}\left(x_{i}\right) \tau_{2}\left(y_{j}\right)\right)= \\
& \quad=\left(\sum_{k} \sigma_{r k}\left(x_{g}\right) \sigma_{k s}\left(x_{i}\right) \tau_{2}\left(y_{h}\right) \tau_{2}\left(y_{j}\right)\right)=\left(\sigma_{r s}\left(x_{g} x_{i}\right) \tau_{2}\left(y_{h} y_{j}\right)\right)=\tau\left(x_{g} x_{i}, y_{h} y_{j}\right)
\end{aligned}
$$

The elements of $G$ can be taken to be $\left(x_{i}, y_{j}\right)$ with $\left(x_{g}, y_{h}\right)\left(x_{i}, y_{j}\right)=\left(x_{g} x_{i}, y_{n} y_{j}\right)$, so we see from the above computation that the mapping $\left(x_{i}, y_{j}\right) \rightarrow \tau\left(x_{i}, y_{i}\right)$ is a matrix representation of $G$.

If the matrices $\tau\left(x_{i}, y_{j}\right)$ are linearly independent, then they generate in the usual fashion a faithful representation of $\mathcal{L}_{1}(G)$. Since we can find representations of both $G_{1}$ and $G_{2}$ by linearly independent matrices (Theorem 4.1), we want to show that the matrices $\tau\left(x_{i}, y_{j}\right)$ are linearly independent if the matrices $\tau_{1}\left(x_{i}\right)$ are linearly independent and the matrices $\tau_{2}\left(y_{j}\right)$ are linearly independent. We establish this fact as follows. If $\sum_{i, j} \alpha_{i j} \tau\left(x_{i}, y_{j}\right)=0$, then we have $\sum_{i, j} \alpha_{i j} \sigma_{r s}\left(x_{i}\right) \tau_{2}\left(y_{j}\right)=0$ for all $r, s$. If the matrices $\tau_{2}\left(y_{j}\right)$ are linearly independent, the last equality implies that $\sum_{i} \alpha_{i j} \sigma_{r s}\left(x_{i}\right)=0$ for all $j, r, s$. However, this equality is equivalent to the equality $\sum_{i} \alpha_{i j} \tau_{1}\left(x_{i}\right)=0$ for all $j$. If the matrices $\tau_{1}\left(x_{i}\right)$ are linearly independent, the last equality implies that $\alpha_{i j}=0$ for all $i, j$.

The algebra $\mathcal{L}_{1}(G)$ is the Kronecker product $\mathcal{L}_{1}\left(G_{1}\right) \wedge \mathcal{L}_{1}\left(G_{2}\right)$ of $\mathcal{L}_{1}\left(G_{1}\right)$ and $\mathcal{L}_{1}\left(G_{2}\right)$.
4.22. If $G$ is a finite semigroup with the left cancellation law, then, as shown in Theorem 2.12, we have $G \cong G_{1} \times G_{2}$, where $x_{g} x_{i}=x_{i}$ for all $x_{g}, x_{i} \varepsilon G_{1}$ and where $G_{2}$ is a group. From the proof of Theorem 4.9, we see that we can take

$$
\tau_{1}\left(x_{1}\right)=e_{11}, \quad \tau_{1}\left(x_{i}\right)=e_{11}+e_{1 i}, \quad \text { for } i \geq 2
$$

Since $G_{2}$ is a finite group, it admits a matrix representation of the form

$$
y_{j} \rightarrow \tau_{2}\left(y_{j}\right)=\left(\begin{array}{ccccc}
A_{1}\left(y_{j}\right) & 0 & 0 & \ldots & 0 \\
0 & A_{2}\left(y_{j}\right) & 0 & \ldots & 0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . \\
0 & 0 & 0 & \ldots & A_{m}\left(y_{j}\right)
\end{array}\right)
$$

where the $A_{k}\left(y_{j}\right)$ represent square blocks of elements and the 0 's represent rectangular
blocks of zeros. Furthermore, if $B_{1}, B_{2}, \ldots, B_{m}$ is an arbitrary set of matrices such that the order of $B_{k}$ is equal to the order of $A_{k}\left(y_{j}\right)$ for $1 \leq k \leq m$, then there exist complex numbers $\alpha_{j}$ such that

$$
\sum_{j} \alpha_{j} \tau_{2}\left(y_{j}\right)=\left(\begin{array}{cccc}
B_{1} & 0 & 0 \ldots 0 \\
0 & B_{2} & 0 \ldots & 0 \\
\ldots \ldots \ldots \ldots \ldots . \\
0 & 0 & 0 \ldots & B_{m}
\end{array}\right)
$$

(See for example v. d. Waerden [46], p. 182.)
If we let $\left\{B_{k}^{h}, \mathrm{l} \leq h \leq p=o\left(G_{1}\right), \mathrm{l} \leq k \leq m\right\}$ be an arbitrary set of matrices such that the order of $B_{k}^{h}$ is equal to the order of $A_{k}\left(y_{j}\right)$, then it is not hard to see that every matrix $\tau\left(x_{i}, y_{j}\right)$ is of the form
4.22.1

$$
\left(\begin{array}{cccccccccc}
B_{1}^{1} & 0 & 0 & \ldots 0 & B_{1}^{2} & 0 & 0 & \ldots 0 & & \\
0 & B_{2}^{1} & 0 \ldots 0 & 0 & B_{2}^{2} & 0 \ldots 0 & & 0 & 0 & 0 \\
0 & \ldots & B_{2}^{p} & 0 & \ldots 0
\end{array}\right) .
$$

It is also not hard to see that every matrix of the torm 4.22 .1 can be obtained as a linear combination of the matrices $\tau\left(x_{i}, y_{j}\right)$. Therefore, if $G$ is a finite semigroup with the left cancellation law, then, for some $m$ and $p, \mathcal{L}_{1}(G)$ is isomorphic to the algebra of all matrices of the form 4.22.1.

We now take up uniqueness theorems for $\mathcal{L}_{1}(G)$ : under what conditions does $\mathcal{L}_{1}(G)$ determine $G$ ? That $\mathcal{L}_{1}(G)$ as an algebra does not determine $G$, in general, is proved by the fact that for all Abelian groups $G$ of order $n, \mathcal{L}_{1}(G)$ is isomorphic to $\boldsymbol{K}_{n}$ (see also Theorems 4.12 and 5.21.) ${ }^{18}$ Nevertheless, an analogue of Kawada's theorem [23] can be proved, as follows.
4.23. Definition. A functional $L \varepsilon \mathcal{L}_{1}(G)$, where $G=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ is a finite semigroup, is said to be non-negative if $L\left(\varphi_{j}\right) \geq 0$ for $j=1,2, \ldots, n$. If some $L\left(\varphi_{j}\right)$ is positive and $L$ is non-negative, then $L$ is said to be a positive functional.
4.24. Theorem. Let $G$ and $G^{*}$ be finite semigroups, $G=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ and $G^{*}=\left\{y_{1}, y_{2}, \ldots, y_{m}\right\}$, and suppose that there exists an isomorphism $\Delta$ of $\mathcal{C}_{1}(G)$ onto
${ }_{18}$ For discussions of uniqueness in rather different contexts, see Berman [3] and Perlis and Walker [29].
$\mathcal{L}_{1}\left(G^{*}\right)$ such that $\Delta L$ is positive if and only if $L$ is positive. Then $G$ and $G^{*}$ are isomorphic semigroups.

Proof. Consider the set $\mathcal{D}(G)$ consisting of all non-negative $L \varepsilon \mathcal{L}_{1}(G)$. Let $\mathcal{E}(G)$ be the set of elements $M \varepsilon \mathcal{D}(G)$ which are extreme in $D(G)$ in the sense that if $L_{1}, L_{2} \varepsilon \mathcal{D}(G)$ and $M=\alpha L_{1}+(1-\alpha) L_{2}(0 \leq \alpha \leq 1)$, then $L_{1}$ and $L_{2}$ are both non-negative real multiples of $M .{ }^{19}$ It is simple to show that a functional $M$ is in $\mathcal{E}(G)$ if and only if it has the form $\alpha \lambda_{i}$ for some $\alpha \geq 0$ and $x_{i} \varepsilon G$. We leave the details of this argument to the reader. The analogous set $\mathcal{E}\left(G^{*}\right) \subset \mathcal{D}\left(G^{*}\right)$ is characterized in just the same way. The isomorphism $\Delta$ being a linear space isomorphism carrying $\mathcal{D}(G)$ onto $\mathcal{D}\left(G^{*}\right)$, it follows that a set of o(G) linearly independent elements of $\mathcal{E}(G)$ must map onto a set of $o(G)$ linearly independent elements of $\mathcal{E}\left(G^{*}\right)$ under the isomorphism $\Delta$. Using the argument set forth above, we see that any set of $n$ linearly independent elements of $\mathcal{E}(G)$ must have the form $\left\{\alpha_{1} x_{1}, \alpha_{2} x_{2}, \ldots, \alpha_{n} x_{n}\right\}$, where all $\alpha_{j}$ are positive. (By a slight abuse of notation, we write $\alpha_{j} \lambda_{j}$ as $\alpha_{j} x_{j}$; similarly with elements of $\mathcal{L}_{1}\left(G^{*}\right)$.) It is clear that $m=n$ and that $\Delta\left(\alpha_{j} x_{j}\right)=\beta_{r} y_{r}$ for $\mathrm{l} \leq j \leq n$, some $r$ such that $\mathrm{l} \leq r \leq n$, and $\beta_{r}>0$. Thus $\Delta\left(x_{j}\right)=\gamma_{r} y_{r}\left(\gamma_{r}>0\right)$. Since $\Delta$ is an algebra isomorphism, we have $\Delta\left(x_{j}^{s}\right)=\gamma_{r}^{s} y_{r}^{s}$ for all positive integers $s$. If $x_{j}^{k}=x_{j}^{l}$, then we have $\gamma_{r}^{l} y_{r}^{l}=\gamma_{r}^{k} y_{r}^{k}$, and consequently $y_{r}^{l}=y_{r}^{k}$, and $\gamma_{r}=1$. It follows that $\Delta\left(x_{j}\right)=y_{r}$. The mapping $\Delta$ of $G$ onto $G^{*}$ is obviously an isomorphism.

For a few finite semigroups $G$, the algebras $\mathcal{L}_{1}(G)$ determine $G$ completely, as we now show.
4.25. Theorem. Let $G$ be as in Theorem 4.9. Suppose that $\mathcal{L}_{1}(G)$ is isomorphic to $\mathcal{L}_{1}(H)$ for a semigroup $H$. Then $G$ is isomorphic to $H$.

Proof. If $\mathcal{L}_{1}(G)$ is isomorphic to $\mathcal{L}_{1}(H)$, then the algebra of all $n \times n$ matrices $\left(a_{i j}\right)_{i, j=1}^{n}$ with $a_{i j}=0$ for $i>1$ admits a basis $A, B, C, \ldots$ forming a semigroup isomorphic with $H$ under matrix multiplication. Using an obvious abbreviation, we write $A=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$. Then $A^{k}=\left\{a_{1}^{k}, a_{1}^{k-1} a_{2}, \ldots, a_{1}^{k-1} a_{n}\right\} \quad(k=1,2, \ldots)$. The elements $A$, $A^{2}, A^{3}, \ldots$ are only finite in number and none of them is 0 . Hence $a_{1}$ is a root of unity, say $a_{1}^{p}=1$ and $a_{1}^{j} \neq 1$ for $0<j<p$. Then the elements $A, A^{2}, \ldots, A^{p}$ are all distinct and hence must be linearly independent. However, we have
$A+A^{2}+A^{3}+\cdots+A^{p}=\left\{a_{1}+a_{1}^{2}+\cdots+a_{1}^{p}, a_{2}\left(1+a_{1}+\cdots+a_{1}^{p-1}\right), \ldots, a_{n}\left(1+a_{1}+\cdots+a_{1}^{p-1}\right)\right\}=0$ if $p>1$, since in this case we have $1+a_{1}+a_{1}^{2}+\cdots+a_{1}^{p-1}=0$. Hence $a_{1}=1$. This being

[^10]so, we have $A B=B$, and so on, and the basis $A, B, C, \ldots$ under multiplication is isomorphic to the semigroup of order $n$ in which $x y=y$ for all $x$ and $y$.
4.26. Theorem. Let $G$ be the semigroup of Theorem 4.10. If $H$ is a semigroup such that $\mathcal{L}_{1}(G)$ is isomorphic to $\mathcal{L}_{1}(H)$, then $G$ is isomorphic to $H$.

Proof. By Theorem 4.10, $\mathcal{L}_{1}(G)$ is representable as $K \oplus Z_{n-1}$. If $\mathcal{L}_{1}(H)$ is isomorphic to $K \oplus Z_{n-1}$, then $K \oplus Z_{n-1}$ has a basis isomorphic to $H$ under multiplication. Let $(\alpha, b)\left(\alpha \varepsilon K, b \varepsilon Z_{n-1}\right)$ be any element of this basis. Since $(\alpha, b)^{2}=\left(\alpha^{2}, 0\right)$, it is clear that $\alpha \neq 0$. Since $(\alpha, b)^{k}=\left(\alpha^{k}, 0\right)(k>1)$, it is established, just as in the proof of Theorem 4.25, that $\alpha=1$. Therefore ( 1,0 ) is an element of the basis, and the product of any two elements of the basis is $(1,0)$.
4.27. Remark. Let $G$ be a finite group such that $o(G)>1$. There exists a nongroup $H$ such that $\mathcal{L}_{1}(G) \cong \mathcal{L}_{1}(H)$. We construct $H$ by the device used in Theorem 4.2, in connection this time with the semisimple algebra $\mathcal{L}_{1}(G)$, which of course has a l-dimensional direct summand. The semigroup $H$ is obviously a non-group.

## § 5. Ideals in $\mathcal{L}_{1}$ algebras

Much of the preceding work culminates in the present section, where we identify certain classes of ideals in $\mathcal{L}_{1}(G)$, characterize the radical of $\mathcal{L}_{1}(G)$ (Theorem 5.20), and obtain a particularly simple criterion for semisimplicity of $\mathcal{L}_{1}(G)$ for commutative $G$ (Theorem 5.21). We begin with 3 relevant definitions.
5.1. Definition. For $\mathfrak{H} \subset \mathfrak{F}_{1}(G)$, let $\boldsymbol{n}(\mathfrak{A})$ be the set of all $L \varepsilon \mathcal{L}_{1}(G)$ such that $L(f)=0$ for all $j \varepsilon \mathfrak{N}$.
5.2. Definition. For $\mathcal{B} \subset \mathcal{L}_{1}(G)$, let $\mathfrak{M}(\mathcal{B})$ be the set of all $f \varepsilon \mathfrak{F}_{1}(G)$ such that $L(f)=0$ for all $L \varepsilon \mathcal{B}$.
5.3. Definition. For $f \varepsilon \mathfrak{F}_{1}(G)$ and $x \varepsilon G$, let $f_{x}$ and ${ }_{x} f$ be as in 1.3.1. A linear subspace $\mathfrak{H}$ of $\mathfrak{F}_{1}(G)$ such that $f \varepsilon \mathfrak{A}$ implies $\left({ }_{x} f \varepsilon \mathfrak{H} ; f_{x} \varepsilon \mathfrak{A} ;{ }_{x} f, f_{x} \varepsilon \mathfrak{U}\right)$ is said to be a (left, right, 2 -sided) invariant subspace of $\mathfrak{F}_{1}(G)$.
5.4. Theorem. Let $\mathcal{J}$ be a (left, right, 2 -sided) ideal in $\mathcal{L}_{1}(G)$, where $G=$ $=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$. Then $\mathfrak{R}(\mathcal{J})$ is a (left, right, 2 -sided) invariant subspace of $\mathfrak{F}_{1}(G)$.

Proof. Changing slightly the notation introduced in 1.7 , we write $\lambda_{u}$ for the element of $\mathcal{L}_{1}(G)$ such that $\lambda_{u}(f)=f(u)\left(u \varepsilon G, f \varepsilon \mathfrak{F}_{1}(G)\right)$. If $\mathfrak{I}$ is a right ideal in $\mathcal{L}_{1}(G)$, $M_{\varepsilon} \mathcal{J}, u \varepsilon G$, and $f \varepsilon \Re(\mathcal{J})$, then $M \star \lambda_{u}(f)=0$. That is, we have $M_{x}\left(\lambda_{u, y}(f(x y))\right)=0$ To compute $\lambda_{u, y}(f(x y))$ as a function of $x$, we have

$$
\begin{aligned}
\lambda_{u, y}(f(x y)) & =\lambda_{u, y}\left(\sum_{i, j=1}^{n} f\left(x_{i} x_{j}\right) \varphi_{i}(x) \varphi_{j}(y)\right)=\sum_{i, j=1}^{n} f\left(x_{i} x_{j}\right) \varphi_{i}(x) \varphi_{j}(u) \\
& =\sum_{i=1}^{n} f\left(x_{i} u\right) \varphi_{i}(x)=f(x u) .
\end{aligned}
$$

It follows that $f_{u} \varepsilon \mathfrak{M}(\mathcal{J})$ if $f \varepsilon \Re(\mathcal{J})$, and as $\mathfrak{R}(\mathcal{J})$ is trivially a linear subspace of $\mathfrak{F}_{1}(G)$, the theorem follows in this case.

If $\mathcal{J}$ is a left ideal in $\mathcal{L}_{1}(G)$, then we have $\lambda_{u} \star M(f)=0$; using Theorem 1.9, this equality gives us $0=\lambda_{u, x}\left(M_{y}(f(x y))\right)=M_{x}\left(\lambda_{u, y}(f(x y))\right)$. Now $\lambda_{u, y}(f(y x))=f(u x)$, as above, and it follows that $\mathfrak{R}(\mathcal{J})$ is a left invariant subspace.
5.5. Theorem. Let $\cong$ be a (left, right, 2 -sided) invariant subspace of $\mathfrak{F}_{1}(G)$. Then $n(S)$ is a (left, right, 2 -sided) ideal in $\mathcal{L}_{1}(G)$.

Proof. If $\widetilde{E}$ is left invariant, and if $M \varepsilon_{\varepsilon} \boldsymbol{\eta}(\mathcal{\Theta})$, then $M_{y}(f(x y))=0$ for all $f \varepsilon \subseteq$ and all $x \varepsilon G$. Hence, if $L \varepsilon \mathcal{L}_{1}(G)$, we have $L \star M(f)=0$ for all $f \varepsilon \subseteq$; as $\Pi(\Im)$ is trivially a linear subspace of $\mathcal{L}_{1}(G)$, the theorem follows in this case. If $\mathcal{S}$ is right invariant, $M_{\varepsilon} \prod(\Xi)$, and $L \varepsilon \mathcal{L}_{1}(G)$, then we have, using Theorem 1.9 again, that $M \star L(f)=L_{x}\left(M_{y}(f(y x))\right)=0$. This completes the proof.
5.6. Theorem. Let $\mathcal{A}$ be a linear subspace of $\mathcal{L}_{1}(G)$. Then $\mathcal{A}=\boldsymbol{n}(\mathfrak{R}(\mathcal{A}))$.

Proof. It is clear that $\mathcal{A} \subset \boldsymbol{n}(\mathfrak{M}(\mathcal{A}))$. Conversely, suppose that $L$ non $\varepsilon \mathcal{A}$. Then there exists a linear functional $\psi$ on $\mathcal{C}_{1}(G)$ such that $\psi(N)=0$ for all $N \varepsilon \mathcal{A}$ and $\psi(L)=1$. Since $\mathfrak{F}_{1}(G)$ is finite dimensional, we have $\psi(M)=M(f)$ for some $f \varepsilon \mathfrak{F}_{1}(G)$ and all $M_{\varepsilon} \mathcal{L}_{1}(G)$. Hence $f \varepsilon \Re(\mathcal{A})$ and $L(f) \neq 0$ : hence $L$ non $\varepsilon \boldsymbol{n}(\mathfrak{R}(\mathcal{A}))$.

Combining Theorems 5.4, 5.5, and 5.6, we have the following result.
5.7. Theorem. A subset $\mathcal{A}$ of $\mathcal{L}_{1}(G)$ is a (left, right, 2 -sided) ideal in $\mathcal{L}_{1}(G)$ if and only if $\mathcal{A}=\boldsymbol{n}(\mathcal{E})$, where $\mathcal{E}$ is a (left, right, 2 -sided) invariant subspace of $\mathfrak{F}_{1}(G)$.

In the remainder of the present paper, the word "ideal" means 2 -sided ideal, and the term "invariant subspace" means 2 -sided invariant subspace.
5.8. Theorem. A subset $\mathcal{Z}$ of $\mathcal{L}_{1}(G)$ is a maximal ideal if and only if $\boldsymbol{Z}=\boldsymbol{n}(\widetilde{\Xi})$, where $\widetilde{E}$ is a minimal invariant subspace of $\tilde{y}_{1}(G)$.

Proof. This assertion follows at once from Theorem 5.7 and the fact that the correspondence $\mathcal{A} \rightarrow)^{2}(\mathcal{A})$ for subspaces of $\mathcal{L}_{1}(G)$ inverts inclusion: $\mathcal{A}_{1} \subset \mathcal{A}_{2}$ if and only if $\mathfrak{M}\left(\mathcal{A}_{1}\right) \supset \mathfrak{M}\left(\mathcal{A}_{2}\right)$.

We now consider in more detail homomorphisms of $\mathcal{L}_{1}(G)$ onto simple algebras.
5.9. Theorem. A linear functional $\psi$ on $\mathcal{L}_{1}(G)$ is a homomorphism of $\mathcal{L}_{1}(G)$ onto $K$ if and only if $\psi(M)=M(\chi)$ for a semicharacter $\chi$ of $G$ and all $M \varepsilon \mathcal{L}_{1}(G)$.

Proof. The sufficiency of the condition stated being obvious, we consider only its necessity. Any linear functional $\psi$ has the form $\psi(M)=M(f)$ for some $f \varepsilon \mathfrak{F}_{1}(G)$ and all $M \varepsilon \mathcal{L}_{1}(G)$. If $\psi$ is a homomorphism onto $K$, then $M \star L(f)=M(f) L(f)$ for all $M, L \varepsilon \mathcal{L}_{1}(G)$. This equality may be rewritten as $0=M_{x}\left(L_{y}(f(x y))\right)-M(f) L(f)=$ $=M_{x}\left[L_{y}(f(x y))-L_{y}(f(y)) f(x)\right]=M_{x}\left[L_{y}\{f(x y)-f(x) f(y)\}\right]$. Since $M$ is an arbitrary linear functional, it follows that $L_{y}\{f(x y)-f(x) f(y)\}=0$ for all $x \varepsilon G$. Since $L$ is an arbitrary linear functional, it follows that $f(x y)-f(x) f(y)=0$ for all $x, y \varepsilon G$. Since $f \neq 0$, the theorem follows.
5.10. For a finite semigroup $G$, let $\mathfrak{T}(G)$ denote the subspace of $\mathfrak{F}_{1}(G)$ consisting of all $f$ such that ${ }_{x} f=0$ for all $x \varepsilon G$. It is clear that $\mathscr{I}(G) \neq 0$ if and only if there are elements $u \varepsilon G$ such that no product $x y$ is equal to $u$. Then $\mathfrak{T}(G)$ consists of all $f$ which vanish except at these elements $u$.
5.11. Theorem. A linear functional $\psi$ on $\mathcal{L}_{1}(G)$ is a homomorphism of $\mathcal{L}_{1}(G)$ onto $Z_{1}$ if and only if $\psi(M)=M(\sigma)\left(M \varepsilon \mathcal{L}_{1}(G)\right)$, where $\sigma$ is a function in $\mathfrak{T}(G)$.

The proof is similar to that of Theorem 5.9 and is omitted.
5.12. Theorem. Let $\mathfrak{S}$ be a 1 -dimensional invariant subspace of $\mathfrak{F}_{1}(G)$. Then $\mathfrak{S}$ is spanned by a semicharacter or by a function $\sigma \varepsilon \mathfrak{I}(G)$.

Proof. The maximal ideal $\boldsymbol{n}(\Im)$ being $(n-1)$-dimensional ( $n=o(G)$ ), the difference algebra $\mathcal{L}_{1}(G)-\boldsymbol{n}(\widetilde{S})$ is 1 -dimensional and is isomorphic to $K$ or to $Z_{1}$. The mapping of $\mathcal{L}_{1}(G)$ onto this difference algebra is in any case a linear functional $L \rightarrow L(f)$, for some $f \varepsilon \mathfrak{F}_{1}(G)$. The kernel $\boldsymbol{\eta}(\subseteq)$ consists of all $L \varepsilon \mathcal{L}_{1}(G)$ for which $L(f)=0$; and it remains only to apply Theorems 5.9 and 5.11.
5.13. Theorem. $\mathcal{L}_{1}(G)$ admits a homomorphism onto $K_{m}$ if and only if there are $m$ distinct semicharacters of $G$.

Proof. If $\chi_{1}, \chi_{2}, \ldots, \chi_{m}$ are distinct semicharacters of $G$, then, in view of Theorem 5.9 and Corollary 3.3.1, the mapping $L \rightarrow\left\{L\left(\chi_{1}\right), L\left(\chi_{2}\right), \ldots, L\left(\chi_{m}\right)\right\}$ is a homomorphism of $\mathcal{L}_{1}(G)$ onto $K_{m}$. Conversely, given a homomorphism $L \rightarrow\left\{a_{1}(L), a_{2}(L), \ldots, a_{m}(L)\right\}$ of $\mathcal{L}_{1}(G)$ onto $K_{m}$, the mappings $L \rightarrow a_{j}(L)(j=1,2, \ldots, m)$ are homomorphisms onto $K$ and are generated by (necessarily distinct) semicharacters, in accordance with Theorem 5.9.
5.14. Theorem. $\mathcal{L}_{1}(G)$ admits a homomorphism onto the algebra $Z_{m}$ if and only if $\mathfrak{I}(G)$ has dimensionality $\geq m$.

Proof. If $\mathfrak{A}$ is any $m$-dimensional subspace of $\mathcal{T}(G)$, choose an arbitrary basis $\left\{f_{1}, f_{2}, \ldots, f_{m}\right\}$ in $\mathfrak{M}$. The mapping $L \rightarrow\left\{L\left(f_{1}\right), L\left(f_{2}\right), \ldots, L\left(f_{m}\right)\right\}$ is a homomorphism of $\mathcal{L}_{1}(G)$ onto $Z_{m}$, if we define $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}\right\} \cdot\left\{\beta_{1}, \beta_{2}, \ldots, \beta_{m}\right\}$ as $\{0,0, \ldots, 0\}\left(\alpha_{j}, \beta_{j} \varepsilon K\right)$ : since $M \star L\left(f_{j}\right)=M_{x}\left(L_{y}\left(f_{j}(x y)\right)\right)=M_{x}\left(L_{y}(0)\right)=0$ for all $M, L \varepsilon \mathcal{L}_{1}(G)$, and the functions $f_{1}, f_{2}, \ldots, f_{m}$ are linearly independent.

Conversely, given a homomorphism $L \rightarrow \Delta(L)$ of $\mathcal{L}_{1}(G)$ onto $Z_{m}$, let $u_{1}, \ldots, u_{m}$ be a basis in $Z_{m}$. Then we have $L \rightarrow د(L)=\sum_{j=1}^{m} \alpha_{j}(L) u_{j}$, and the mapping $L \rightarrow \alpha_{j}(L)$ is a linear functional on $\mathcal{L}_{1}(G)$. We can therefore write $\alpha_{j}(L)=L\left(f_{j}\right)$ for some $f_{j} \varepsilon \mathfrak{F}_{1}(G)$. Since the numbers $\alpha_{j}(L)$ are capable of assuming arbitrary values, the functions $f_{j}$ are linearly independent $(j=1,2, \ldots, m)$. Since $\alpha_{j}(L \star M)=0$ for all $L, M \varepsilon \mathcal{L}_{1}(G)$, and $1 \leq j \leq m$, it follows from Theorem 5.11 that $f_{j} \varepsilon I(G)$.
5.15. Theorem. Let $\cong$ be a minimal invariant subspace of $\mathbb{F}_{1}(G)$ with the property that $\Xi \cap \mathfrak{\sum}(G)=0$. Then $\cong$ admits a basis $\left\{\beta_{i j}\right\}_{i, j=1}^{s}$ such that $\beta_{i j}(x y)=$ $=\sum_{k=1}^{s} \beta_{i k}(x) \beta_{k j}(y)\left(x, y \varepsilon G^{\prime}\right)$ and the matrices $B(x)=\left(\beta_{i j}(x)\right)_{i . j=1}^{s}$ form an irreducible set in $\mathfrak{M}_{s}$ (all $x \in G$ ).

Proof. By Theorem 5.8, $\boldsymbol{n}(\widetilde{\Xi})$ is a maximal ideal in $\mathcal{L}_{1}(G)$. The difference algebra $\mathcal{D}=\mathcal{L}_{1}(G)-\boldsymbol{n}(\Xi)$ must accordingly be isomorphic to $Z_{1}, K$, or $\mathfrak{M}_{s}(s=2,3, \ldots)$. The case $\bar{D} \cong Z_{1}$ is ruled out by the construction given in the proof of Theorem 5.14 and the hypothesis $\Xi \cap \mathcal{D}(G)=0$. If $\mathcal{D} \cong K$, we may appeal to the construction used to prove Theorem 5.13. It remains to consider the case $\mathcal{D} \cong \mathfrak{M}_{s}(s=2,3, \ldots)$. The natural homomorphism of $\mathcal{L}_{1}(G)$ onto $\mathbb{M}_{s}$ with kernel $\mathbb{N}(\mathcal{\Xi})$ may be denoted by $\Delta$. For all $L \varepsilon \mathcal{L}_{1}(G)$, we have $\Delta(L)=\left(a_{i j}(L)\right)_{i, j=1}^{s} \varepsilon \mathfrak{M}_{s}$; and the mapping $L \rightarrow a_{i j}(L)$ is clearly a linear functional on $\mathcal{L}_{1}(G)(i, j=1,2, \ldots, s)$. Hence we have $a_{i j}(L)=L\left(\beta_{i j}\right)$ for some $\beta_{i j} \varepsilon \mathfrak{F}_{1}(G)$, and we have, for all $x \varepsilon G, \lambda_{x} \rightarrow\left(\beta_{i j}(x)\right)_{i, j=1}^{s}$. Since $\lambda_{x} \star \lambda_{y}=\lambda_{x y}$ and since $\Delta$ is a homomorphism, it follows that $\beta_{i j}(x y)=\sum_{k=1}^{s} \beta_{i k}(x) \beta_{k j}(y)$. Since $\Delta$ is a mapping onto $\mathfrak{M}_{s}$, the functions $\beta_{i j}$ are linearly independent. Since every matrix in $\Delta\left(\mathcal{L}_{1}(G)\right)$ is a linear combination $\sum_{x \in G} \alpha_{x} B(x)$, it follows that the set $\{B(x)\}_{x \in G}$ is irreducible. Since $L \varepsilon \boldsymbol{n}(\subseteq)$ if and only if $L\left(\beta_{i j}\right)=0$ for $i, j=1,2, \ldots, s$, it follows that the functions $\beta_{i j}$ form a basis for $\mathcal{E}$.
5.16. Theorem. Let $\left(\beta_{i j}\right)_{i, j=1}^{s}$ be a matrix of functions in $\mathfrak{F}_{1}(G)$ such that the mapping $x \rightarrow B(x)=\left(\beta_{i j}(x)\right)_{i, j=1}^{s}$ is an irreducible representation of $G$ in the multiplicative semigroup $\mathfrak{M}_{s}$. Then the mapping $L \rightarrow \sum_{x \in G} L\left(\varphi_{x}\right) B(x)=\Delta(L)$ is a homomorphism
of $\mathcal{L}_{1}(G)$ onto $\mathfrak{M}_{s}$, and the functions $\beta_{i j}$ are a basis for a minimal invariant subspace of $\mathfrak{F}_{1}(G)$ which intersects $\mathfrak{I}(G)$ in 0 alone. ${ }^{20}$

Proof. It follows from Theorem 3.22 that every matrix in $\mathfrak{M}_{s}$ is a linear combination of the matrices $B(x)(x \varepsilon G)$, and the fact that the mapping $\Delta$ is a homomorphism is obvious. The last assertion follows readily from Theorem 5.8.
5.17. Theorem. A subset $\mathfrak{J}$ of $\mathcal{L}_{1}(G)$ is a regular maximal ideal if and only if $\boldsymbol{J}=\boldsymbol{n}(\mathbb{S})$, where $\mathbb{S}$ is a subspace of $\mathfrak{F}_{1}(G)$ spanned by functions $\beta_{i j}(i, j=1,2, \ldots, s)$, with the properties set forth in Theorem 5.16.

This assertion is obvious from the foregoing discussion.
If $\mathfrak{I}(G)$ has dimension $>1$, then $\mathfrak{F}_{1}(G)$ admits a continuum of 1-dimensional and hence minimal invariant subspaces; these, however, produce only homomorphisms of $\mathcal{L}_{1}(G)$ onto $Z_{1}$ (see Theorem 5.14) and are of negligible interest. Minimal invariant subspaces intersecting $\mathfrak{T}(G)$ in 0 alone, on the other hand, exist only in finite numbers, and have other special properties as set forth in the following theorem.
5.18. Theorem. There are only a finite number of minimal invariant subspaces $\mathfrak{\varrho}$ of $\mathfrak{F}_{1}(G)$ such that $\Theta \cap \mathfrak{I}(G)=0$ : we call them $\mathfrak{\Theta}_{1}, \mathfrak{G}_{2}, \ldots, \widehat{\Theta}_{l}$. These subspaces are all linearly independent in the sense that $\Theta_{i} \cap\left(\Xi_{j_{1}}+\Xi_{j_{2}}+\cdots+\Xi_{j_{k}}\right)=0$ for $i \neq j_{1}, \cdots, j_{k}$. Furthermore, $\left(\Im_{1}+\Im_{2}+\cdots+\Im_{1}\right) \cap \mathfrak{I}(G)=0$.

Proof. Consider a maximal set of linearly independent minimal invariant subspaces $\mathfrak{S}$ for which $\in \cap \mathfrak{T}(G)=0$. Plainly there are only a finite number of subspaces in such a maximal set: say, $\mathfrak{S}_{1}, \mathfrak{S}_{2}, \ldots, \mathbb{C}_{l}$. Let $\mathfrak{l l}$ be any minimal invariant subspace such that $\mathfrak{U} \cap \mathfrak{I}(G)=0$. If $\mathfrak{U} \cap\left(\mathscr{S}_{1} \dot{+} \Xi_{2} \dot{+} \cdots+\widehat{\Xi}_{l}\right)=0$, then the family
 $\dot{+} \cdots \dot{+} \Im_{l}$, since $\mathfrak{l}$ is a minimal invariant subspace. This implies that $n(\mathfrak{l}) \supset \bigcap_{i=1}^{l} n\left(\Im_{i}\right)$. Let $\mathcal{F}$ denote the radical of $\mathcal{L}_{1}(G)$; as is well known, this is the intersection of all regular maximal (2-sided) ideals. It is clear that $\boldsymbol{n}(\mathfrak{U})-\mathcal{F} \supset \bigcap_{i=1}^{l}\left[\boldsymbol{n}\left(\bigodot_{i}\right)-\mathcal{Z}\right]$. In the semisimple algebra $\mathcal{L}_{1}(G)-\mathcal{F}, \boldsymbol{\eta}(\mathfrak{U})-\mathcal{F}$ and $\boldsymbol{N}\left(\mathscr{S}_{i}\right)-\mathcal{Z}$ are again regular maximal ideals, and the last inclusion written down implies that $\boldsymbol{N ( L U})-\boldsymbol{J}$ is actually one of the ideals $\boldsymbol{\eta}\left(\bigodot_{i_{0}}\right)-7$. To see this, compute the maximal ideals in a semisimple algebra (over $K$ ) and their intersections: it is easy to see that the intersection of a

[^11]family of maximal ideals completely determines the maximal ideals used in forming it. Since $\boldsymbol{7}$ is a subset of $\boldsymbol{n}(\mathfrak{l}) \cap\left(\bigcap_{i=1}^{l} \boldsymbol{n}\left(\Xi_{i}\right)\right.$, it follows that $\boldsymbol{n}(\mathfrak{l})=\boldsymbol{n}\left(\Xi_{i_{0}}\right)$. Thus the first 2 assertions of the present theorem are established. To prove the last one, suppose that $f \varepsilon\left(\mathscr{S}_{1} \dot{+} \widehat{S}_{2} \dot{+}+\dot{+} \mathscr{S}_{l}\right) \cap \mathfrak{T}(G)$. Let $\left\{\beta_{i j}^{k}\right\}_{i, j=1}^{s_{k}}(k=1,2, \ldots, l)$ be a basis in $\Xi_{k}$ of the kind described in Theorem 5.15, and let $f=\sum_{i, j, k} a_{i j k} \beta_{i j}^{(k)}$. Then
$$
0=f(x y)=\sum_{i, j, k} a_{i j k} \beta_{i j}^{(k)}(x y)=\sum_{i, j, k, m} a_{i j k} \beta_{i m}^{(k)}(x) \beta_{m j}^{(k)}(y) .
$$

Since the functions $\beta_{m j}^{(k)}$ are linearly independent, we infer that the coefficient of each $\beta_{m}^{(k)}(y)$ is 0 . As these are linear combinations of functions $\beta_{i m}^{(k)}(x)$, it follows that all $a_{i j k}$ are 0 . This completes the present proof.
5.19. Theorem. The set of all functions on $G$ which are coefficients of irreducible matrix representations of $G$ (only one representation being admitted from each equivalence class) are linearly independent elements of $\mathfrak{F}_{1}(G)$.

This generalization of Corollary 3.3.1 follows at once from Theorems 5.16 and 5.18.
5.20. Theorem. Let $\mathfrak{S}_{1}, \mathfrak{S}_{2}, \ldots, \mathfrak{S}_{1}$ be as in Theorem 5.18. The radical of $\mathcal{L}_{1}(G)$ consists of all $L$ such that $L(f)=0$ for all $f \varepsilon \Im_{1}+\bigodot_{2} \dot{+} \cdots \dot{+} \Theta_{l}$.

Proof. This result follows readily from Theorems 5.15, 5.17, and 5.18, and the fact that the radical of $\mathcal{L}_{1}(G)$ is the intersection of all regular maximal ideals of $\mathcal{L}_{1}(G)$.
5.21. Theorem. Let $G$ be a commutative semigroup of order $n$. Then $\mathcal{L}_{1}(G)$ is semisimple (and hence isomorphic to $K_{n}$ ) if and only if $l_{x}=1$ for all $x \varepsilon G$ (see 2.6.1). This condition is equivalent to the equality $G^{\circ}=G$.

Proof. It follows from Theorem 5.20 that $\mathcal{L}_{1}(G)$ is semisimple if and only if $\widehat{S}_{1}+\mathfrak{S}_{2} \dot{+}+\dot{S_{l}}=\mathfrak{F}_{1}(G)$. It is easy to see that every $\mathfrak{S}_{i}$ must be 1 -dimensional if $G$ is commutative, and in this case $\Im_{i}$ is generated by a semicharacter, $\chi_{i}$. Hence there are $n$ distinct semicharacters of $G$ if and only if $\mathcal{L}_{1}(G)$ is semisimple, and $l_{x}=\underline{1}$ for all $x \varepsilon G$ is a necessary and sufficient condition for this to occur, as 3.6.2 states.

The radical of $\mathcal{L}_{1}(G)$ can be very simply characterized if $G$ is commutative, as follows.
5.22. Theorem. Let $G$ be a finite commutative semigroup such that $\mathcal{L}_{1}(G)$ has a non-zero radical. For each $x_{i} \varepsilon G$ such that $x_{i}$ non $\varepsilon G^{\circ}$, let $m$ be a positive integer
such that $\left(x_{i}^{m}\right)^{2}=x_{i}^{m}$, and let $x_{i}^{m+1}=x_{j(i)}$. Then the radical of $\mathcal{L}_{1}(G)$ consists of all functionals $L=\Sigma \alpha_{i}\left(\lambda_{i}-\lambda_{j(i)}\right)$, where the sum is taken over all $i$ such that $x_{i}$ non $\varepsilon G^{\circ}$.

Proof. For simplicity, we can suppose that $m$ has been determined so that $\left(x^{m}\right)^{2}=x^{m}$ for all $x \varepsilon G$. For $x_{i}$ non $\varepsilon G^{\circ}$ and $j=j(i)$, we have $x_{j}^{m}=x_{i}^{m+m}=x_{i}^{m}, x_{j}^{m+1}=$ $=x_{i}^{m+2 m+1}=x_{i}^{m+1}=x_{j}$ and $x_{i} x_{j}^{m}=x_{i}^{1+m}=x_{j}$. Now

$$
\left(\lambda_{i}-\lambda_{j}\right)^{m+1}=\lambda_{i}^{m+1}+\sum_{h=1}^{m}\binom{m+1}{h}(-1)^{m+1-h} \lambda_{i}^{h} \star \lambda_{j}^{m+1-h}+(-1)^{m+1} \lambda_{j}^{m+1}
$$

but

$$
\begin{aligned}
& x_{i}^{m+1}=x_{j} \text { and } x_{i}^{h} x_{j}^{m+1-h}=x_{i}^{h} x_{j}^{h m+m+1-h}=\left(x_{i} x_{j}^{m}\right)^{h} x_{j}^{m+1-h} \\
&= \\
&=x_{j}^{h} x_{j}^{m+1-h}=x_{j}^{m+1}=x_{j} \text { for } \mathrm{l} \leq h \leq m,
\end{aligned}
$$

so we have

$$
\left(\lambda_{i}-\lambda_{j}\right)^{m+1}=\lambda_{j}+\sum_{n=1}^{m}\binom{m+1}{h}(-1)^{m+1-h} \lambda_{j}+(-1)^{m+1} \lambda_{j}=(1-1)^{m+1} \lambda_{j}=0
$$

Therefore $\lambda_{i}-\lambda_{j}$ is a nilpotent element of $\mathcal{L}_{1}(G)$.
Since $x_{i}^{m+1}=x_{j}$, we see that every $x_{j}$ is an element of $G^{\circ}$ while no $x_{i}$ is. Therefore the functionals $\lambda_{i}-\lambda_{j}$ are linearly independent and span a space of dimension $o(G)-o\left(G^{0}\right)$. However, this is just the dimension of the radical of $\mathcal{L}_{1}(G)$. This follows from Theorem 5.20 and the fact that there are exactly $o\left(G^{\circ}\right)$ distinct semicharacters on $G$. Therefore this space is the radical of $\mathcal{L}_{1}(G)$.
5.22.1. It may be of interest to note that Theorem 5.21 can be proved without the use of the apparatus introduced in §5. As in the proof of Theorem 5.22, we see that $\mathcal{L}_{1}(G)$ contains a nilpotent element, and hence is not semisimple, if $l_{x}>1$ for some $x \varepsilon G$. If $l_{x}=1$ for all $x \varepsilon G$, then $o\left(G^{\circ}\right)=o(G)$. Writing the semicharacters of $G$ as $\chi_{1}, \chi_{2}, \ldots, \chi_{n}$, we see that the mapping $L \rightarrow\left\{L\left(\chi_{1}\right), L\left(\chi_{2}\right), \ldots, L\left(\chi_{n}\right)\right\}$ is an isomorphism of $L_{1}(G)$ onto $K_{n}$.
5.23. Theorem. The algebra $\mathcal{L}_{1}(G)$ is semisimple if and only if coefficients of irreducible matrix representations of $G$ span the space $\mathfrak{F}_{1}(G)$.

This follows at once from Theorem 5.20.
5.24. Examples. We now give some examples to illustrate the preceding theorems.
5.24.1. Let $\Gamma$ be an arbitrary field, and let $G$ be the semigroup of all matrices $\left(\begin{array}{ll}a & 0 \\ b & 1\end{array}\right)(a, b \varepsilon \Gamma)$. The elements $\left(\begin{array}{ll}0 & 0 \\ b & 1\end{array}\right)$ form a 2-sided ideal $H$ in $G$, and in fact $\left(\begin{array}{ll}a & 0 \\ b & 1\end{array}\right)\left(\begin{array}{ll}0 & 0 \\ c & 1\end{array}\right)=\left(\begin{array}{ll}0 & 0 \\ c & 1\end{array}\right)$. Let $\mu$ be an irreducible representation of $G$ in $\mathfrak{M}_{s}$. Suppose
that $\mu(h) \neq 0$ for some $h \varepsilon H$. Then, for any $s$-dimensional vector $\xi$ such that $\mu(h) \xi \neq 0$ and any $x \varepsilon G$, we have $\mu(x) \mu(h) \xi=\mu(h) \xi$, and we see that the vector $\mu(h) \xi$ spans a 1 -dimensional invariant subspace of the $s$-dimensional representation space. Hence $s=1$, and it is easy to show that $\mu(x)=1$ for all $x \varepsilon G$. Thus an irreducible representation $\mu$ with $s>1$ has the property that $\mu(h)=0$ for all $h \varepsilon H$; on the set $G \cap H^{\prime}$, which is a group, $\mu$ can be an arbitrary representation. For $\Gamma$ finite, we have of course $o(\Gamma)=p^{m}$ for a prime $p$ and a positive integer $m$; and the subspace of $\mathfrak{F}_{1}(G)$ spanned by coefficients of irreducible representations is easily seen to be $p^{2 m}-p^{m}+1$. Hence the radical of $\mathcal{L}_{1}(G)$ has dimension $p^{m}-1$.
5.24.2. In dealing with irreducible measurable representations of compact groups, it suffices to know that these representations are capable of distinguishing between arbitrary pairs of points in the group, in order to show that coefficients of these representations span the space of all continuous functions under the uniform topology. This is, basically, because all such representations are unitary. (See Stone [40] for a complete discussion.) In finite semigroups $G$, on the other hand, it is quite possible for irreducible representations to separate points and yet for the dimensionality of the space spanned by coefficients of these representations to be less than $o(G)$; in this case, $\mathcal{L}_{1}(G)$ fails to be semisimple, by Theorem 5.23. Consider as an exam ${ }^{-1}$ the matrices

$$
A_{1}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right), \quad A_{2}=\left(\begin{array}{ll}
1 & -2 \\
1 & -2
\end{array}\right), \quad A_{3}=\left(\begin{array}{ll}
1 & 0 \\
1 & 0
\end{array}\right), \quad A_{4}=\left(\begin{array}{rr}
1 & -2 \\
0 & 0
\end{array}\right),
$$

together with $A_{4+i}=-A_{i} \quad(i=1,2,3,4)$. These matrices form a semigroup $G$ under multiplication, and the identity mapping is evidently an irreducible representation of $G$ in $\mathfrak{M}_{2}$. However, this and the mapping $A_{i} \rightarrow 1(i=1, \ldots, 8)$ are the only irreducible representations of $G$. Accordingly, the radical of $\mathcal{L}_{\mathbf{1}}(G)$ is 3-dimensional. It is an elementary, if lengthy, exercise to show that the radical of $\mathcal{L}_{1}(G)$ consists of all linear functionals of the form

$$
\begin{gathered}
\alpha\left(\lambda_{1}+\lambda_{5}\right)+\beta\left(\lambda_{2}+\lambda_{6}\right)+\gamma\left(\lambda_{3}+\lambda_{7}\right)-(\alpha+\beta+\gamma)\left(\lambda_{4}+\lambda_{8}\right) \\
\left(\alpha, \beta, \gamma \varepsilon K ; \lambda_{i}=\lambda_{A_{i}}(i=1, \ldots, 8)\right) .
\end{gathered}
$$

5.24.3. Let $G$ be the semigroup described in 4.2 , whose elements are $\{1,0,0, \ldots, 0\}$ and all $\left\{1,0, \ldots, 0, e_{i j}^{\left(s_{k}\right)}, 0, \ldots, 0\right\}$. As noted in $4.2, \mathcal{L}_{1}(G)$ is semisimple, The irreducible representations of $G$ are the mappings which carry these sequences into their $r$-th components ( $r=1,2, \ldots, p+1$ ). Plainly the coefficients of these representations $\operatorname{span} \mathfrak{F}_{1}(G)$.
5.24.4. Appendices 3 and 4 list the semigroups of orders 5 and 6 , respectively, having semisimple $\mathcal{L}_{1}$ algebras. In each case, it is easy to see that the coefficients of irreducible representations span the space $\mathfrak{F}_{1}$.

We close with 2 rather special theorems.
5.25. Theorem. If $G$ and $H$ are finite semigroups, then $\mathcal{L}_{1}(G \times H)$ is semisimple if and only if $\mathcal{L}_{1}(G)$ and $\mathcal{L}_{1}(H)$ are semisimple.

Proof. Suppose that $\mathscr{L}_{1}(G)$ and $\mathscr{L}_{1}(H)$ are semisimple. We then have the following one-to-one correspondences:

$$
\begin{aligned}
& x_{i} \leftrightarrow\left\{\tau_{1}\left(x_{i}\right), \tau_{2}\left(x_{i}\right), \ldots, \tau_{l}\left(x_{i}\right)\right\}, \\
& y_{j} \leftrightarrow\left\{\varrho_{1}\left(y_{j}\right), \varrho_{2}\left(y_{j}\right), \ldots, \varrho_{m}\left(y_{j}\right)\right\},
\end{aligned}
$$

where $x_{i} \varepsilon G, y_{j} \varepsilon H$; the $\tau_{g}\left(x_{i}\right)=\left(\sigma_{r s}^{g}\left(x_{i}\right)\right)$ are matrices of order, say, $a_{g}$; the $\varrho_{h}\left(y_{j}\right)$ are matrices of order $b_{h}$; the $\left\{\tau_{1}\left(x_{i}\right), \ldots, \tau_{l}\left(x_{i}\right)\right\}$ for $i=1,2, \ldots, o(G)$ are linearly independent; the $\left\{\varrho_{1}\left(y_{j}\right), \ldots, \varrho_{m}\left(y_{j}\right)\right\}$ for $j=1,2, \ldots, o(H)$ are linearly independent; and $\Sigma a_{g}^{2}=o(G), \Sigma b_{h}^{2}=o(H)$. These facts follow from Wedderburn's theorems and the fact that the functionals $\lambda$ form a basis in $\mathcal{L}_{1}$. Now the mapping $\boldsymbol{x}_{i} \rightarrow \boldsymbol{\tau}_{g}\left(x_{i}\right)$ is a representation of $G$ by matrices, and the mapping $y_{j} \rightarrow \varrho_{h}\left(y_{j}\right)$ is a representation of $H$ by matrices. From 4.21, with a slight change of notation, we see that the mapping $\left(x_{i}, y_{j}\right) \rightarrow \tau_{g}\left(x_{i}\right) \wedge \varrho_{n}\left(y_{j}\right)$ is a representation of $G \times H$ by matrices. Here $\tau_{g}\left(x_{i}\right) \wedge \varrho_{h}\left(y_{j}\right)$ denotes the Kronecker product of the matrices $\tau_{g}\left(x_{i}\right)$ and $\varrho_{n}\left(y_{i}\right)$. Therefore
5.25.1 $\left(x_{i}, y_{j}\right) \rightarrow\left\{\tau_{1}\left(x_{i}\right) \wedge \varrho_{1}\left(y_{j}\right), \tau_{1}\left(x_{i}\right) \wedge \varrho_{2}\left(y_{j}\right), \ldots, \tau_{g}\left(x_{i}\right) \wedge \varrho_{h}\left(y_{j}\right), \ldots, \tau_{l}\left(x_{i}\right) \wedge \varrho_{m}\left(y_{j}\right)\right\}$
is a representation of $G \times H$. As in 4.21, we can show that the expressions on the right hand side of 5.25 .1 are linearly independent for $1 \leq i \leq o(G), 1 \leq j \leq o(H)$. Therefore the representation of $\mathcal{C}_{1}(G \times H)$ defined in 5.25 .1 is faithful. Furthermore, the algebra $\mathcal{L}_{1}(G \times H)$ has dimension $o(G) \cdot o(H)=\left(\Sigma a_{g}^{2}\right)\left(\Sigma b_{h}^{2}\right)=\Sigma \Sigma\left(a_{g} b_{h}\right)^{2}$, which is the same as the dimension of the space of all sequences $\left\{M_{11}, M_{12}, \ldots, M_{g h}, \ldots, M_{l m}\right\}$, where each $M_{g h}$ is an arbitrary matrix of order $a_{g} b_{h}$ (note that $a_{g} b_{h}$ is just the order of the matrix $\left.\tau_{g}\left(x_{i}\right) \wedge \varrho_{h}\left(y_{j}\right)\right)$. Therefore the faithful representation of $\mathcal{L}_{1}(G \times H)$ generated by 5.25 .1 yields an isomorph of $\mathcal{L}_{1}(G \times H)$ which is a direct sum of full matrix algebras; i.e., $\mathcal{L}_{1}(G \times H)$ is semisimple.

We now suppose that $\mathcal{L}_{1}(H)$ is not semisimple; let $R$ be its radical. Let $L \rightarrow \tau(L)$ be a faithful representation of $\mathcal{L}_{1}(G)$ by matrices, and let $M \rightarrow \varrho(M)$ be a faithful representation of $\mathcal{L}_{1}(H)$ by matrices. Then, by $4.21, \mathcal{L}_{1}(G \times H)$ is isomorphic to the set $\mathfrak{Q}$ of all Kronecker products $\tau(L) \wedge \varrho(M)\left(L \varepsilon \mathcal{L}_{1}(G), M \varepsilon \mathcal{L}_{1}(H)\right)$. Let $\Theta$ be the
set of all sums $\Sigma \tau\left(L_{i}\right) \wedge \varrho\left(R_{i}\right)$ with $L_{i} \varepsilon \mathcal{L}_{1}(G)$ and $R_{i} \varepsilon \boldsymbol{R}$. Then if $L, L_{i} \varepsilon \mathcal{L}_{1}(G)$, $R_{i} \varepsilon R$, and $M \varepsilon \mathcal{L}_{1}(H)$, we have ${ }^{21}$

$$
(\tau(L) \wedge \varrho(M))\left(\Sigma \tau\left(L_{i}\right) \wedge \varrho\left(R_{i}\right)\right)=\Sigma\left(\tau(L) \tau\left(L_{i}\right)\right) \wedge\left(\underline{Q}(M) \varrho\left(R_{i}\right)\right)=\Sigma \tau\left(L \star L_{i}\right) \wedge \varrho\left(M \star R_{i}\right)
$$

and this is in $\bigodot$ since $L \star L_{i} \varepsilon \mathcal{L}_{1}(G)$ and $M \star R_{i} \varepsilon R$. It is now clear that $\Theta$ is a left ideal in $\mathcal{Q}$. We now show that $\mathcal{E}$ is nilpotent. Any product of $k$ elements of $\mathcal{E}$ has the form

$$
\begin{aligned}
\prod_{j=1}^{k}\left(\sum_{i=1}^{a_{j}} \tau\left(L_{i, j}\right) \wedge \varrho\left(R_{i, j}\right)\right)=\sum_{i_{1}=1}^{a_{1}} \sum_{i_{2}=1}^{a_{2}} \cdots & \sum_{i_{k}=1}^{a_{k}} \prod_{j=1}^{k} \tau\left(L_{i_{j}, j}\right) \wedge \varrho\left(R_{i_{j}, j}\right) \\
& =\sum_{i_{1}=1}^{a_{1}} \cdots \sum_{i_{k}=1}^{a_{k}} \tau\left(\prod_{j=1}^{k} L_{i_{j}, j}\right) \wedge \varrho\left(\prod_{h=1}^{k} R_{i_{h}, h}\right)
\end{aligned}
$$

Since $R$ is nilpotent, we have $\prod_{n=1}^{k} R_{i_{h}, h}=0$ for $k \geq k_{0}$, and therefore the above product is 0 for $k \geq k_{0}$. Therefore $\Xi$ is a non-zero, nilpotent left ideal of $\Omega$, and hence is contained in the radical of $\mathbb{Q}$. This completes the present proof.

For our final theorem, we require a lemma.
⿹.26. Lemma. Let $G$ be a finite semigroup such that $\mathcal{L}_{1}(G)$ is semisimple, and let $B$ be an ideal in $G$. Then $\mathcal{C}_{1}(B)$ is semisimple.

Proof. Let $\mathcal{A}$ be the set of all $L=\sum_{x \in G} \alpha_{x} \lambda_{x}$ such that $\alpha_{x}=0$ for $x$ non $\varepsilon B$. It is plain that $\mathcal{A}$ is isomorphic to $\mathcal{L}_{1}(B)$ and that $\mathcal{A}$ is an ideal in the algebra $\mathscr{L}_{1}(G)$. It is easy to show that every ideal in a semisimple algebra is itself semisimple, and hence $\mathcal{L}_{1}(B)$ is semisimple.
5.27. Theorem. Let $G$ be an idempotent finite semigroup. Then $\mathcal{L}_{1}(G)$ is semisimple if and only if $G$ is commutative.

Proof. We use finite induction to prove that if $\mathcal{L}_{1}(G)$ is semisimple, then $G$ is commutative. If $G$ is of order 1 , this is trivial, but true. We suppose it is true for $o(G)<n$ and consider a $G$ of order $n$. Using the notation and results of 2.13 and 2.14, we consider the commutative semigroup $H$ whose elements are the distinct sets $S_{a}(a \varepsilon G)$. If $b \varepsilon G$, we take $J_{b}=\left\{S_{a} ; S_{a} \varepsilon H, S_{a} S_{b}=S_{a}\right\}$ and $I_{b}=\left\{x ; x \varepsilon G, S_{x} \varepsilon J_{b}\right\}$. It is clear that $J_{b}$ is an ideal of $H$. If $x \varepsilon I_{b}$ and $y \varepsilon G$, then $x y \varepsilon S_{x y}=S_{x} S_{y}$, $y x \varepsilon S_{y x}=S_{y} S_{x}$, and $S_{x} S_{y} \varepsilon J_{b}$. Therefore $I_{b}$ is a two-sided ideal in $G$. Since $\mathscr{L}_{1}(G)$

[^12]is semisimple, so is $\mathcal{L}_{1}\left(I_{b}\right)$, as Lemma 5.26 shows. Since $S_{b} \subset I_{b}$ and since $S_{b}$ is itself a semigroup that is not commutative if $o\left(S_{b}\right) \geq 2$ (see Theorem 2.15), we can use the induction hypothesis to see that $o\left(S_{b}\right)=1$ for all $b$ such that $o\left(I_{b}\right)<n$. However, if $o\left(I_{b}\right)=n$, then $I_{b}=G, J_{b}=H$, and $S_{a} S_{b}=S_{a}$ for all $S_{a} \varepsilon H$; that is, $S_{b}$ is a unit of $H$. If $H$ does not have a unit, then we have $o\left(S_{b}\right)=1$ for all $b \varepsilon G$ and $G$ is commutative.

There remains the case in which $S_{e}$, say, is the unit of $H$, and $o\left(S_{b}\right)=1$ if $S_{b} \neq S_{e}$. We can number the elements of $G$ so that $S_{e}=\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$, where $m$ is an integer such that $1 \leq m \leq n$. Then we have $S_{k_{i}}=\left\{x_{i}\right\}$ for $m<i \leq n$. Now, if

$$
L=\sum_{i=1}^{m} \alpha_{i} \lambda_{i} \text { and } \sum_{i=1}^{m} \alpha_{i}=0
$$

then

$$
\lambda_{j} \star L=\sum_{i=1}^{m} \alpha_{i} \lambda_{j} \star \lambda_{i}=\sum_{i=1}^{m} \alpha_{i} \lambda_{j}=0 \quad \text { and } \quad L \star \lambda_{j}=\sum_{i=1}^{m} \alpha_{i} \lambda_{j}=0
$$

for $m<j \leq n$, since $x_{i} x_{j} \varepsilon S_{e} S_{x_{j}}=S_{x_{j}}=\left\{x_{j}\right\}$. Also, for $1 \leq j \leq m$, we have

$$
\lambda_{j} \star L=\sum_{i=1}^{m} \alpha_{i} \lambda_{j} \star \lambda_{i}=\sum_{n=1}^{m} \alpha_{h}^{\prime} \lambda_{h},
$$

where

$$
\sum_{h=1}^{m} \alpha_{h}^{\prime}=\sum_{h=1}^{m} \sum_{\substack{i \\ \lambda_{j} * \lambda_{i}=h}} \alpha_{i}=\sum_{i=1}^{m} \alpha_{i}=0 .
$$

In like fashion, we see that

$$
L \star \lambda_{j}=\sum_{h=1}^{m} \alpha_{h}^{\prime \prime} \lambda_{h}, \quad \text { where } \sum_{n=1}^{m} \alpha_{h}^{\prime \prime}=0 .
$$

Therefore the set $\mathcal{J}$ of all these $L$ is, if not zero, a proper 2 -sided ideal in $\mathcal{L}_{1}(G)$. If $x_{h}, x_{i}, x_{j} \varepsilon S_{e}$, then $x_{h} x_{i} x_{j}=x_{h} x_{j}$ (Theorem 2.15) and hence

$$
\lambda_{h} \star L \star \lambda_{j}=\sum_{i=1}^{m} \alpha_{i} \lambda_{h} \star \lambda_{i} \star \lambda_{j}=\sum_{i=1}^{m} \alpha_{i} \lambda_{h} \star \lambda_{j}=0 \quad \text { if } \quad 1 \leq h \leq m, 1 \leq j \leq m .
$$

From this it is evident that $\mathfrak{J}^{3}=0$. Since $G$ is semisimple, $\mathcal{L}_{1}(G)$ contains no proper nilpotent ideal, so we have $\mathcal{J}=0, m=1, o\left(S_{e}\right)=1$, and, finally, $G$ is commutative.

If $G$ is commutative and idempotent, it is obvious that $G=G^{\circ}$, and, by Theorem $5.21, \mathcal{L}_{1}(G)$ is semisimple.

## Appendix 1

Semigroups of order 2. Except for isomorphisms and anti-isomorphisms, the following is a complete list of the multiplication tables of all semigroups of order 2.

[^13]The letter in the upper left hand corner of each table designates the corresponding $\mathcal{L}_{1}$ algebra, to be found below.

1. | $A$ | 1 | 2 |
| :--- | :--- | :--- |
| 1 | 1 | 2 |
| 2 | 2 | 1 |
2. | $B$ | 1 | 2 |
| ---: | :--- | :--- |
| 1 | 1 | 2 |
| 2 | 1 | 2 |
3. | $C$ | 1 | 2 |
| :--- | :--- | :--- |
| 1 | 1 | 1 |
| 2 | 1 | 1 |
4. | $A$ | 1 | 2 |
| :--- | :--- | :--- |
| 1 | 1 | 2 |
| 2 | 2 | 2 |

We express each $\mathcal{L}_{1}$ algebra as a matrix algebra and display its general element. The letters represent arbitrary, independent, complex numbers. These three algebras are easily seen to be non-isomorphs.

$$
\text { A. }\left(\begin{array}{ll}
a & 0 \\
0 & b
\end{array}\right) \quad B .\left(\begin{array}{ll}
a & b \\
0 & 0
\end{array}\right) \quad C \cdot\left(\begin{array}{lll}
a & 0 & 0 \\
0 & 0 & b \\
0 & 0 & 0
\end{array}\right)
$$

## Appendix 2

Semigroups of order 3. Again, isomorphs and anti-isomorphs are omitted. The letters $A, \ldots, I$ refer to the corresponding $\mathcal{C}_{1}$ algebras, which are listed below.

1. | $A$ | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- |
| 1 | 1 | 2 | 3 |
| 2 | 2 | 3 | 1 |
| 3 | 3 | 1 | 2 |
2. | $B$ | 1 | 2 | 3 |
| ---: | :--- | :--- | :--- |
| 1 | 1 | 2 | 3 |
| 2 | 1 | 2 | 3 |
| 3 | 1 | 2 | 3 |
3. | $C$ | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- |
| 1 | 1 | 2 | 3 |
| 2 | 2 | 2 | 2 |
| 3 | 2 | 2 | 2 |
4. | $C$ | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- |
| 1 | 1 | 2 | 3 |
| 2 | 3 | 2 | 3 |
| 3 | 3 | 2 | 3 |
5. | $A$ | 1 | 2 | 3 |
| ---: | :--- | :--- | :--- |
| 1 | 1 | 1 | 1 |
| 2 | 1 | 2 | 1 |
| 3 | 1 | 1 | 3 |
6. | $D$ | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- |
| 1 | 1 | 1 | 1 |
| 2 | 1 | 1 | 1 |
| 3 | 1 | 1 | 2 |
7. | $A$ | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- |
| 1 | 1 | 2 | 3 |
| 2 | 2 | 2 | 3 |
| 3 | 3 | 3 | 3 |
8. | $A$ | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- |
| 1 | 1 | 2 | 1 |
| 2 | 2 | 1 | 2 |
| 3 | 1 | 2 | 3 |
9. | $E$ | 1 | 2 | 3 |
| ---: | ---: | ---: | ---: |
| 1 | 1 | 2 | 1 |
| 2 | 1 | 2 | 2 |
| 3 | 1 | 2 | 3 |
10. 

| $A$ | 1 | 2 | 3 |
| :---: | :--- | :--- | :--- |
| 1 | 1 | 2 | 3 |
| 2 | 2 | 1 | 3 |
| 3 | 3 | 3 | 3 |

11. 

| $F$ | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 |
| 2 | 1 | 1 | 2 |
| 3 | 1 | 2 | 3 |

12. 

| $C$ | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- |
| 1 | 1 | 2 | 3 |
| 2 | 1 | 2 | 3 |
| 3 | 3 | 3 | 3 |

13. 

| $G$ | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 |
| 2 | 1 | 1 | 1 |
| 3 | 1 | 1 | 1 |

14. 

| $H$ | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 |
| 2 | 1 | 2 | 1 |
| 3 | 1 | 1 | 1 |

15. 

| $H$ | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 |
| 2 | 1 | 2 | 2 |
| 3 | 1 | 2 | 2 |

16. 

| $H$ | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 2 |
| 2 | 2 | 1 | 1 |
| 3 | 2 | 1 | 1 |

17. 

| $H$ | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 1 |
| 2 | 2 | 1 | 2 |
| 3 | 1 | 2 | 1 |

18. 

| $I$ | 1 | 2 | 3 |
| :---: | :--- | :--- | :--- |
| 1 | 1 | 2 | 2 |
| 2 | 1 | 2 | 2 |
| 3 | 1 | 2 | 2 |

The $\mathcal{L}_{1}$ algebras of dimension 3. These 9 algebras are written in the notation of Appendix 1. It can be shown that no 2 of these algebras are either isomorphic or anti-isomorphic. Furthermore, algebras $D$ and $F$ cannot be written as matrix algebras of any order in which all non-zero entries are independent. Finally, none of the algebras $A-I$ has an isomorph which is a matrix algebra in which the order of the matrices is less than the order appearing in the representation shown. The proofs of these assertions are of only minor interest for our present purposes, and so are omitt d .
A. $\left(\begin{array}{lll}a & 0 & 0 \\ 0 & b & 0 \\ 0 & 0 & c\end{array}\right)$
B. $\left(\begin{array}{lll}a & b & c \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$
C. $\left(\begin{array}{lll}a & 0 & 0 \\ 0 & b & c \\ 0 & 0 & 0\end{array}\right)$
D. $\left(\begin{array}{cccc}a & 0 & 0 & 0 \\ 0 & 0 & b & c \\ 0 & 0 & 0 & 0 \\ 0 & 0 & c & 0\end{array}\right)$
E. $\quad\left(\begin{array}{ll}a & b \\ 0 & c\end{array}\right)$
F. $\left(\begin{array}{lll}a & 0 & 0 \\ 0 & b & c \\ 0 & 0 & b\end{array}\right)$
G. $\left(\begin{array}{llll}a & 0 & 0 & 0 \\ 0 & 0 & b & c \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0\end{array}\right)$
H. $\left(\begin{array}{llll}a & 0 & 0 & 0 \\ 0 & b & 0 & 0 \\ 0 & 0 & 0 & c \\ 0 & 0 & 0 & 0\end{array}\right)$
I. $\left(\begin{array}{lll}a & 0 & b \\ 0 & 0 & c \\ 0 & 0 & 0\end{array}\right)$

Appendix 3
All semigroups of order 5 whose $\mathcal{L}_{1}$ algebra is semisimple. In this table, we write the 2 semigroups in question as subsemigroups of $K \oplus \mathfrak{R}_{2}$ under multiplication.

$$
\begin{aligned}
& \text { 1. }\left\{1,\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)\right\},\left\{1,\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)\right\},\left\{1,\left(\begin{array}{ll}
1 & 1 \\
0 & 0
\end{array}\right)\right\},\left\{1,\left(\begin{array}{ll}
0 & 0 \\
1 & 1
\end{array}\right)\right\},\left\{1,\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right) .\right. \\
& \text { 2. }\left\{1,\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)\right\},\left\{1,\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)\right\},\left\{1,\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right),\left\{1,\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)\right\},\left\{1,\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)\right\} .\right.
\end{aligned}
$$

## Appendix 4

All semigroups of order 6 whose $\mathcal{L}_{1}$ algebra is semisimple. In this table, we write the 13 semigroups in question as subsemigroups of $K \oplus K \oplus \mathfrak{R}_{2}$ under multiplication. The number $\omega$ in 1 . is a primitive cube root of unity.

1. $\left\{1,1,\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{c}\omega \\ 0 \\ 0 \\ \omega^{2}\end{array}\right)\right\},\left\{1,1,\binom{\omega^{2} 0}{0}\right\},\left\{1,-1,\left(\begin{array}{cc}0 & 1 \\ 1 & 0\end{array}\right)\right\},\left\{1,-1,\left(\begin{array}{c}0 \\ \omega \\ \omega^{2}\end{array}\right)\right\},\left\{1,-1,\left(\begin{array}{c}0 \\ \omega^{2} \\ \omega\end{array}\right)\right\}$.
2. $\left\{1,-1,\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}0 & 0 \\ 1 & 1\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)\right\}$.
3. $\left\{1,-1,\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)\right\}$.
4. $\left\{1,-1,\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)\right\},\left\{1,-1,\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)\right\},\left\{1,-1,\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)\right\}$.
5. $\left\{1,0,\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}0 & 0 \\ 1 & 1\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)\right\}$.
6. $\left\{1,0,\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)\right\}$.
7. $\left\{1,0,\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}0 & 0 \\ 1 & 1\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)\right\}$.
8. $\left\{1,0,\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}0 & 0 \\ 1 & 1\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)\right\}$.
9. $\left\{1,0,\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}0 & 0 \\ 1 & 1\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)\right\}$.
10. $\left\{1,0,\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right)\right\}$, $\left.1,0,\left(\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right)\right\},\{$
$\left.1,0,\left(\begin{array}{ll}0 & 0 \\ 1 & 1\end{array}\right)\right\}, \quad\left\{\quad 1,0,\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)\right\}$.
11. $\left\{1,0,\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)\right\}$.
12. $\left\{1,0,\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)\right\}$.
13. $\left\{1,0,\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,1,\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)\right\},\left\{1,0,\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)\right\}$.

The University of Washington, Seattle, Washington, U.S.A.
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