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## § 1. Introduction and summary

1.1. We shall be concerned with the analytical rather than with the probabilistic side of the theory of Markov processes. It will therefore be appropriate to define a process as a set $\bar{D} \equiv\left\{p_{i j}\right\}$ of real-valued functions defined on $\langle 0, \infty\rangle$, where $i$ and $j$ range over some fixed denumerable set $E$, and

$$
\begin{array}{rlrl}
\text { I: } & p_{i j}(t) \geq 0 \quad(t \geq 0) ; \\
\text { II : } & \sum_{\alpha \in E} p_{i \alpha}(t) \leq 1 \quad(t \geq 0) ; \\
\text { III : } & p_{i j}(u+v)=\sum_{\alpha \in E} p_{i \alpha}(u) p_{\alpha j}(v) \quad(u \geq 0, v \geq 0) ; \\
\text { IV : } & & p_{i j}(0)=\delta_{i j}=\lim _{t \downarrow 0} p_{i j}(t) .
\end{array}
$$

The continuity condition IV is designed to exclude excessively irregular behaviour (such as non-measurability) of the $p_{i j}$; it implies the continuity, uniform for $t \geq 0$, of each $p_{i j}$ (Kendall [16], Th. 3.3).

In the probabilistic theory ${ }^{1}$ II is strengthened to

$$
I^{*}: \quad \sum_{\alpha \in E} p_{i \alpha}(t)=1
$$

The $p_{i j}(t)$ are then transition probabilities for a time-homogeneous Markov process with $E$ as its set of states. When the sign of inequality is allowed in II, a probabilistic interpretation is still possible if we suppose that $E$ does not exhaust the set
${ }^{1}$ See Doob [4], [5], Ch. VI.
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of states and that the system is such that no return to $E$ is allowed from states outside $E$. The difference,

$$
1-\sum_{\alpha \in E} p_{i \alpha}(t) \quad(i \in E)
$$

is then interpreted as the probability that the system, initially in state $i$, will be in a state outside $E$ at time $t$. Such an interpretation is always possible (e.g. by adjoining a single further state, as in $\S 5.4$ ) and is often useful, and the set $\mathcal{D} \equiv\left\{p_{i j}\right\}$ is then sometimes called a quasi-process (Jensen [13]). Instead of adopting this practice we shall always call $\mathcal{D}$ a process, but qualify it as "honest" when II* is satisfied.
1.2. One of the aims of the analytical theory is to describe the process completely in terms of its infinitesimal properties as $t \downarrow 0$. It is known (Doob [4], Kolmogorov [19], Kendall [16]) that the right-hand derivatives

$$
\begin{equation*}
q_{i j} \equiv p_{i j}^{\prime}(0)=\lim _{t \downarrow 0}\left(p_{i j}(t)-\delta_{i j}\right) / t \tag{1.1}
\end{equation*}
$$

exist, ${ }^{1}$ that $0 \leq q_{i j}<\infty$ when $i \neq j$, and that

$$
\begin{equation*}
\sum_{\alpha \neq i} q_{i \alpha} \leq-q_{i i} \leq \infty . \tag{1.2}
\end{equation*}
$$

All four combinations of $<$ and $=$ envisaged in (1.2) can actually occur for honest processes (Kolmogorov [19], Kendall \& Reuter [18], Kendall [17]). However, a knowledge of the coefficients $q_{i j}$ alone does not in general determine the process uniquely (Doob [4]), so that the $q_{i j}$ do not describe the infinitesimal properties of $\mathcal{D}$ in sufficient detail. A better description can be given by introducing an operator $P_{t}$ on the Banach space $l$, defined by

$$
\begin{equation*}
\left(P_{t} x\right)_{j} \equiv \sum_{\alpha} x_{\alpha} p_{\alpha j}(t) \quad(x \in l) . \tag{1.3}
\end{equation*}
$$

Properties I-IV of $\mathcal{D}$ imply (see Hille [10], Th. 21.9.2) that $\mathcal{G} \equiv\left\{P_{t}: t \geq 0\right\}$ is a contraction semigroup, i.e. that

$$
\begin{aligned}
& \mathrm{A}: \quad P_{t} x \geq 0 \quad \text { when } x \geq 0 \\
& \mathrm{~B}: \quad\left\|P_{t} x\right\| \leq\|x\| \quad \text { when } x \geq 0 \\
& \mathrm{C}: \\
& \mathrm{D}: \\
& \mathrm{D}: \\
& P_{0}=I, \quad P_{u+v}=P_{u} x-x \| \rightarrow 0 \text { as } t \downarrow 0, \text { for each } x \in l .
\end{aligned}
$$

${ }^{1}$ Unless otherwise stated $p_{i j}^{\prime}(t)$ will denote the right-hand derivative when $t=0$, and the two. sided derivative when $t>0$.

B can be replaced by

$$
\mathrm{B}^{*}: \quad\left\|P_{t} x\right\|=\|x\| \quad \text { when } x \geq 0
$$

so that $\mathcal{G}$ is a transition semigroup, if and only if $\mathcal{D}$ is honest. Conversely every contraction [transition] semigroup $\mathcal{G}$ has a unique representation (1.3) in terms of a process [an honest process] $\mathcal{D}$, so that in analytical contexts we may identify a process $\mathcal{D}$ with the associated semigroup $\mathcal{G}$.

Now $\mathcal{G}$ is uniquely determined by its infinitesimal generator $\Omega$. This linear operator is defined by

$$
\begin{equation*}
\Omega x \equiv \lim _{t \downarrow 0}\left(P_{t} x-x\right) / t \tag{1.4}
\end{equation*}
$$

its domain $\mathcal{D}(\Omega)$ consists precisely of those elements for which the (strong) limit in (1.4) exists. Thus $\mathcal{G}$, and therefore $\mathcal{D}$ also, can in principle be characterised by its infinitesimal properties, but we are now faced with a new problem: how to recognise and describe in simple terms those operators $\Omega$ which generate a contraction or transition semigroup on $l$.
1.3. Summary. We shall mainly deal with processes for which

$$
\begin{equation*}
q_{i} \equiv-q_{i i}<\infty \quad(i \in E) \tag{1.5}
\end{equation*}
$$

and which satisfy one or other of the differential equations

$$
\begin{align*}
& p_{i j}^{\prime}(t)=\sum_{\alpha} q_{i \alpha} p_{\alpha j}(t),  \tag{1.6}\\
& p_{i j}^{\prime}(t)=\sum_{\alpha} p_{i \alpha}(t) q_{\alpha j} \tag{1.7}
\end{align*}
$$

(the celebrated "backward" and "forward" equations of Kolmogorov). The assumption (1.5) has recently been shown (Austin [1]) to imply the existence of continuous derivatives $p_{i j}^{\prime}(t)$. It will be convenient to use this fact, and we therefore begin by proving a somewhat stronger form of this result in §2 (Theorem 1). In §3, analytical conditions (involving either the $q_{i j}$ or the generator $\Omega$ ) will be given for the validity of the Kolmogorov equations (1.6) and (1.7). Our remaining results will depend on the existence theorem of Feller [6] for processes with pre-assigned values of the $q_{i j}$; Feller's proof and some of its corollaries will be discussed in §4. In §§5-6, the uniqueness of processes satisfying (1.6) or (1.7) with given $q_{i j}$ will be discussed, and simple uniqueness criteria obtained (Theorems 8 and 10 ). When there is more than one process with given $q_{i j}$ we are far from having a complete description of all such processes; some minor results in this direction will be given in §7. Finally §8
contains several examples, including a complete treatment of uniqueness problems for the general birth-and-death process.

Evidently the problems formulated in $\$ 1.2$ will receive only a partial solution in the present paper and several important questions, stated in §7, remain open. We should also refer here to two forthcoming papers by Feller [8], [9]; the second of these contains constructions which are considerably more general than those which we use in $\S \S .1$ and 6.2.
1.4. Acknowledgement. I am greatly indebted to David G. Kendall for allowing me to incorporate several of his own results in this paper, and for numerous suggestions and comments during its preparation.

### 1.5. Notation and terminology

The symbols $p_{i j}(t), \quad q_{i j}, \quad q_{i}\left(\equiv-q_{i i}\right), P_{t}$ and $\Omega$ have already been defined. The Banach spaces $l$ and $m$ consist respectively of real sequences

$$
x \equiv\left\{x_{\alpha}: \alpha \in E\right\} \quad \text { with } \quad\|x\| \equiv \sum_{\alpha}\left|x_{\alpha}\right|<\infty
$$

and real sequences

$$
y \equiv\left\{y_{\alpha}: \alpha \in E\right\} \quad \text { with } \quad\|y\| \equiv \sup _{\alpha}\left|y_{\alpha}\right|<\infty,
$$

and we shall write

$$
(y, x) \equiv \sum_{\alpha} y_{\alpha} x_{\alpha} \quad \text { when } y \in m \text { and } x \in l
$$

Also
$u^{i}$ is the $i$ th "unit vector" in $l:\left(u^{i}\right)_{j} \equiv \delta_{i j}$;
$v^{j}$ is the $j$ th "unit vector" in $m:\left(v^{j}\right)_{i} \equiv \delta_{i j}$;
$e \in m$ is defined by $(e)_{i}=1$ (all $i$ ).
Observe that
$\left(v^{j}, x\right)=(x)_{j}$, the $j$ th coordinate of $x \in l$;
$\left(y, u^{i}\right)=(y)_{i}$, the $i$ th coordinate of $y \in m$;
$p_{i j}(t)=\left(P_{t} u^{j}\right)_{j}=\left(v^{j}, P_{t} u^{i}\right) ;$
$(e, x)=\|x\|$ when $x \geq 0(x \in l) .{ }^{1}$
The "dishonesty function" $d_{i}(t)$ is given by

$$
\begin{equation*}
d_{i}(t) \equiv \mathrm{I}-\sum_{\alpha} p_{i \alpha}(t)=1-\left\|P_{t} u^{i}\right\| \tag{1.8}
\end{equation*}
$$

[^0]It is continuous, and is non-decreasing because

$$
\left\|P_{t, \mathrm{~s}} u^{i}\right\|=\left\|P_{s}\left(P_{t} u^{i}\right)\right\| \leq\left\|P_{t} u^{i}\right\| \quad \text { for } s \geq 0
$$

The derivative

$$
\begin{equation*}
d_{i} \equiv d_{i}^{\prime}(0)=\lim _{t \downarrow 0} d_{i}(t) / t \tag{1.9}
\end{equation*}
$$

exists and is finite (Kendall [16], Th. 7.1), $d_{i} \geq 0$, and

$$
\begin{equation*}
\sum_{\alpha \neq i} q_{i \alpha}+d_{i} \leq q_{i} \quad \text { for each } i \tag{1.10}
\end{equation*}
$$

Finally, we write

$$
\begin{equation*}
\psi_{i j}(\lambda) \equiv \int_{0}^{\infty} e^{-\lambda t} p_{i j}(t) d t \quad(\lambda>0) \tag{I.II}
\end{equation*}
$$

for the Laplace transform of $p_{i j}$, and define the resolvent operator $\Psi_{\lambda}$ by

$$
\begin{equation*}
\left(\Psi_{\lambda} x\right)_{j} \equiv \sum_{\alpha} x_{\alpha} \psi_{\alpha j}(\lambda) \quad(x \in l) \tag{1.12}
\end{equation*}
$$

Then $\Psi_{\lambda}$ is the inverse of $\lambda I-\Omega$ :

$$
\begin{array}{ll}
(\lambda I-\Omega) \Psi_{\lambda} x=x & (x \in l) \\
\Psi_{\lambda}(\lambda I-\Omega) x=x & (x \in \mathcal{D}(\Omega)) \tag{1.14}
\end{array}
$$

In particular the range $R\left(\Psi_{\lambda}\right)$ of $\Psi_{\lambda}$ coincides with the domain $D(\Omega)$ of $\Omega$, and $\mathcal{D}(\Omega)=\boldsymbol{R}\left(\Psi_{\lambda}\right)$ is dense in $l$. Also $\lambda \Psi_{\lambda}$ is a contraction operator ${ }^{1}$ (for each $\lambda>0$ ):

$$
\begin{equation*}
\left\|\lambda \Psi_{\lambda} x\right\| \leq\|x\| \quad \text { when } x \geq 0 \tag{1.15}
\end{equation*}
$$

If $\left\{P_{t}\right\}$ is a transition semigroup then $\lambda \Psi_{\lambda}$ is a transition operator:

$$
\begin{equation*}
\left\|\lambda \Psi_{\lambda} x\right\|=\|x\| \quad \text { when } x \geq 0 \tag{1.16}
\end{equation*}
$$

conversely if $\lambda \Psi_{\lambda}$ is a transition operator for one $\lambda>0$ then $\left\{P_{t}\right\}$ is a transition semigroup. We shall also use the facts (see [17], [22]) that

$$
\begin{equation*}
(e, \Omega x) \leq 0 \quad \text { when } x \geq 0, x \in \mathcal{D}(\Omega), \tag{1.17}
\end{equation*}
$$

and that equality holds in (1.17) for all such $x$ if and only if $\left\{P_{t}\right\}$ is a transition semigroup.

## § 2. Differentiability properties

[Throughout §2 we consider a fixed $i \in E$ for which $q_{i}<\infty$.]
2.1. In order to study the connexions between differentiability properties of the $p_{i j}$ and properties of the infinitesimal generator $\Omega$, it is useful first to obtain some estimates ${ }^{1}$ for the difference quotients

$$
\left.\begin{array}{c}
\Delta_{i j}(t, t+s) \equiv\left(p_{i j}(t+s)-p_{i j}(t)\right) / s \\
\Delta_{i}(t, t+s) \equiv\left(d_{i}(t+s)-d_{i}(t)\right) / s
\end{array}\right\}(t \geq 0, s>0)
$$

Because $\sum_{\alpha} p_{i \alpha}(t)+d_{i}(t)=1$, we have

$$
\begin{equation*}
\sum_{\alpha} \Delta_{i \alpha}(t, t+s)+\Delta_{i}(t, t+s)=0 \tag{2.1}
\end{equation*}
$$

and also

$$
\begin{equation*}
\Delta_{i}(t, t+s) \geq 0, \tag{2.2}
\end{equation*}
$$

because $d_{i}(t)$ is non-decreasing. Further (cf. Kendall [I6], Th. 4.1)

$$
\begin{equation*}
\left(1-p_{i i}(s)\right) / s \leq q_{i} \quad(s>0) \tag{2.3}
\end{equation*}
$$

Now

$$
p_{i j}(t+s)=\sum_{\alpha} p_{i \alpha}(s) p_{\alpha j}(t) \geq p_{i i}(s) p_{i j}(t)
$$

so that by (2.3)

$$
\begin{equation*}
\Delta_{i j}(t, t+s) \geq-\frac{1-p_{i i}(s)}{s} p_{i j}(t) \geq-q_{i} p_{i j}(t) . \tag{2.4}
\end{equation*}
$$

By summing (2.4) with respect to $j$, over any set $A \subseteq E$, we obtain

$$
\begin{equation*}
\sum_{j \in A} \Delta_{i j}(t, t+s) \geq-q_{i} \sum_{j \in A} p_{i j}(t) \geq-q_{i} ; \tag{2.5}
\end{equation*}
$$

on the other hand, using (2.1) and (2.2), we find that

$$
\begin{equation*}
\sum_{f \in A} \Delta_{i j}(t, t+s) \leq-\sum_{j \in A} \Delta_{i j}(t, t+s) \leq q_{i} . \tag{2.6}
\end{equation*}
$$

In particular, taking $A=\{j\}$ in (2.5) and (2.6),

$$
\begin{equation*}
\left|\Delta_{i j}(t, t+s)\right| \leq q_{i} ; \tag{2.7}
\end{equation*}
$$

also

$$
\begin{equation*}
0 \leq \Delta_{i}(t, t+s)=-\sum_{j} \Delta_{i j}(t, t+s) \leq q_{i} . \tag{2.8}
\end{equation*}
$$

${ }^{1}$ Due essentially to Austid [1].

From (2.7) and (2.8), $p_{i j}$ and $d_{i}$ satisfy a Lipschitz condition so that they are absolutely continuous and

$$
\begin{align*}
& p_{i j}(t)=\delta_{i j}+\int_{0}^{t} p_{i j}^{\prime}(u) d u  \tag{2.9}\\
& d_{i}(t)=\int_{0}^{t} d_{i}^{\prime}(u) d u \tag{2.10}
\end{align*}
$$

the derivatives existing almost everywhere. Now take $A$ in (2.5) and (2.6) to be the set of suffixes $j$ for which $\Delta_{i j}(t, t+s) \geq 0$. We obtain

$$
\sum_{j}\left|\Delta_{i j}\right|=\sum_{j \in A} \Delta_{i j}+\sum_{j \in A}\left(-\Delta_{i j}\right) \leq 2 q_{i}
$$

from which it follows easily that

$$
\begin{equation*}
\sum_{j}\left|p_{i j}^{\prime}(t)\right| \leq 2 q_{i} \tag{2.11}
\end{equation*}
$$

at any point where all the derivatives exist. Summing (2.9) over $j \in E$,

$$
\begin{aligned}
\sum_{j} p_{i j}(t) & =1+\sum_{j} \int_{0}^{t} p_{i j}^{\prime}(u) d u \\
& =1+\int_{0}^{t}\left(\sum_{j} p_{i j}^{\prime}(u)\right) d u
\end{aligned}
$$

the interchange of summation and integration being permissible because of (2.11). On combining this result with (2.10), we obtain

$$
0=\int_{0}^{t}\left(\Sigma p_{i j}^{\prime}(u)+d_{i}^{\prime}(u)\right) d u \quad(t \geq 0)
$$

and therefore the integrand must vanish almost everywhere. This establishes
Lemma 1. For almost all $t \geq 0$, the derivatives $p_{i j}^{\prime}(t)$ and $d_{i}^{\prime}(t)$ exist (for all $j \in E$ ) and satisfy

$$
\begin{gather*}
\sum_{i}\left|p_{i j}^{\prime}(t)\right| \leq 2 q_{i}  \tag{2.11}\\
\sum_{j} p_{i j}^{\prime}(t)+d_{i}^{\prime}(t)=0 \tag{2.12}
\end{gather*}
$$

To link differentiability properties with properties of $\Omega$, we now prove
Lemma 2. If $\tau \geq 0$ is given, then $P_{\tau} u^{i} \in \mathcal{D}(\Omega)$ if and only if $p_{i j}^{\prime}(\tau)$ (for all $j \in E$ ) and $d_{i}^{\prime}(\tau)$ exist as right-hand derivatives and satisfy

$$
\begin{equation*}
\sum_{j} p_{i j}^{\prime}(\tau)+d_{i}^{\prime}(\tau)=0 \tag{2.13}
\end{equation*}
$$

Proot. If $P_{\tau} u^{i} \in \mathcal{D}(\Omega)$, then

$$
\begin{aligned}
\Delta_{i j}(\tau, \tau+s) & =\left(v^{j}, \frac{P_{s} P_{\tau} u^{i}-P_{\tau} u^{i}}{s}\right) \\
& \rightarrow\left(v^{j}, \Omega P_{\tau} u^{i}\right) \quad \text { as } s \downarrow 0
\end{aligned}
$$

and similarly

$$
\Delta_{i}(\tau, \tau+s) \rightarrow-\left(e, \Omega P_{\tau} u^{i}\right)
$$

Hence $p_{i j}^{\prime}(\tau)$ and $d_{i}^{\prime}(\tau)$ exist as right-hand derivatives, and

$$
\sum_{j} p_{i j}^{\prime}(\tau)=\sum_{j}\left(\Omega P_{\tau} u^{i}\right)_{j}=\left(e, \Omega P_{\tau} u^{i}\right)=-d_{i}^{\prime}(\tau)
$$

Conversely, suppose that the right-hand derivatives $p_{i j}^{\prime}(\tau)$ and $d_{i}^{\prime}(\tau)$ exist, and that (2.13) holds. As at (2.11) we have $\sum_{j}\left|p_{i j}^{\prime}(\tau)\right| \leq 2 q_{i}<\infty$ so that the vector $p_{i .}^{\prime}(\tau)$ is in $l$ and it will suffice to prove that

$$
\sum(s) \equiv \sum_{j}\left|\Delta_{i j}(\tau, \tau+s)-p_{i j}^{\prime}(\tau)\right| \rightarrow 0 \quad \text { as } s \downarrow 0
$$

Given $\varepsilon>0$, choose the finite set $A \subseteq E$ so that

$$
\begin{equation*}
q_{i} \sum_{j \in A} p_{i j}(\tau)+\sum_{j \in A}\left|p_{i j}^{\prime}(\tau)\right|<\varepsilon . \tag{2.14}
\end{equation*}
$$

Then

$$
\Sigma(s) \leq \sum_{j \in A}\left|\Delta_{i j}(\tau, \tau+s)-p_{i j}^{\prime}(\tau)\right|+\sum_{j \notin A}\left|\Delta_{i j}(\tau, \tau+s)\right|+\varepsilon
$$

and if $\Sigma^{\prime \prime}$ indicates summation over suffixes $j$ such that $\Delta_{i j}<0$ then ${ }^{1}$

$$
\begin{aligned}
\sum_{j \in A}\left|\Delta_{i j}\right| & =\sum_{j \notin A} \Delta_{i j}-2 \sum_{j \notin A}^{\prime} \Delta_{i j} & & \\
& \leq \sum_{j \notin A} \Delta_{i j}+2 q_{i} \sum_{j \notin A}^{\prime} p_{i j}(\tau) & & \text { by (2.5), } \\
& <\sum_{j \notin A} \Delta_{i j}+2 \varepsilon & & \text { by (2.14). }
\end{aligned}
$$

Hence

$$
\begin{aligned}
\sum(s) & =\sum_{j \in A}\left|\Delta_{i j}-p_{i j}^{\prime}(\tau)\right|+\sum_{j \in A} \Delta_{i j}+3 \varepsilon \\
& =\sum_{j \in A}\left|\Delta_{i j}-p_{i j}^{\prime}(\tau)\right|-\sum_{j \in A} \Delta_{i j}-\Delta_{i}+3 \varepsilon
\end{aligned}
$$

${ }^{1}$ This device is borrowed from Austin [1].
by (2.1), and so

$$
\begin{array}{rlrl}
\lim _{s \downarrow 0} \sup \sum(s) & \leq 0-\sum_{j \in A} p_{i j}^{\prime}(\tau)-d_{i}^{\prime}(\tau)+3 \varepsilon \\
& =\sum_{j \notin A} p_{i j}^{\prime}(\tau)+3 \varepsilon & \text { by }(2.13) \\
& <4 \varepsilon, & & \text { by }(2.14)
\end{array}
$$

Because $\varepsilon>0$ was arbitrary, it follows that $\sum(s) \rightarrow 0$ as required.
It is clear from the proof that $\Omega P_{\tau} u^{i}$ is given by

$$
\begin{equation*}
\left(\Omega P_{\tau} u^{i}\right)_{j}=p_{i j}^{\prime}(\tau) \tag{2.15}
\end{equation*}
$$

where $p_{i j}^{\prime}(\tau)$ denotes the right-hand derivative.
2.2. Lemmas 1 and 2, when combined with a simple semigroup argument, give

Theorem 1. Suppose that $q_{i}<\infty$. Then $P_{t} u^{i} \in \mathcal{D}(\Omega)$ for each $t>0$, and $d_{i}(\cdot), p_{i j}(\cdot)$ (for all $j \in E$ ) have continuous derivatives for $t \geq 0$. Also

$$
\begin{gather*}
\sum_{j}\left|p_{i j}^{\prime}(t)\right| \leq 2 q_{i}  \tag{2.11}\\
(t>0),  \tag{2.12}\\
\sum_{j} p_{i j}^{\prime}(t)+d_{i}^{\prime}(t)=0 \quad(t>0),  \tag{2.16}\\
p_{i j}^{\prime}\left(t_{1}+t_{2}\right)=\sum_{\alpha} p_{i \alpha}^{\prime}\left(t_{1}\right)\left(p_{\alpha j}\left(t_{2}\right) \quad\left(t_{1}>0, t_{2} \geq 0\right)\right.
\end{gather*}
$$

Proof. By Lemmas 1 and 2, $P_{\tau} u^{i} \in \mathcal{D}(\Omega)$ for almost all $\tau>0$ and hence for some arbitrarily small $\tau$. Fixing any such $\tau$, it follows that $P_{t} u^{i}=P_{t-\tau}\left(P_{\tau} u^{i}\right)$ has the strongly continuous strong derivative $P_{t-\tau}\left(\Omega P_{\tau} u^{i}\right)$ for $t>\tau$, so that

$$
p_{i j}^{\prime}(t)=\left(v^{j}, P_{t-\tau} \Omega P_{\tau} u^{i}\right)
$$

exists and is continuous for $t>\tau$. Similarly $d_{i}^{\prime}(t)=-\left(e, P_{t-\tau} \Omega P_{\tau} u^{i}\right)$ exists and is continuous for $t>\tau$, and

$$
d_{i}^{\prime}(t)=-\sum_{j}\left(P_{t-\tau} \Omega P_{\tau} u^{i}\right)_{j}=-\sum_{j} p_{i j}^{\prime}(t)
$$

Because $\tau$ can be arbitrarily small, it follows that $p_{i j}^{\prime}(t)$ and $d_{i}^{\prime}(t)$ exist, are continuous, and satisfy (2.12), for all $t>0$; also (2.11) is already known to hold wherever all the derivatives involved exist. Hence $P_{t} u^{i} \in \mathcal{D}(\Omega)$ when $t>0$, from Lemma 2 (or by observing that $P_{t} u^{i}=P_{t-\tau}\left(P_{\tau} u^{i}\right) \in \mathcal{D}(\Omega)$ if $\tau$ is so chosen that $0 \leq \tau<t$ and $\left.P_{\tau} u^{i} \in \mathcal{D}(\Omega)\right)$ Also, if $t_{1}>0$ and $t_{2} \geq 0$,

$$
\begin{aligned}
p_{i j}^{\prime}\left(t_{1}+t_{2}\right) & =\left(P_{t_{2}} \Omega P_{t_{1}} u^{i}\right)_{j} \\
& =\sum_{\alpha}\left(\Omega P_{t_{1}} u^{i}\right)_{\alpha} p_{\alpha j}\left(t_{2}\right)=\sum_{\alpha} p_{i \alpha}^{\prime}\left(t_{1}\right) p_{\alpha j}\left(t_{2}\right),
\end{aligned}
$$

which proves (2.16).
We have now proved all the assertions of the theorem, except for the existence ${ }^{1}$ and continuity of $p_{i j}^{\prime}(t)$ and $d_{i}^{\prime}(t)$ at $t=0$ : thus we must still prove that $p_{i j}^{\prime}(t)$ and $d_{i}^{\prime}(t)$ have finite limits as $t \downarrow 0$. Let $0<\tau<t$ and $s>0$. Then

$$
\begin{aligned}
\Delta_{i j}(t, t+s) & =\sum_{\alpha} \Delta_{i \alpha}(\tau, \tau+s) p_{\alpha j}(t-\tau) \\
& \geq \Delta_{i j}(\tau, \tau+s) p_{j j}(t-\tau)-q_{i} \sum_{\alpha=j} p_{i \alpha}(\tau) p_{\alpha j}(t-\tau) \\
& =\Delta_{i j}(\tau, \tau+s) p_{j j}(t-\tau)-q_{i}\left[p_{i j}(t)-p_{i j}(\tau) p_{j j}(t-\tau)\right] .
\end{aligned}
$$

If we let $s \downarrow 0$ and then, keeping $t$ fixed, let $\tau \downarrow 0$, we obtain

$$
p_{i j}^{\prime}(t) \geq\left(\lim _{\tau \downarrow 0} \sup p_{i j}^{\prime}(\tau)\right) p_{i j}(t)-q_{i}\left[p_{i j}(t)-\delta_{i j} p_{j j}(t)\right],
$$

and because $p_{j j}(t)>0$ (Kendall [16], Th. 3.2) the limit superior is finite. We now let $t \downarrow 0$ and obtain $\lim _{t \downarrow 0} \inf p_{i j}^{\prime}(t) \geq \lim _{\tau \downarrow 0} \sup p_{i j}^{\prime}(\tau)$, so that $p_{i j}^{\prime}(t)$ has a (finite) limit as $t \downarrow 0$. A similar argument, starting from

$$
\begin{aligned}
\Delta_{i}(t, t+s) & =\Delta_{i}(\tau, \tau+s)+\sum_{\alpha} \Delta_{i \alpha}(\tau, \tau+s) d_{\alpha}(t-\tau) \\
& \geq \Delta_{i}(\tau, \tau+s)-q_{i} \sum_{\alpha} p_{i \alpha}(\tau) d_{\alpha}(t-\tau) \\
& =\Delta_{i}(\tau, \tau+s)-q_{i}\left[d_{i}(t)-d_{i}(\tau)\right],
\end{aligned}
$$

shows that $d_{i}^{\prime}(t)$ has a finite limit, and this concludes the proof of Theorem 1.

Remarks. (1) The existence and continuity of $p_{i j}^{\prime}(t)$ for $t>0$, when $q_{i}<\infty$, was first proved for honest processes by Austin [1]; his argument as it stands does not appear to prove continuity at $t=0$. A second proof by Chung [2] establishes continuity for $t \geq 0$.
(2) The new part of Theorem 1 , that $P_{t} u^{i} \in \mathcal{D}(\Omega)$ for $t>0$, will be needed in the proof of Theorem 4 and is also of independent interest.

[^1](3) There exist honest processes for which $q_{i}<\infty$ (all $i$ ) but $\sum_{\alpha} q_{i \alpha}<0$ for some $i$ (Kolmogorov [19], Kendall \& Reuter [18]). This shows that (2.12) may fail at $t=0$, and also that $u^{i}$ need not belong to $D(\Omega)$ (by Lemma 2 it does so if and only if $\sum q_{i \alpha}+d_{i}=0$ ). Thus Theorem 1 is in a sense best possible. On the other hand, there also exist processes for which $q_{i}=\infty$ for some $i$ and yet $P_{t} u^{i} \in \mathcal{D}(\Omega)$ for all $t>0$ (Kendall \& Reuter [18]).

## § 3. The Kolmogorov differential equations

3.1. It is easy to show, by letting $s \downarrow 0$ in the identities

$$
\begin{aligned}
\Delta_{i j}(t, t+s) & =\sum_{\alpha} \Delta_{i \alpha}(0, s) p_{\alpha j}(t) \\
& =\sum_{\alpha} p_{i \alpha}(t) \Delta_{\alpha j}(0, s)
\end{aligned}
$$

that the inequalities

$$
\begin{align*}
& p_{i j}^{\prime}(t) \geq \sum_{\alpha} q_{i \alpha} p_{\alpha j}(t),  \tag{3.1}\\
& p_{i j}^{\prime}(t) \geq \sum_{\alpha} p_{i \alpha}(t) q_{\alpha j} \tag{3.2}
\end{align*}
$$

hold whenever $p_{i j}^{\prime}(t)$ exists (see Doob [4]). In general, these can be strict inequalities, ${ }^{1}$ but it is desirable to find conditions under which the differential equations, already quoted in (1.6) and (1.7)

$$
\begin{array}{ll}
\left(B_{i j}\right): & p_{i j}^{\prime}(t)=\sum_{\alpha} q_{i \alpha} p_{\alpha j}(t) \\
\left(F_{i j}\right): & p_{i j}^{\prime}(t)=\sum_{\alpha} p_{i \alpha}(t) q_{\alpha j} \tag{3.4}
\end{array}
$$

will hold. Conditions of a probabilistic nature, involving the continuity properties of sample functions of the Markov process, have been given by Doob [4]. We shall give some different conditions, of an analytical nature, involving the infinitesimal generator $\Omega$ and its relation to the coefficients $q_{i j}$.

It will be convenient from now on to view the constants $q_{i j}$ in a slightly different light, and they will no longer be defined by $q_{i j} \equiv p_{i j}^{\prime}(0)$. We now start with a given set $Q \equiv\left\{q_{i j}\right\}$ of (finite) real numbers $q_{i j}$ such that

$$
\begin{equation*}
\left.q_{i j} \geq 0 \quad(i \neq j), \quad \sum_{\alpha} q_{i \alpha} \leq 0 \quad \text { all } i\right), \tag{3.5}
\end{equation*}
$$

${ }^{1}$ See the examples in $\$ \S 8.1-8.3$.
and then consider processes for which either (3.3) or (3.4) holds. It will also be necessary to interpret (3.3) [or (3.4)] either in the strict sense that $p_{i j}^{\prime}$ is continuous and (3.3) [or (3.4)] holds for all $t \geq 0$, or in the wide sense that $p_{i j}$ is absolutely continuous for $t \geq 0$, and (3.3) [or (3.4)] holds for almost all $t \geq 0$. It will, however, be shown that the two interpretations are equivalent; this implies that even when (3.3) [or (3.4)] is merely known to hold in the wide sense, then $p_{i j}^{\prime}(0)=q_{i j}$. Thus there will be no conflict with the definition $q_{i j} \equiv p_{i j}^{\prime}(0)$ which has been used so far.

To formulate our conditions for the validity of (3.3) or (3.4) we define operators $Q$ and $Q_{0}$ as follows: $\mathcal{D}(Q)$ is the set of $x \in l$ such that
(i) $\sum_{\alpha} x_{\alpha} q_{x j}$ converges absolutely for each $j$, and
(ii) $\sum_{j}\left|\sum_{\alpha} x_{\alpha} q_{\alpha j}\right|<\infty$.
$Q$ is given by

$$
\begin{equation*}
(Q x)_{j} \equiv \sum_{\alpha} x_{\alpha} q_{\alpha i} \quad(x \in \mathcal{D}(Q)) \tag{3.6}
\end{equation*}
$$

$\mathcal{D}\left(Q_{0}\right) \equiv \mathcal{D}_{0}$, the set of "finite" vectors in $l$ (vectors $x \in l$ with only finitely many non-zero components); note that $\mathcal{D}_{0} \subseteq \mathcal{D}(Q) . Q_{0}$ is the restriction of $Q$ to $\mathcal{D}\left(Q_{0}\right)$.

Both $Q_{0}$ and $Q$ have domains dense in $l$, because $D_{0}$ is dense.
3.2. The backward equations. The strict and wide interpretations of

$$
\left(B_{i j}\right): \quad p_{i j}^{\prime}(t)=\sum_{\alpha} q_{i \alpha} p_{\alpha j}(t)
$$

are easily seen to be equivalent. If ( $B_{i j}$ ) holds in the wide sense, then

$$
p_{i j}(t)=\delta_{i j}+\int_{0}^{t}\left(\sum_{\alpha} q_{i \alpha} p_{\alpha j}(u)\right) d u \quad(t \geq 0)
$$

Here the integrand is continuous, the series defining it being uniformly convergent, and by differentiating we see that ( $B_{i j}$ ) holds in the strict sense. We may therefore always use the strict interpretation; putting $t=0$, we see that $p_{i j}^{\prime}(0)=q_{i j}$. We now prove

Lemma 3. Let $Q$ \{ $\left\{_{i j}\right\}$ satisfy (3.5) and suppose that $\bar{D} \equiv \equiv\left\{p_{i j}(t)\right\}$ is a process with generator $\Omega$. For any given $i \in E,\left(B_{i j}\right)$ will hold for all $j \in E$ if and only if $u^{i} \in \mathcal{D}(\Omega)$ and $\left(\Omega u^{i}\right)_{j}=q_{i j}$.

Proof. If $u^{i} \in \mathcal{D}(\Omega)$ and $\left(\Omega u^{i}\right)=q_{i j}$ then $P_{t} u^{i}$ has the strong derivative $P_{t} \Omega u^{i}$ for $t \geq 0$. Hence $p_{i j}(t)=\left(v^{j}, P_{t} u^{i}\right)$ has a continuous derivative for $t \geq 0$, given by

$$
p_{i j}^{\prime}(t)=\left(v^{j}, P_{t} \Omega u^{i}\right)=\sum_{\alpha}\left(\Omega u^{i}\right)_{\alpha} p_{\alpha j}(t)=\sum_{\alpha} q_{i \alpha} p_{\alpha j}(t),
$$

so that ( $B_{i j}$ ) holds for all $j \in E$.
Conversely if ( $B_{i j}$ ) holds for all $j \in E$, then by taking Laplace transforms on both sides we obtain

$$
\begin{equation*}
\lambda \psi_{i j}(\lambda)=\delta_{i j}+\sum_{\alpha} q_{i \alpha} \psi_{\alpha j}(\lambda) \quad(\lambda>0) \tag{3.7}
\end{equation*}
$$

where $\psi_{i j}$ denotes the Laplace transform of $p_{i j}$ (cf. (1.11)). In terms of the resolvent operator $\Psi_{\lambda}$ (cf. (1.12)), (3.7) can be written as

$$
\begin{equation*}
\Psi_{\lambda}\left(\lambda u^{i}-\xi\right)=u^{i} \tag{3.8}
\end{equation*}
$$

where $(\xi)_{\alpha} \equiv q_{i \alpha}$. But $\Psi_{\lambda}$ is $1-1$ and inverse to $\lambda I-\Omega$, whence (3.8) implies that $u^{i} \in \mathcal{D}(\Omega)$ and $\lambda u^{i}-\xi=\lambda u^{i}-\Omega u^{i}$, i.e. $\left(\Omega u^{i}\right)_{j}=(\xi)_{j}=q_{i j}$.

Theorem 2. Let $Q \equiv\left\{q_{i j}\right\}$ satisfy (3.5) and let $\mathcal{D} \equiv\left\{p_{i j}(t)\right\}$ be a process with generator $\Omega$. Then $\left(B_{i j}\right)$ holds for all $i, j$ in $E$ if and only if $\Omega$ is an extension of $Q_{0}$.

Proof. This follows at once from Lemma 3, because $u^{i} \in \mathcal{D}\left(Q_{0}\right)$ and $\left(Q_{0} u^{i}\right)_{j}=q_{i j}$.
Theorem 3. Let $\mathcal{D} \equiv\left\{p_{i j}(t)\right\}$ be any process, and define $q_{i j} \equiv p_{i j}^{\prime}(0), d_{i} \equiv d_{i}^{\prime}(0)$. Then for any one $i \in E,\left(B_{i j}\right)$ holds for all $j \in E$ if and only if $q_{i i}$ is finite and

$$
\begin{equation*}
\sum_{\alpha} q_{i \alpha}+d_{i}=0 . \tag{3.9}
\end{equation*}
$$

Proof. If $q_{i i}$ is finite and (3.9) holds, Lemma 2 (applied at $\tau=0$ ) shows that $u^{i} \in \mathcal{D}(\Omega)$ and that $\left(\Omega u^{i}\right)_{j}=q_{i j}$ (cf. (2.15)). Hence ( $B_{i j}$ ) holds by Lemma 3.

Conversely, if ( $B_{i j}$ ) holds, ${ }^{1}$ then $u^{i} \in \mathcal{D}(\Omega)$ and $\left(\Omega u^{i}\right)_{j}=q_{i j}$ by Lemma 3. Lemma 2 now shows that (3.9) must hold.

Corollary. ( $B_{i j}$ ) always holds (for all $j \in E$ ) when $\sum_{\alpha} q_{i \alpha}=0$.
Remarks. Theorem 3 shows in particular that for honest processes ( $B_{i j}$ ) holds for all $i$ and $j$ if and only if $q_{i i}$ is finite and

$$
\begin{equation*}
\sum_{\alpha} q_{i \alpha}=0 \quad \text { for all } i \tag{3.10}
\end{equation*}
$$

${ }^{1}$ Of course, this is understood to imply that $q_{i i}$ is finite.

This result is due to Doob [4]. The first example of an honest process for which ( $B_{i j}$ ) does not hold was given by Kolmogorov [19]; see also Kendall \& Reuter [18]. In future we shall call the set $Q \equiv\left\{q_{i j}\right\}$ conservative if it satisfies (3.10).
3.3. The forward equations. These read

$$
\left(F_{i j}\right): \quad p_{i j}^{\prime}(t)=\sum_{\alpha} p_{i \alpha}(t) q_{\alpha j}
$$

They will require more delicate handling than $\left(B_{i j}\right)$, since we can no longer assert a priori that the series on the right converges uniformly. We shall prove a result (Theorem 4) analogous to Theorem 2, but there will be no counterpart to Theorem 3. This is hardly surprising because the forward equations ( $F_{i j}$ ) may fail even for honest processes for which $Q \equiv\left\{p_{i j}^{\prime}(0)\right\}$ is conservative (Doob [4]; see also the remarks at the end of §5.2).

Theorem 4. Let $Q \equiv\left\{q_{i}\right\}$ satisfy (3.5) and let $\mathcal{D} \equiv\left\{p_{i j}(t)\right\}$ be generated by $\Omega$. Then the following three statements are equivalent:
(1) $\left(F_{i j}\right)$ holds in the wide sense for all $i, j$ in $E$;
(2) $\left(F_{i j}\right)$ holds in the strict sense for all $i, j$ in $E$;
(3) $\Omega$ is a restriction of $Q$.

Any one of these statements implies that $p_{i j}^{\prime}(0)=q_{i j}$.
Proof. Suppose that (1) holds. Because $p_{i j}$ is absolutely continuous and bounded, the Laplace transform of $p_{i j}^{\prime}$ exists for $\lambda>0$ and equals $\lambda \psi_{i j}(\lambda)-\delta_{i j}$, so that from $\left(F_{i j}\right)$ we obtain

$$
\begin{equation*}
\lambda \psi_{i j}(\lambda)=\delta_{i j}+\sum_{\alpha} \psi_{i \alpha}(\lambda) q_{\alpha j} \quad(i, j \in E ; \lambda>0) ; \tag{3.11}
\end{equation*}
$$

the termwise integration required for this is justified because the terms of the series $\sum p_{i \alpha}(t) q_{\alpha j}$ are non-negative except perhaps when $\alpha=j$. We shall deduce from (3.11) that $\Psi_{\lambda}^{\prime} x \in \mathcal{D}(Q)$ and

$$
\begin{equation*}
(\lambda I-Q) \Psi_{\lambda} x=x \quad(\lambda>0) \tag{3.12}
\end{equation*}
$$

for all $x \in l$. By linearity it suffices to prove this when $x \geq 0$. If we write $y \equiv \Psi_{2} x$ then

$$
\begin{aligned}
\sum_{\alpha \neq j} y_{\alpha} q_{\alpha j} & =\sum_{\alpha \neq j}\left(\sum_{\beta} x_{\beta} \psi_{\beta \alpha}(\lambda)\right) q_{\alpha j} \\
& =\sum_{\beta} x_{\beta}\left(\lambda \psi_{\beta j}(\lambda)-\delta_{\beta j}-\psi_{\beta j}(\lambda) q_{j i}\right), \quad \text { by }(3.11), \\
& =(\lambda y-x)_{i}-y_{j} q_{j j}
\end{aligned}
$$

the inversion of summations being justified because $x_{\beta} \psi_{\beta \alpha}(\lambda) q_{\alpha j} \geq 0$. Hence $\Sigma y_{\alpha} q_{\alpha j}$ is absolutely convergent, and its sum is $(\lambda y-x)_{j}$. This shows that $y \in \mathcal{D}(Q)$ and $Q y=\lambda y-x$, i.e. that $\Psi_{\lambda} x \in \mathcal{D}(Q)$ and that (3.12) holds. Now $\Psi_{\lambda}$ is $1-1$ and inverse to $\lambda I-\Omega$, so that (3.12) implies that $\Omega$ is a restriction of $Q$, and we have therefore proved that (1) implies (3).

Now assume that (3) holds. Then (3.12) will hold because $\Omega \subseteq Q$; if we put $x=u^{i}$ and take the $j$ th components in (3.12), we obtain (3.11). From (3.11) it follows that the Laplace transform of $\sum_{\alpha} p_{i \alpha} q_{\alpha j}$ exists for $\lambda>0$, so that $\sum_{\alpha} p_{i \alpha} q_{\alpha j}$ is summable over any finite interval $\langle 0, T\rangle$.

Dividing both sides of (3.11) by $\lambda$, we now have

$$
\begin{equation*}
\psi_{i j}(\lambda)=\lambda^{-1} \delta_{i j}+\lambda^{-1} \sum_{\alpha} \psi_{i \alpha}(\lambda) q_{\alpha j} \tag{3.13}
\end{equation*}
$$

The two sides of (3.13) are the Laplace transforms of the continuous functions $p_{i j}(t)$ and

$$
\delta_{i j}+\int_{0}^{t}\left(\sum_{a} p_{i \alpha}(u) q_{\alpha j}\right) d u
$$

so that by Lerch's theorem these two functions coincide for $t \geq 0$. This shows (by differentiating) that ( $F_{i j}$ ) holds in the wide sense, and we have therefore proved that (3) implies (1).
(1) and (3) are now known to be equivalent, and we shall show next that they imply that $p_{i j}^{\prime}(0)=q_{i j}$.

First (1) gives

$$
\begin{aligned}
p_{i j}(t) & =\delta_{i j}+\int_{0}^{t}\left(\sum_{\alpha} p_{i \alpha}(u) q_{\alpha j}\right) d u \\
& \geq \delta_{i j}+q_{i j} \int_{0}^{t} p_{i i}(u) d u+\left(1-\delta_{i j}\right) q_{i j} \int_{0}^{t} p_{i j}(u) d u
\end{aligned}
$$

and hence

$$
\begin{equation*}
\bar{q}_{i j} \equiv p_{i j}^{\prime}(0) \geq q_{i j}+\left(1-\delta_{i j}\right) q_{i j} \delta_{i j}=q_{i j} ; \tag{3.14}
\end{equation*}
$$

this shows that $\bar{q}_{i i} \geq q_{i i}>-\infty$, so that all $\bar{q}_{i j}$ are finite. Next (cf. (3.2))

$$
p_{i j}^{\prime}(t) \geq \sum_{\alpha} p_{i \alpha}(t) \bar{q}_{\alpha j}
$$

whenever $p_{i j}^{\prime}(t)$ exists, and by combining this with $\left(F_{i j}\right)$ we find that

$$
\sum_{\alpha} p_{i \alpha}(t)\left(\bar{q}_{\alpha j}-q_{\alpha j}\right) \leq 0 \quad(\text { all } i, j \text { in } E)
$$

for almost all $t \geq 0$. But here each term in the series is non-negative, so that each term is zero for almost all $t$ and in particular $p_{i i}(t)\left(\bar{q}_{i j}-q_{i j}\right)=0 p . p$. This gives $\bar{q}_{i j}=q_{i j}$ (because $p_{i i}(t)>0$ for all $t \geq 0$ ), i.e. $p_{i j}^{\prime}(0)=q_{i j}$ as asserted.

It remains only to show that (1) (or (3)) implies (2). Since we now know that $p_{i j}^{\prime}(0)=q_{i j}$ when (1) holds, it follows that $p_{i i}^{\prime}(0)$ is finite. By Theorem $1, p_{i j}(t)$ has a continuous derivative for $t \geq 0$, and because $P_{t} u^{i} \in \mathcal{D}(\Omega)$ for $t>0$ we have

$$
\begin{aligned}
p_{i j}^{\prime}(t) & =\left(v^{j}, \Omega P_{t} u^{i}\right) \\
& =\left(v^{j}, Q P_{t} u^{i}\right) \quad \text { because } \Omega \subseteq Q \quad(\text { by } \quad(3)) \\
& =\sum_{\alpha}\left(P_{t} u^{i}\right)_{\alpha} q_{\alpha j}=\sum_{\alpha} p_{i x}(t) q_{\alpha j}
\end{aligned}
$$

this also holds at $t=0$ because $p_{i j}^{\prime}(0)=q_{i j}$ and therefore $\left(F_{i j}\right)$ holds in the strict sense. This completes the proof of Theorem 4.

Remark. Theorem 4 shows that the sum of the series $\sum_{\alpha} p_{i \alpha}(t) q_{\alpha j}$ is continuous whenever $\left(F_{i i}\right)$ is known to hold in the wide sense. It then follows from Dini's theorem that the series converges uniformly in any finite interval $0 \leq t \leq T$.
3.4. Theorems 2 and 4 indicate a close connexion between $\Omega$ and the $q_{i j}$ when either the backward or the forward equations hold. No equally simple connexion seems to be known when neither set of equations holds (for a non-trivial case of this phenomenon, see §8.3). However, it is always possible, in principle, to calculate the $q_{i j}$ when $\Omega$ is known (even when the assumption, that $q_{i}<\infty$ for all $i$, is dropped). The calculation is based on a simple Abelian argument (Kendall [17]): because $p_{i j}(t)-\delta_{i j} \sim q_{i j} t$ for small $t$, it follows that

$$
\begin{align*}
q_{i j} & =\lim _{\lambda \rightarrow \infty} \lambda^{2} \int_{0}^{\infty}\left(p_{i j}(t)-\delta_{i j}\right) e^{-\lambda t} d t \\
& =\lim _{\lambda \rightarrow \infty}\left(\hat{\lambda}^{2} \psi_{i j}(\lambda)-\lambda \delta_{i j}\right) \\
& =\lim _{\lambda \rightarrow \infty} \lambda\left(v^{j},\left(\lambda \Psi_{\lambda}-I\right) u^{i}\right) . \tag{3.15}
\end{align*}
$$

Similarly we find that

$$
\begin{equation*}
d_{i}=\lim _{\lambda \rightarrow \infty} \lambda\left(e,\left(I-\lambda \Psi_{\lambda}^{\cdot}\right) u^{i}\right) \tag{3.16}
\end{equation*}
$$

Because $\Psi_{\lambda}$ is the inverse of $\lambda I-\Omega$, it may be regarded as known when $\Omega$ is given, and thus (3.15) and (3.16) will enable us to calculate $q_{i j}$ and $d_{i}$ when $\Omega$ is known.

## §4. Feller's existence theorem

4.1. Feller's construction. The infinitesimal properties of a process may, as we have seen, be specified roughly by means of the $q_{i j}\left(\equiv p_{i j}^{\prime}(0)\right)$ and precisely by means of the infinitesimal generator $\Omega$. In any attempt to construct all possible processes one may therefore well use the $q_{i j}$ for a preliminary classification. If this is done, the first problem is: given a set $Q \equiv\left\{q_{i j}\right\}$ of finite constants such that

$$
\begin{equation*}
q_{i j} \geq 0 \quad(i \neq j), \quad \sum_{\alpha} q_{i \alpha} \leq 0 \quad(\text { all } i), \tag{4.1}
\end{equation*}
$$

do there exist processes such that $p_{i j}^{\prime}(0)=q_{i j}$ ? This question, formulated for a much more general class of processes, was answered in the fundamental paper of Feller [6], who constructed one such process. Feller's result will be repeatedly used, and we shall also need to refer explicitly to his construction, ${ }^{1}$ which we now describe.

Define the functions $f_{i j}^{n}$ recursively by

$$
\begin{gather*}
f_{i j}^{0}(t) \equiv 0 \\
f_{i j}^{n+1}(t) \equiv \delta_{i j} e^{-q_{i} t}+e^{-q_{i} t} \int_{0}^{t}\left(\sum_{\alpha \neq i} q_{i \alpha} f_{\alpha j}^{n}(u)\right) e^{q} i^{u} d u \tag{4.2}
\end{gather*}
$$

where as usual $q_{i} \equiv-q_{i i}(\geq 0)$. The $f_{i j}^{n}$ increase with $n$ and tend to finite limits

$$
f_{i j}(t) \equiv \lim _{n \rightarrow \infty} f_{i j}^{n}(t)
$$

and they also satisfy the recurrence relations

$$
\begin{equation*}
f_{i j}^{n+1}(t)=\delta_{i j} e^{-q_{j} t}+e^{-q_{j} t} \int_{0}^{t}\left(\sum_{\alpha \neq j} f_{i \alpha}^{n}(u) q_{\alpha j}\right) e^{q_{j} u} d u . \tag{4.3}
\end{equation*}
$$

The limit functions $f_{i j}$ define a process $\mathcal{F} \equiv\left\{f_{i j}(t)\right\}$ such that $f_{i j}^{\prime}(0)=q_{i j}$, and both the backward and forward equations hold for $\mathcal{F}$. (These results are proved in [6] on]y when $\sum_{\alpha} q_{i \alpha}=0$ for all $i$, but the proofs are still valid when $\sum_{\alpha} q_{i x} \leq 0$ : cf. also Hille [12]. In [6], the forward equations are only shown to hold in the wide sense; Theorem 4 shows that they must then hold in the strict sense.)

If $\left\{p_{i j}(t)\right\}$ is any process such that $p_{i j}^{\prime}(0)=q_{i j}$, we shall call it a $Q$-process and
${ }^{1}$ Alternative constructions, leading to the same process as does Feller's construction, have been given by Reuter \& Ledermann [23] and Kato [15].
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the associated semigroup $\left\{P_{t}\right\}$ a $Q$-semigroup. It will then be appropriate to call $\mathcal{F}$ the minimal $Q$-process, because $f_{i j}(t) \leq p_{i j}(t)$ for any $Q$-process $\left\{p_{i j}(t)\right\}$. This can be proved (cf. Doob [4]) by writing the inequality (3.1) as

$$
\frac{d}{d t}\left(p_{i j}(t) e^{q_{i}^{t}}\right) \geq\left(\sum_{\alpha \neq i} q_{i \alpha} p_{\alpha j}(t)\right) e^{q_{i}^{t}},
$$

and integrating which gives

$$
p_{i j}(t) \geq \delta_{i j} e^{-q_{i} t}+e^{-q_{i} t} \int_{0}^{t}\left(\sum_{\alpha \neq i} q_{i \alpha} p_{\alpha j}(u)\right) e^{q_{j} u} d u
$$

On comparing this inequality with (4.2), an easy induction argument yields
and hence

$$
p_{i j}(t) \geq f_{i j}^{n}(t) \quad(n=0,1,2, \ldots),
$$

$$
p_{i j}(t) \geq f_{i j}(t)=\lim _{n \rightarrow \infty} f_{i j}^{n}(t)
$$

as asserted.
4.2. Minimal properties. There are two further "minimal" properties of $\mathfrak{F}$, or rather of the resolvent operator $\Phi_{\lambda}$ of the associated semigroup, which may conveniently be established now. $\Phi_{\lambda}$ is given (cf. (1.11) and (1.12)) by

$$
\begin{equation*}
\left(\Phi_{\lambda} x\right)_{j} \equiv \sum_{\alpha} x_{\alpha} \phi_{\alpha j}(\lambda) \quad(x \in l) \tag{4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi_{i j}(\lambda) \equiv \int_{0}^{\infty} f_{i j}(t) e^{-\lambda t} d t \quad(\lambda>0) . \tag{4.5}
\end{equation*}
$$

If we similarly write

$$
\begin{equation*}
\phi_{i j}^{n}(\lambda) \equiv \int_{0}^{\infty} f_{i j}^{n}(t) e^{-\lambda t} d t \tag{4.6}
\end{equation*}
$$

then $\phi_{i j}^{n} \uparrow \phi_{i j}$ as $n \rightarrow \infty$ because $f_{i j}^{n} \uparrow f_{i j}$. Also from (4.2) and (4.3) we find that $\phi_{i j}^{0}(\lambda) \equiv 0$ and that

$$
\begin{align*}
& \left(\lambda+q_{i}\right) \phi_{i j}^{n+1}(\lambda)=\delta_{i j}+\sum_{\alpha \neq i} q_{i \alpha} \phi_{\alpha j}^{n}(\lambda),  \tag{4.7}\\
& \left(\lambda+q_{j}\right) \phi_{i j}^{n+1}(\lambda)=\delta_{i j}+\sum_{\alpha \neq j} \phi_{i \alpha}^{n}(\lambda) q_{\alpha j} . \tag{4.8}
\end{align*}
$$

Hence if we write $\xi \equiv \Phi_{\lambda} x$ and define $\xi^{n} \in l$ by

$$
\left(\xi^{n}\right)_{j} \equiv \sum_{\alpha} x_{\alpha} \phi_{\alpha j}^{n}(\lambda)
$$

then $\xi_{j}=\lim _{n \rightarrow \infty} \xi_{j}^{n}$ (for each $j$ ). Now $\xi_{j}^{0} \equiv 0$, and

$$
\begin{align*}
\xi_{j}^{n+1} & =\sum_{\alpha} x_{\alpha} \phi_{\alpha j}^{n+1}=\sum_{\alpha} x_{\alpha}\left\{\frac{1}{\lambda+q_{j}}\left(\delta_{\alpha j}+\sum_{\beta \neq j} \phi_{\alpha \beta}^{n} q_{\beta j}\right)\right\} \\
& =\frac{1}{\lambda+q_{j}}\left(x_{j}+\sum_{\beta \neq j}\left(\sum_{\alpha} x_{\alpha} \phi_{\alpha \beta}^{n}\right) q_{\beta j}\right) \\
& =\frac{1}{\lambda+q_{j}}\left(x_{j}+\sum_{\beta \neq j} \xi_{\beta}^{n} q_{\beta j}\right) \\
& \left(\lambda+q_{j}\right) \xi_{j}^{n+1}=x_{j}+\sum_{\beta+j} \xi_{\beta}^{n} q_{\beta j} . \tag{4.9}
\end{align*}
$$

Thus

$$
\begin{equation*}
\left(\Phi_{\lambda} x\right)_{j}=\lim _{n \rightarrow \infty} \xi_{j}^{n} \tag{4.10}
\end{equation*}
$$

where $\xi_{j}^{0}=0$ and $\xi_{i}^{n}$ is defined by the recurrence relations (4.9).
Similarly, if $\Phi_{\lambda}^{*}$ is the adjoint of $\Phi_{\lambda}$, we can calculate $y \Phi_{\lambda}^{*}$ from

$$
\begin{equation*}
\left(y \Phi_{\lambda}^{*}\right)_{i}=\lim _{n \rightarrow \infty} \eta_{i}^{n} \tag{4.11}
\end{equation*}
$$

where $\eta_{i}^{0} \equiv 0$ and $\eta_{i}^{n}$ is defined by the recurrence relations

$$
\begin{equation*}
\left(\lambda+q_{i}\right) \eta_{i}^{n+1}=y_{i}+\sum_{\alpha \neq i} q_{i \alpha} \eta_{\alpha}^{n} . \tag{4.12}
\end{equation*}
$$

[Here $y \in m$ and the adjoint operator $\Phi_{\lambda}^{*}$ is written on the right, so that

$$
\left(y, \Phi_{\lambda} x\right)=\left(y \Phi_{\lambda}^{*}, x\right)
$$

for all $y \in m$ and $x \in l$.]
Finally we observe that Feller's process $\mathcal{F}$ satisfies the backward and forward equations, so that by Theorems 2 and 4 its infinitesimal generator $\Omega_{F}$ satisfies

$$
\begin{equation*}
Q_{0} \subseteq \Omega_{F} \subseteq Q \tag{4.13}
\end{equation*}
$$

By taking adjoints in (4.13), we obtain

$$
\begin{equation*}
Q^{*} \subseteq \Omega_{F}^{*} \subseteq Q_{0}^{*} \tag{4.14}
\end{equation*}
$$

It seems difficult to give an explicit description of the operator $Q^{*}$, but fortunately we shall only have to deal with $Q_{0}^{*}$. Now $y(\in m)$ is in $\mathcal{D}\left(Q_{0}^{*}\right)$ if and only if there exists $z \in m$ such that $\left(y, Q_{0} x\right)=(z, x)$ for all $x \in \mathcal{D}\left(Q_{0}\right)$, and then $y Q_{0}^{*} \equiv z$. From this definition it follows almost immediately that

$$
\begin{equation*}
\left(y Q_{0}^{*}\right)_{i} \equiv \sum_{\alpha} q_{i \alpha} y_{\alpha} \tag{4.15}
\end{equation*}
$$

the domain $\bar{D}\left(Q_{0}^{*}\right)$ consisting precisely of those elements $y \in m$ for which (4.15) defines a bounded sequence $\left(y Q_{0}^{*}\right)_{i}$.

Because $\Phi_{\lambda}$ is inverse to $\lambda I-\Omega_{F}, \Phi_{\lambda}^{*}$ will be inverse to $\lambda I-\Omega_{F}^{*}$. In particular, from (4.13) and (4.14), we shall have

$$
\begin{aligned}
(\lambda I-Q) \Phi_{\lambda} x=x & (x \in l), \\
y \Phi_{\lambda}^{*}\left(\lambda I-Q_{0}^{*}\right)=y & (y \in m) .
\end{aligned}
$$

This means that $\xi^{\prime}=\xi \equiv \Phi_{\lambda} x$ and $\eta^{\prime}=\eta \equiv y \Phi_{\lambda}^{*}$ are solutions of the respective equations

$$
\begin{array}{r}
(\lambda I-Q) \xi^{\prime}=x, \\
\eta^{\prime}\left(\lambda I-Q_{0}^{*}\right)=y, \tag{4.17}
\end{array}
$$

and of course $\xi \geq 0$ when $x \geq 0$ and $\eta \geq 0$ when $y \geq 0$. The following theorem states that they are the least positive solutions of these equations.

## Theorem 5.

(i) If $x \geq 0$ is in $l$, and $\xi^{\prime} \geq 0$ in $\mathcal{D}(Q)$ satisfies (4.16), then $\xi^{\prime} \geq \xi \equiv \Phi_{\lambda} x$.
(ii) If $y \geq 0$ is in $m$, and $\eta^{\prime} \geq 0$ in $D\left(Q_{0}^{*}\right)$ satisfies (4.17), then $\eta^{\prime} \geq \eta \equiv y \Phi_{\lambda}^{*}$.

Proof. (i) We can write (4.16) as

$$
\left(\lambda+q_{j}\right) \xi_{j}^{\prime}=x_{j}+\sum_{\beta \neq j} \xi_{\beta}^{\prime} q_{\beta j} .
$$

On comparing this with (4.9), and using the fact that $\xi_{i}^{\prime} \geq 0=\xi_{j}^{0}$, we find (by induction) that $\xi_{j}^{\prime} \geq \xi_{j}^{n}$ for each $n$ and hence by (4.10) that

$$
\xi_{j}^{\prime} \geq \lim _{n \rightarrow \infty} \xi_{j}^{n}=\xi_{j}
$$

(ii) This is proved similarly by writing (4.17) as

$$
\left(\lambda+q_{i}\right) \eta_{i}^{\prime}=y_{i}+\sum_{\alpha \neq i} q_{i \alpha} \eta_{\alpha}^{\prime}
$$

and using (4.11) and (4.12).

## §5. Uniqueness theorems: the backward equations

5.1. Uniqueness and the honesty of $\mathcal{F}$. Now let a set $Q \equiv\left\{q_{i j}\right\}$ satisfying (4.1) be given, let the operator $Q_{0}$ be defined as in $\S 3.1$, let the Feller process (semigroup) $\mp$ be constructed as in $\$ 4.1$, let " $Q$-process (semigroup)" denote any system for which
$p_{i j}^{\prime}(0)=q_{i j}$, and let "the backward equations" mean the set of equations

$$
\left(B_{i j}\right): \quad p_{i j}^{\prime}(t)=\sum_{\alpha} q_{i \alpha} p_{\alpha j}(t) \quad(i, j \in E ; t \geq 0)
$$

(interpreted in the strict sence of §3.1), where always the given $q_{i j}$ are to be understood. We may then ask:
is $\mathcal{F}$ the only process for which the backward equations hold, with the given coefficients $q_{i i}$ ?

By Theorem 2, an equivalent form of this question is:
is $\mathcal{F}$ the only contraction semigroup whose infinitesimal generator $\Omega$ is an extension of the given operator $Q_{0}$ ?

The situation is particularly simple when the set $Q$ is conservative, i.e. when

$$
\begin{equation*}
\left.\sum_{\alpha} q_{i \alpha}=0 \quad \text { (all } i\right) \tag{5.1}
\end{equation*}
$$

and we assume until further notice that (5.1) holds. By Theorem 3, every Q-process will then satisfy the backward equations, and our question now becomes:
is I the only Q-process?
Theorem 6. Let $Q \equiv\left\{q_{i j}\right\}$ satisfy (4.1) and (5.1), and let $\mathcal{F} \equiv\left\{f_{i j}(t)\right\}$ be the minimal Q-process.
(i) If $\mathcal{F}$ is honest, then it is the only $Q$-process.
(ii) If $\mathcal{F}$ is dishonest. then there exist infinitely many $Q$-processes, including infinitely many honest Q-pvocesses.

Proof. (i) If $\mathcal{F}$ is honest, and $\overline{\mathcal{D}}$ is another $Q$-process, then $p_{i j}(t) \geq f_{i j}(t)$ by the minimality of $\mathcal{F}$. But also $\sum_{\alpha} p_{i \alpha}(t) \leq 1=\sum_{\alpha} f_{i \alpha}(t)$, so that $p_{i j}(t)=f_{i j}(t)$.
(ii) If $\mathcal{F}$ is dishonest, let $\Omega_{F}$ denote its infinitesimal generator. We then define an operator $\Omega_{c}$, with domain $\mathcal{D}\left(\Omega_{F}\right)$, as follows.

Choose any $c \in l$ such that $c>0$ and $0<\|c\| \leq 1$, and put

$$
\begin{equation*}
\Omega_{c} x \equiv \Omega_{F} x-\left(e, \Omega_{F} x\right) c \quad\left(x \in \mathcal{D}\left(\Omega_{F}\right)\right) \tag{5.2}
\end{equation*}
$$

Now

$$
\mathcal{D}\left(Q_{0}\right) \subseteq \mathcal{D}\left(\Omega_{F}\right)=\overline{\mathcal{D}}\left(\Omega_{c}\right)
$$

(cf. (4.13)), and if

$$
x \in \mathcal{D}\left(Q_{0}\right)
$$

then
$\Omega_{F} x=Q_{0} x$,
and

$$
\Omega_{c} x=Q_{0} x-\left(e, Q_{\mathrm{E}} x\right) c=Q_{0} x
$$

because (5.1) implies that (e, $\left.Q_{0} x\right)=0$. Thus $\Omega_{c}$ is an extension of $Q_{0}$. It has been shown elsewhere (Reuter [22]) that $\Omega_{c}$ generates a contraction semigroup, $\mathcal{G}_{c}$. Thus for each choice of $c$ we obtain a $Q$-process $\mathcal{D}_{c}$; moreover (cf. [22]) distinct choices of $c$ lead to distinct processes, and the process will be honest when $\|c\|=1$.
5.2. Doob's construction. The construction in (ii) of the proof of Theorem 6 is an analytical version of a well known probabilistic construction of Doob [4]. This may be seen as follows. In [22] it was shown that the transition semigroup $\mathcal{G}_{c}$ generated by $\Omega_{c}$ when $\|c\|=1$ has a resolvent $\Psi_{\lambda}$, given in terms of the resolvent $\Phi_{\lambda}$ for $\mathcal{I}$ by

$$
\begin{equation*}
\Psi_{\lambda} x=\Phi_{\lambda} x+\frac{(z(\lambda), x)}{1-(z(\lambda), c)} \Phi_{\lambda} c \tag{5.3}
\end{equation*}
$$

where

$$
z(\lambda) \equiv e-e \lambda \Phi_{\lambda}^{*}
$$

so that

$$
1-(z(\lambda), c)=\left\|\lambda \Phi_{\lambda} c\right\|>0 .
$$

Now from (5.3),

$$
\Psi_{\lambda} c=[1-(z(\lambda), c)]^{-1} \Phi_{\lambda} c
$$

and so

$$
\Psi_{\lambda}^{\prime} x=\Phi_{\lambda} x+(z(\lambda), x) \Psi_{\lambda} c
$$

Putting $x=u^{i}$ in this equation and taking the $j$ th component on each side, we obtain

$$
\begin{equation*}
\psi_{i j}(\lambda)=\phi_{i j}(\lambda)+\left[1-\sum_{\alpha} \lambda \phi_{i \alpha}(\lambda)\right] \sum c_{\beta} \psi_{\beta j}(\lambda) \tag{5.4}
\end{equation*}
$$

for all $\lambda>0$. Now $1-\sum \lambda \phi_{i \alpha}(\lambda)$ is the Laplace transform of $d_{i}^{\prime}(t)$, where

$$
d_{i}(t) \equiv \mathrm{l}-\sum_{\alpha} f_{i \alpha}(t),
$$

and so Lerch's theorem leads from (5.4) to the integral equation

$$
\begin{equation*}
p_{i j}(t)=f_{i j}(t)+\int_{0}^{t} d_{i}^{\prime}(s)\left(\sum_{\beta} c_{\beta} p_{\beta j}(t-s)\right) d s \tag{5.5}
\end{equation*}
$$

for the transition probabilities $p_{i j}(t)$ of $\mathcal{D}_{c}$. The argument is clearly reversible, so that $\mathcal{D}_{c}$ is the only process whose transition probabilities satisfy (5.5), and this provides a convenient way of identifying Doob's construction with ours.

Doob's construction starts from the fact that $f_{i j}(t)$ can be identified with the probability that a certain stochastic system (initially in state $i$ ) will be in state $j$ at time $t$, having performed at most a finite number of jumps. Thus $d_{i}(t)$ is the prob-
ability that an infinite number of jumps will have occurred in $(0, t)$ and if $s \equiv \lim s_{n}$, where $s_{n}$ is the epoch of the $n$th jump, then

$$
d_{i}^{\prime}(s) d s \quad(0<s<\infty)
$$

will be the distribution of the random variable $s$. Now in Doob's construction ${ }^{1}$ the system is assigned at the epoch $s$ to one of the states $1,2,3, \ldots$ of $E$, with respective probabilities $c_{1}, c_{2}, c_{3}, \ldots$, and it then starts its career all over again. It will readily be seen that the transition probabilities $p_{i j}(t)$ for the resulting process will satisfy (5.5), so that the positive unit vector $c$ which occurs in our construction corresponds to the probability distribution $\left[c_{1}, c_{2}, c_{3}, \ldots\right]$ which controls the assignment of the system to a fresh starting-point after it has "run out of instructions".

It is also interesting to observe (following Doob [4]) that the process generated by $\Omega_{c}$ does not satisfy the forward equations when $\mathcal{F}$ is dishonest. A probabilistic deduction of this fact has been given by Doob: for an analytical deduction, we have only to observe that because $\mathcal{F}$ is dishonest, there exists an $x \in \mathcal{D}\left(\Omega_{F}\right)$ for which $\left(e, \Omega_{F} x\right) \neq 0$ (See [22]). But $\Omega_{F} x=Q x$, and so we shall have $\Omega_{c} x \neq Q x$ for this $x$, which shows that $\Omega_{c}$ is not a restriction of $Q$ and (by Theorem 4) that the forward equations do not hold. We can go further than this and find a correct substitute for the forward equations. Because $u^{i} \in \mathcal{D}\left(\Omega_{c}\right)$ we have

$$
\begin{align*}
p_{i j}^{\prime}(t) & =\left(v^{j}, \Omega_{c} P_{t} u^{i}\right) \\
& =\left(v^{j}, Q P_{t} u^{i}-\left(e, Q P_{t} u^{i}\right) c\right) \\
& =\left(Q P_{t} u^{i}\right)_{j}-\left(e, Q P_{t} u^{i}\right) c_{j} \\
& =\sum_{\alpha} p_{i \alpha}(t) q_{\alpha j}-c_{j} \sum_{\beta}\left(\sum_{\alpha} p_{i \alpha}(t) q_{\alpha \beta}\right) . \tag{5.6}
\end{align*}
$$

Observe that $-\left(e, Q P_{t} u^{i}\right)=-\left(e, \Omega_{F} P_{t} u^{i}\right) \geq 0$, because $0 \leq P_{t} u^{i} \in \mathcal{D}\left(\Omega_{c}\right)=\mathcal{D}\left(\Omega_{F}\right)$ (cf. (1.17)) so that the extra term

$$
-c_{j} \sum_{\beta}\left(\sum_{\alpha} p_{i \alpha}(t) q_{\alpha \beta}\right)
$$

in (5.6) is non-negative, and thus the old forward equation now holds as an inequality, as already noted at (3.2).
5.3. A uniqueness criterion. It is desirable to have a direct test, involving $Q$ alone, for uniqueness of $Q$-semigroups. Theorem 6 as it stands does not fulfil this requirement: we need a criterion in terms of the $q_{i j}$ for the honesty of $\mathcal{F}$.

[^2]To obtain such a criterion, we introduce the vector $z(\lambda) \in m$ defined as in $\S 5.2$ by

$$
\begin{equation*}
z(\lambda) \equiv e-e \lambda \Phi_{\lambda}^{*} . \tag{5.7}
\end{equation*}
$$

We have

$$
\begin{align*}
z_{i}(\lambda) & =\left(z(\lambda), u^{i}\right)=\left(e, u^{i}-\lambda \Phi_{\lambda} u^{i}\right) \\
& =\lambda \int_{0}^{\infty} d_{i}(t) e^{-\lambda t} d t \tag{5.8}
\end{align*}
$$

where

$$
d_{i}(t) \equiv 1-\sum_{\alpha} f_{i \alpha}(t)
$$

We can relate $z(\lambda)$ to the $q_{i j}$ by observing that $e Q_{0}^{*}=0$ (because $Q$ is conservative) and that $e \Phi_{\lambda}^{*}\left(\lambda I-Q_{0}^{*}\right)=e$ (by (4.17)). It follows that

$$
\begin{aligned}
z(\lambda)\left(\lambda I-Q_{0}^{*}\right) & =e\left(\lambda I-Q_{0}^{*}\right)-\lambda e \Phi_{\lambda}^{*}\left(\lambda I-Q_{0}^{*}\right) \\
& =\lambda e-0-\lambda e=0
\end{aligned}
$$

so that $z(\lambda)$ belongs to the nullspace $n\left(\lambda I-Q_{0}^{*}\right)$ of $\lambda I-Q_{0}^{*}$.
The final step towards an honesty criterion for $\mathcal{F}$ is provided by
Lemma 4. If $\lambda>0$, $\xi \in \cap\left(\lambda I-Q_{0}^{*}\right)$, and $\|\xi\| \leq 1$, then

$$
\begin{equation*}
-z(\lambda) \leq \xi \leq z(\lambda) \tag{5.9}
\end{equation*}
$$

Proof. From (5.8) we have

$$
\begin{aligned}
z_{i}(\lambda) & =1-\lambda \sum_{\alpha} \phi_{i x}(\lambda) \\
& =\lim _{n \rightarrow \infty}\left(1-\lambda \sum_{\alpha} \phi_{i \alpha}^{n}(\lambda)\right) \\
& =\lim _{n \rightarrow \infty} z_{i}^{n}
\end{aligned}
$$

say. From the recurrence relations (4.7), we see that

$$
\begin{equation*}
z_{i}^{0}=1, \quad\left(\lambda+q_{i}\right) z_{i}^{n+1}=\sum_{\alpha \neq i} q_{i \alpha} z_{\alpha}^{n}, \tag{5.10}
\end{equation*}
$$

and that $z_{i}^{n} \downarrow z_{i}$ as $n \rightarrow \infty$. On the other hand, the fact that $\xi \in \eta\left(\lambda I-Q_{0}^{*}\right)$ can be stated as

$$
\begin{equation*}
\left(\lambda+q_{i}\right) \xi_{i}=\sum_{\alpha \neq i} q_{i \alpha} \xi_{\alpha} . \tag{5.11}
\end{equation*}
$$

But $\xi_{i} \leq 1=z_{i}^{0}$ (because $\|\xi\| \leq 1$ ), so that an easy induction based on (5.10) and (5.11) gives $\xi_{i} \leq z_{i}^{n}(n=0,1,2, \ldots)$, whence $\xi_{i} \leq z_{i}=\lim _{n \rightarrow \infty} z_{i}^{n}$. Similarly $-\xi_{i} \leq z$ and so $-z \leq \xi \leq z$ as asserted.

We can now derive the desired uniqueness criterion.

Theorem 7. Let $Q$ be conservative, and consider the set of equations

$$
\begin{equation*}
\left(U_{\lambda}\right): \quad\left(\lambda+q_{i}\right) \xi_{i}=\sum_{\alpha \neq i} q_{i x} \xi_{x} . \tag{5.11}
\end{equation*}
$$

Wach of the following conditions is necessary and sufficient in order that there be only one $Q$-process.
( $1_{\lambda}$ ) For some one $\lambda>0,\left(U_{\lambda}\right)$ has no bounded solution other than $\xi_{i}=0$ (all i).
$\left(2_{\lambda}\right)$ For some one $\lambda>0,\left(U_{\lambda}\right)$ has no bounded non-negative solution other than $\xi_{i}=0 \quad($ all $i)$.

Proof. (i) If there is only one $Q$-process, then (by Theorem 6) $\mathcal{F}$ it honest and $d_{i}(t) \equiv 0$. Hence, from (5.10), $z(\lambda)=0$ for every $\lambda>0$. Lemma 4 now shows that, for every $\lambda>0,\left(U_{\hat{\lambda}}\right)$ can have no bounded solution other than $\xi_{i}=0$.
(ii) It is now enough to show that $\left(2_{\lambda}\right)$, which is weaker than $\left(1_{2}\right)$, implies that there is only one $Q$-process. Now $\xi_{i} \equiv z_{i}(\lambda)$ defines a bounded non-negative solution of $\left(u_{\lambda}\right)$, so that if $\left(z_{\lambda}\right)$ is satisfied (for some one $\lambda>0$ ), then $z_{i}(\lambda)=0$, or

$$
\int_{0}^{\infty} d_{i}(t) e^{-\lambda t} d t=0
$$

for this $\lambda$. Since $d_{i}(t)$ is continuous and non-negative, this implies that $d_{i}(t)=0$. Thus $\mathcal{F}$ is honest, and by Theorem 6 there is only one $Q$-process.

The equations $\left(U_{\lambda}\right)$ and the nullspace $\boldsymbol{N}\left(\lambda I-Q_{0}^{*}\right)$ have previously occurred in the work of Kato [15], who proved that conditions $\left(I_{\lambda}\right)$ or $\left(2_{\lambda}\right)$ of Theorem 7 were equivalent to the honesty of a certain process $\mathcal{X} \equiv\left\{k_{i j}(t)\right\}$ associated with a given conservative set $\mathcal{Q}$. He also showed that $\mathcal{K}$, like $\mathcal{F}$, has a certain minimal property: it is the minimal process whose generator is an extension of $Q_{0}$. Our result goes further than Kato's in two respects: he does not prove that the generator of every $Q$-process is an extension of $Q_{0}$, nor that honesty of $\mathcal{K}$ is equivalent to uniqueness of $\mathcal{Q}$-semigroups, when $Q$ is conservative. Also the exact relation between $\mathcal{K}$ and $\mathcal{F}$ is left in doubt in [15]. They are in fact identical, because on the one hand $\mathcal{K}$ is a $\mathcal{Q}$-process so that $k_{i j}(t) \geq f_{i j}(t)$ (by the minimality of $\mathcal{F}$ ), and on the other hand $\Omega_{F} \supseteq Q_{0}$ so that $f_{i j}(t) \geq k_{i j}(t)$ (by Kato's minimality theorem for $\mathcal{K}$ ).
5.4. The non-conservative case. The uniqueness criterion in Theorem 7 can be extended to the general case when $Q$ is not necessarily conservative, but we must then restrict ourselves to processes for which the backward equations hold (equivalently, for which $\Omega \supseteq Q_{0}$ ). Let us define $D_{i}$ by

$$
\begin{equation*}
\sum_{\alpha} q_{i \alpha}+D_{i}=0 \tag{5.12}
\end{equation*}
$$

so that $0 \leq D_{i}<\infty$, and $D_{i}>0$ for at least one $i$ when $Q$ is not conservative. Now for any process satisfying the backward equations, Theorem 3 shows that the "deficiencies" $d_{i} \equiv d_{i}^{\prime}(0)$ must satisfy $d_{i}=D_{i}$, so that such a process cannot be honest if $Q$ is non-conservative. In particular, this applies to $\mathcal{F}$, and so the honesty of $\mathcal{F}$ can no longer be relevant to the uniqueness problem when $Q$ is non-conservative. We will therefore use a device for reducing the uniqueness problem for $Q$ to the uniqueness problem for a certain related conservative set $\tilde{Q}$, defined below.

We enlarge the set of states $E$ to $\widetilde{E}$ by adjoining an extra state, labelled $\theta$, and then define an enlarged set $\tilde{Q} \equiv\left\{\tilde{q}_{i j}: i, j \in \tilde{E}\right\}$ by

$$
\left.\begin{array}{l}
\tilde{q}_{i j} \equiv q_{i j} \quad(i, j \in E),  \tag{5.13}\\
\tilde{q}_{i \theta} \equiv D_{i} \quad(i \in E), \\
\tilde{q}_{\theta} \equiv-\tilde{q}_{\theta \theta}=0, \quad \tilde{q}_{\theta j}=0 \quad(j \in E) .
\end{array}\right\}
$$

By (5.12), the set $\tilde{Q}$ will be conservative.
Now suppose that $\mathcal{D} \equiv\left\{p_{i j}(t): i, j \in E\right\}$ is a process, generated by the operator $\Omega$ (on $l$ ), such that $\Omega \supseteq Q_{0}$; as at (1.8) and (1.9), define

$$
\begin{equation*}
d_{i}(t) \equiv 1-\sum_{\alpha} p_{i \alpha}(t), \quad d_{i} \equiv d_{i}^{\prime}(0) . \tag{5.14}
\end{equation*}
$$

Then (by Theorem 3) we must have $d_{i}=D_{i}$. If we enlarge $\mathcal{D}$ to $\tilde{\mathcal{D}} \equiv\left\{\tilde{p}_{i j}(t): i, j \in \tilde{E}\right\}$ by defining ${ }^{1}$

$$
\left.\begin{array}{lll}
\tilde{p}_{i j}(t) \equiv p_{i j}(t) & (i, j \in E), &  \tag{5.15}\\
\tilde{p}_{i \theta}(t) \equiv d_{i}(t) & (i \in E), & \\
\tilde{p}_{\theta \theta}(t) \equiv 1, & \tilde{p}_{\theta j}(t) \equiv 0 & (j \in E),
\end{array}\right\}
$$

it can be verified without difficulty that $\tilde{\mathcal{D}}$ is an honest process, and (because $d_{i}=D_{i}$ ) that $\tilde{p}_{i j}^{\prime}(0)=\tilde{q}_{i j}$. In other words $\tilde{\mathcal{D}}$ is an honest $\tilde{Q}$-process.

Conversely, suppose that $\tilde{D} \equiv\left\{\tilde{p}_{i j}(t): i, j \in \tilde{E}\right\}$ is any honest $\tilde{Q}$-process. Because $\dot{Q}$ is conservative, $\tilde{\mathcal{D}}$ will satisfy the backward equations and in particular the equations

$$
\left(\tilde{B}_{\theta j}\right): \quad \tilde{p}_{\theta j}^{\prime}(t)=\sum_{\alpha \in \tilde{E}} \tilde{q}_{\theta \alpha} \tilde{p}_{\alpha j}(t) \quad(j \in \widetilde{E})
$$

These at once give $\tilde{p}_{\theta \theta}(t)=1$ and $\tilde{p}_{\theta j}(t)=0(j \in E)$, and it now follows easily that

$$
\mathcal{D} \equiv\left\{p_{i j}(t): i, j \in E\right\}
$$

[^3]where $p_{i j}(t) \equiv \tilde{p}_{i j}(t)$, is a $Q$-process. Moreover, because $\overline{\mathcal{D}}$ is honest
$$
d_{i}(t) \equiv 1-\sum_{\alpha \in E} p_{i \alpha}(t)=\tilde{p}_{i \theta}(t)
$$
so that $d_{i}=\tilde{q}_{i \theta}=D_{i}$ and therefore the generator $\Omega$ of $\bar{p}$ is an extension of $Q_{0}$. Thus we have set up a 1-1 correspondence between $Q$-processes with $\Omega \supseteq Q_{0}$ on the one hand, and honest $\tilde{Q}$-processes on the other. By Theorem 6, either there is only one honest $\tilde{Q}$-process or there are infinitely many, and the two cases can be distinguished as in Theorem 7 by considering the set of equations
\[

$$
\begin{equation*}
\left(\tilde{U}_{\lambda}\right): \quad\left(\lambda+\tilde{q}_{i}\right) \tilde{\xi}_{i}=\sum_{\alpha \neq i} \tilde{q}_{i \alpha} \tilde{\xi}_{\alpha} \quad(i \in \tilde{E}) . \tag{5.16}
\end{equation*}
$$

\]

But if $\tilde{\xi}$ is a solution of $\left(\tilde{U}_{\lambda}\right)$, then $\tilde{\xi}_{\theta}=0$ (because $\tilde{q}_{\theta \alpha}=0$ ) and so if we define $\xi_{i} \equiv \tilde{\xi}_{i}(i \in E)$ we obtain a solution $\xi$ of $\left(U_{\lambda}\right)$ (cf. (5.13)). Conversely, from a solution $\xi$ of $\left(U_{\lambda}\right)$ we can obtain a solution $\dot{\xi}$ of $\left(\tilde{U}_{\lambda}\right)$ by defining $\tilde{\xi}_{i} \equiv \xi_{i}(i \in E), \tilde{\xi}_{\theta}=0$. Thus there is a $1-1$ correspondence between solutions of ( $\tilde{U}_{\lambda}$ ) and of $\left(U_{\lambda}\right)$, in particular ( $\tilde{U}_{\lambda}$ ) has non-zero bounded solutions if and only if $\left(U_{\lambda}\right)$ does. We have therefore established the desired uniqueness criterion:

Theorem 8. Let $Q \equiv\left\{q_{i j}\right\}$ satisfy (4.1) (but not necessarily (5.1)) and let $\lambda>0$. Then the equivalent conditions $\left(1_{\lambda}\right)$ and $\left(2_{\lambda}\right)$ of Theorem 7 are necessary and sufficient in order that there be exactly one process satisfying the backward equations.

If the conditions do not hold, then there exist infinitely many such processes.
It should be stressed once again that the processes covered by Theorem 8 are always $Q$-processes, i.e. have $p_{i j}^{\prime}(0)=q_{i j}$, but that when $Q$ is non-conservative there may exist $Q$-processes which do not satisfy the backward equations (Kolmogorov [19]) and so are not covered by Theorem 8 .

## §6. Uniqueness theorems: the forward equations

6.1. We now take an arbitrary, not necessarily conservative, set $Q \equiv\left\{q_{i}\right\}$ satisfying (4.1), and consider processes which satisfy the forward equations

$$
\left(F_{i j}\right): \quad p_{i j}^{\prime}(t)=\sum_{\alpha} p_{i \alpha}(t) q_{\alpha j} \quad(i, j \in E ; t \geq 0)
$$

in the strict sense; equivalently (by Theorem 4), processes whose generators $\Omega$ are restrictions of the operator $Q$ defined in $\S$ 3.1. These are always $Q$-processes ${ }^{1}$ (satisfy
${ }^{1}$ They will therefore automatioally satisfy the backward equations when $Q$ is conservative, but they may fail to do so otherwise. See §8.1.
$p_{i j}^{\prime}(0)=q_{i j}$, and there is always one such process: the minimal $Q$-process $\mathcal{F}$. Necessary conditions for the existence of more than one such process are easily found.

Lemma 5. If there exist tuo distinct processes such that $\Omega \subseteq Q$, then
(i) the minimal $Q$-process $\mathcal{F}$ is dishonest, and
(ii) the nullspace $n(\lambda I-Q)$, for each $\lambda>0$, contains a positive element of $l$.

Proof. Let $\mathcal{D}$ be a process, distinct from $\mathcal{F}$, such that $\Omega \subseteq Q$, and let $\Psi_{\lambda}$ denote its resolvent operator.

If $\mathcal{F}$ were honest then (as remarked in $\S 5.4$ ) $Q$ must be conservative, and the $Q$-process $\mathcal{D}$ must (by Theorem 6) coincide with $\mathcal{F}$, contrary to assumption. This proves (i).

Now let $x=0$. Then $\Psi_{\lambda} x \geq \Phi_{\lambda} x$, and also $(\lambda I-Q)\left(\Psi_{\lambda}^{2} x-\Phi_{\lambda} x\right)=0$ because both $\Omega$ and $\Omega_{F}$ are restrictions of $Q$. But $\mathcal{D} \neq \mathfrak{F}$, so that $\Psi_{\lambda} \neq \Phi_{\lambda}$ and therefore $\Psi_{\lambda} x \neq \Phi_{\lambda} x$ for some $x>0$. For this $x, \Psi_{\lambda} x-\Phi_{\lambda} x$ is a positive element in $\boldsymbol{\eta}(\lambda I-Q)$, and this proves (ii).

We shall see later that these conditions are also sufficient. The proof of this will require some properties of $\eta(\lambda I-Q)$ and of $\eta^{+}(\lambda I-Q)$, the set of non-negative rectors in $\boldsymbol{n}(\lambda I-Q)$.

Lemma 6. Let $\lambda>0$, $1,-0$, and

$$
\begin{equation*}
A(\mu, \lambda) \equiv I \because(\mu-\lambda) \Phi_{\lambda} \tag{6.1}
\end{equation*}
$$

Then $\boldsymbol{A}(\mu, \lambda)$ has the (bounded) inverse $\boldsymbol{A}(\lambda, \mu)$, maps $\boldsymbol{n}(\mu I-Q)$ on to $\boldsymbol{n}(\lambda I-Q)$, and mups $n^{+}(\mu I-Q)$ on to $n^{:}(\lambda I-Q)$.

Proof. Because $\left(\lambda I-\Omega_{F}\right) \Phi_{2}=I$, we have

$$
\begin{align*}
A(\mu, \lambda) & =I-\lambda \Phi_{\lambda}+\mu \Phi_{\lambda=-}-\Omega_{F} \Phi_{\lambda}+\mu \Phi_{\lambda} \\
& =\left(\mu I-\Omega_{F}\right) \Phi_{\lambda} . \tag{6.2}
\end{align*}
$$

Hence

$$
A(\lambda, \mu) A(\mu, \lambda) \cdots\left(\lambda I \quad \Omega_{F}\right) \Phi_{\mu}\left(\mu I-\Omega_{F}\right) \Phi_{\lambda}-I
$$

interchanging $\lambda$ and $\mu, A(\mu, \lambda) A(\lambda, \mu)-I$. Thus $A(\mu, \lambda)$ has inverse $A(\lambda, \mu)$.
Next, if $x \in \boldsymbol{N}(\mu I-Q)$, then

$$
A(\mu, \lambda) x \quad x ;(\mu \quad \lambda) \Phi_{\lambda} x \in \mathcal{D}(Q)
$$

because $\Phi_{\lambda} x \in \mathcal{D}\left(\Omega_{F}\right) \subseteq \bar{D}(Q)$, and

$$
\begin{aligned}
Q A(\mu, \lambda) x & =Q x+(\mu-\lambda) Q \Phi_{\lambda} x \\
& =\mu x+(\lambda-\mu)\left(-\Omega_{F} \Phi_{\lambda} x\right) \\
& =\mu x+(\lambda-\mu)\left(x-\lambda \Phi_{\lambda} x\right)=\lambda A(\mu, \lambda) x
\end{aligned}
$$

thus $A(\mu, \lambda) x \in \eta(\lambda I-Q)$, and $A(\mu, \lambda)$ maps $\eta(\mu I-Q)$ into $n(\lambda I-Q)$. But the inverse $A(\lambda, \mu)$ maps $\eta(\lambda I-Q)$ into $\eta(\mu I-Q)$, so that $A(\mu, \lambda)$ in fact maps $n(\mu I-Q)$ on to $n(\lambda I-Q)$.

It will now be enough to prove that $A(\mu, \lambda)$ maps $\boldsymbol{n}^{+}(\mu I-Q)$ into $\boldsymbol{n}^{+}(\lambda I-Q)$. Let $x \geq 0$ and $x \in \boldsymbol{n}(\mu I-Q)$; we need only check that $y \equiv A(\mu, \lambda) x \geq 0$. This is trivial if $\lambda \leq \mu$, because then $\Phi_{\lambda} x \geq 0$ and

$$
y=x+(\mu-\lambda) \Phi_{\lambda} x \geq 0 ;
$$

on the other hand, if $\lambda>\mu$, we note that

$$
(\lambda I-Q) x=(\lambda-\mu) x \geq 0
$$

and so by the minimal property (Theorem 5) of $\Phi$,

$$
x \geq \Phi_{\lambda}((\lambda-\mu) x),
$$

i.e. $y \equiv x+(\mu-\lambda) \Phi_{\lambda} x \geq 0$, as required.

The isomorphism between $n(\lambda I-Q)$ and $n(\mu I-Q)$, described above, will be exhibited again (in a slightly different way) in §7.1. The lemma shows that if $\boldsymbol{n}^{+}(\lambda I-Q)$ is non-trivial for one $\lambda>0$, then it is non-trivial for all $\lambda>0$.
6.2. We now give a construction which will show that the necessary conditions stated in Lemma 5 are also sufficient.

Theorem 9. Suppose that $\mathcal{F}$ is dishonest and that $n^{+}(\lambda I-Q) \neq\{0\}$ for one $\lambda>0$ (equivalently, by Lemma 6, for all $\lambda>0$ ). Then there exist infinitely many processes, including at least one honest process, such that $\Omega \subseteq Q$.

Proof. Define an operator $\Omega$ as follows. Fix $\mu>0$, choose a non-zero element $y$ in $\eta^{+}(\mu I-Q)$ such that $(e, \mu y) \leq 1$, and let $\mathcal{D}(\Omega)$ be the set of $\xi \in l$ which can be written in the form

$$
\begin{equation*}
\xi=\eta-\left(e, \Omega_{F} \eta\right) y \tag{6.3}
\end{equation*}
$$

for some $\eta$ in $\mathcal{D}\left(\Omega_{F}\right)$. [For a given $\xi$ in $\mathcal{D}(Q)$ there is at most one such $\eta$, namely $\left.\eta=\Phi_{\mu}(\mu I-Q) \xi.\right]$ Clearly $\mathcal{D}(\Omega) \subseteq \mathcal{D}(Q)$, so that we may define $\Omega$ as the restriction of $Q$ to $\mathcal{D}(\Omega)$ :

$$
\begin{equation*}
\Omega \xi \equiv Q \xi, \quad \xi \in \mathcal{D}(\Omega) \tag{6.4}
\end{equation*}
$$

We now show by using the Hille-Yosida theorem ${ }^{1}$ that $\Omega$ generates a contraction semigroup. We must verify that:
(i) $\mathcal{D}(\Omega)$ is dense in $l$;
(ii) for each $\lambda>0$ and $x \in l$, the equation

$$
\begin{equation*}
\lambda \xi-\Omega \xi=x \tag{6.5}
\end{equation*}
$$

has a unique solution $\xi \equiv \Psi_{\lambda} x$ in $\mathcal{D}(\Omega)$, and $\Psi_{\lambda} x \geq 0$ when $x \geq 0$;
(iii)

$$
\begin{equation*}
(e, \Omega \xi) \leq 0 \text { when } \xi \geq 0, \xi \in \mathcal{D}(\Omega) \tag{6.6}
\end{equation*}
$$

If $\mathcal{D}(\Omega)$ were not dense we could find $z \neq 0$ in $m$ such that $(z, \xi)=0$ for all $\xi \in \mathcal{D}(\Omega)$. The general element $\xi$ of $\mathcal{D}(\Omega)$ is given by (6.3), where $\eta$ varies over $\mathcal{D}\left(\Omega_{F}\right)=R\left(\Phi_{i}\right)$ and so has the form $\eta=\Phi_{\mu} x$ for some $x \in l$. Thus we should have

$$
\begin{equation*}
\left(z, \Phi_{\mu} x\right)-\left(e, \Omega_{F} \Phi_{\mu} x\right)(z, y)=0 \tag{6.7}
\end{equation*}
$$

for all $x \in l$. Using $-\Omega_{F} \Phi_{\mu}=I-\mu \Phi_{\mu}$ we write (6.7) as

$$
\left(z \Phi_{\mu}^{*}+(z, y)\left(e-e \mu \Phi_{\mu}^{*}\right), x\right)=0, \quad \text { all } x \in l,
$$

and deduce that

$$
\begin{equation*}
z \Phi_{\mu}^{*}+(z, y)\left(e-e \mu \Phi_{\mu}^{*}\right)=0 \tag{6.8}
\end{equation*}
$$

If $(z, y)=0$, then (6.8) gives $z \Phi_{\mu}^{*}=0$, whence $z=0$ contrary to assumption; if $(z, y) \neq 0$, (6.8) shows that $e \in \mathscr{R}\left(\Phi_{\mu}^{*}\right)=\mathcal{D}\left(\Omega_{F}^{*}\right)$ and by operating on (6.8) with $\mu I-\Omega_{F}^{*}$ we get

$$
\begin{align*}
z-(z, y) e \Omega_{F}^{*} & =0 \\
(z, y)\left\{1-\left(e \Omega_{F}^{*}, y\right)\right\} & =0 \tag{6.9}
\end{align*}
$$

But $e \Omega_{F}^{*}=e Q_{0}^{*} \leq 0$ because $\left(e Q_{0}^{*}\right)_{i}=\sum_{\alpha} q_{i \alpha}$, and so $\left.\left(e \Omega_{F}^{*}\right) y\right) \leq 0$ and $1-\left(e, \Omega_{F}^{*}, y\right) \neq 0$, whence ( 6.9 ) gives $(z, y)=0$ contrary to assumption. We have now shown that no $z \neq 0$ can annihilate $\mathcal{D}(\Omega)$, which proves (i).

Now consider the equation (6.5). From the definitions (6.3) and (6.4) of $\Omega$, and the fact that the representation (6.3) of $\xi \in \mathcal{D}(\Omega)$ is unique, we see that (6.6) is equivalent to

$$
\lambda\left\{\eta-\left(e, \Omega_{F} \eta\right) y\right\}-Q\left\{\eta-\left(e, \Omega_{F} \eta\right) y\right\}=x, \quad \eta \in \mathcal{D}\left(\Omega_{F}\right),
$$

or to

$$
\begin{equation*}
\left(\lambda I-\Omega_{F}\right) \eta=x+\cdot(\lambda-\mu)\left(e, \Omega_{F} \eta\right) y \tag{6.10}
\end{equation*}
$$

From (6.10), $\eta$ necessarily has the form

$$
\begin{equation*}
\eta=\Phi_{\lambda}(x+\varrho y) \tag{6.11}
\end{equation*}
$$

${ }^{1}$ In a form which differs slightly from the usual one: see [17], [22].
for some $\varrho$, and this $\eta$ will satisfy (6.10) if and only if

$$
x+\varrho y=x+(\lambda-\mu)\left(e, \Omega_{F} \Phi_{\lambda}(x+\varrho y)\right) y
$$

or (because $\Omega_{F} \Phi_{\lambda}=\lambda \Phi_{\lambda}-I$ )

$$
\begin{equation*}
\varrho\left\{1+(\lambda-\mu)\left(e, y-\lambda \Phi_{\lambda} y\right)\right\}=(\mu-\lambda)\left(e, x-\lambda \Phi_{\lambda} x\right) \tag{6.12}
\end{equation*}
$$

In (6.12), the coefficient of $\varrho$ is positive because

$$
\begin{aligned}
1+(\lambda-\mu)\left(e, y-\lambda \Phi_{\lambda} y\right) & \geq 1-\mu\left(e, y-\lambda \Phi_{\lambda} y\right) \\
& >1-\mu(e, y) \geq 0
\end{aligned}
$$

Thus there is exactly one solution $\varrho$ to (6.12), and hence exactly one solution $\xi$ to (6.5), given by (6.3), (6.11) and (6.12). A simple calculation gives

$$
\begin{equation*}
\xi \equiv \Psi_{\lambda} x=\Phi_{\lambda} x+\sigma\left(e, x-\lambda \Phi_{\lambda} x\right) A(\mu, \lambda) y \tag{6.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma^{-1}=\mathrm{I}+(\lambda-\mu)\left(e, y-\lambda \Phi_{\lambda} y\right)>0 \tag{6.14}
\end{equation*}
$$

and $A(\mu, \lambda)$ is defined by (6.1). When $x \geq 0$, then $\left(e, x-\lambda \Phi_{\lambda} x\right) \geq 0$ and also $A(\mu, \lambda) y \geq 0$ (by Lemma 6), so that

$$
\Psi_{\lambda} x \geq \Phi_{\lambda} x \geq 0
$$

This concludes the proof of (ii).
To prove (iii), suppose that

$$
\xi=\eta-\left(e, \Omega_{F} \eta\right) y \geq 0
$$

where $\eta \in \mathcal{D}\left(\Omega_{F}\right)$. If $\left(e, \Omega_{F} \eta\right)>0$, then we should have $\eta \geq 0$ and so $\left(e, \Omega_{F} \eta\right) \leq 0$ contrary to assumption. Therefore $\left(e, \Omega_{F} \eta\right) \leq 0$. Now

$$
\begin{align*}
& \Omega \xi=Q \xi=\Omega_{F} \eta-\left(e, \Omega_{F} \eta\right) \mu y \\
& (e, \Omega \xi)=\left(e, \Omega_{F} \eta\right)\{1-(e, \mu y)\} \tag{6.15}
\end{align*}
$$

and so ( $e, \Omega \xi$ ) $\leq 0$, which proves (iii).
We have now shown that $\Omega$ generates a contraction semigroup whose resolvent $\Psi_{\lambda}$ is given by (6.13); in particular

$$
\Psi_{\mu} x=\Phi_{\mu} x+\left(e, x-\mu \Phi_{\mu} x\right) y
$$

Because $\mathcal{F}$ is dishonest, $\left(e, x-\mu \Phi_{\mu} x\right) \neq 0$ for at least one $x$, and therefore distinct choices of $y \in \eta^{+}(\mu I-Q)$ lead to distinct resolvents $\Psi_{\mu}$ and so to distinct semigroups. Finally, $\mathcal{F}$ is dishonest and therefore $\left(e, \Omega_{F} \eta\right) \neq 0$ for some $\eta$ in $\mathcal{D}\left(\Omega_{F}\right)$. On the other hand $\Omega$ generates a transition semigroup if and only if $(e, \Omega \xi)=0$ for all $\xi$ in
$\mathcal{D}(\Omega)$, and from (6.15) this is so if and only if $(e, \mu y)=1$. We can always choose such $y$ in $\eta(\mu I-Q)=\{0\}$, and therefore our construction can be made to yield at least one transition semigroup. This concludes the proof of Theorem 9.

It would be interesting to have a probabilistic interpretation for the above construction (when $(e, \mu y)=1$ ); I have not succeeded in finding one.
6.3. It is now possible to describe the amount of non-uniqueness which prevails amongst processes such that $\Omega \subseteq Q$. Denote by $n^{+}$the maximum number of linearly independent elements of $\boldsymbol{n}^{+}(\lambda I-Q)$. As the notation implies, $n^{+}$does not depend on $\lambda$ (by Lemma 6); by the statement " $n^{+}=\infty$ " we understand simply that $\eta^{+}(\lambda I-Q)$ contains finite linearly independent sets with arbitrarily many members.

Theorem 10 .
(i) If $\mathcal{F}$ is honest, or if $\mathcal{F}$ is dishonest but $n^{4}=0$, there is exactly one process such that $\Omega \subseteq Q$, namely $\mathcal{F}$.
(ii) If $\mathcal{F}$ is dishonest and $n^{\dagger}=1$, there are infinitely many processes with $\Omega \subseteq Q$, and exactly one of them is honest.
(iii) If $\mp$ is dishonest and $n^{+}>1$, there are infinitely many processes, including infinitely many honest ones, such that $\Omega \subseteq Q$.

Proof. Statement (i) follows from Lemma 5; statements (ii) and (iii) follow from the construction used in the proof of Theorem 9, except for the fact that there is exactly one honest process with $\Omega \subseteq Q$ in case (ii). We already know from Theorem 9 that there is at least one: to see that it is unique, denote its resolvent by $\Psi_{\lambda}$ and let $y(\lambda)$ be the unique element of $n^{+}(\lambda I-Q)$ with $(e, \lambda y(\lambda))=1$. When $x \geq 0$, then (cf. Lemma 5) $\Psi_{\lambda} x-\Phi_{\lambda} x$ is in $\eta^{+}(\lambda I-Q)$ and is therefore a non-negative multiple of $y(\lambda)$, say

$$
\Psi_{\lambda}^{\prime} x-\Phi_{\lambda} x=\varrho y(\lambda) \quad(\varrho=\varrho(x, \lambda) \geq 0)
$$

But $\lambda \Psi_{\lambda}$ is a transition operator, so that

Thus

$$
\begin{align*}
(e, x) & =\left(e, \lambda \Psi_{\lambda} x\right)=\left(e, \lambda \Phi_{\lambda} x\right)+\varrho(e, \lambda y(\lambda)) \\
& =\left(e, \lambda \Phi_{\lambda} x\right)+\varrho \\
& \Psi_{\lambda} x=\Phi_{\lambda} x+\left(e, x-\lambda \Phi_{\lambda} x\right) y(\lambda) \tag{6.16}
\end{align*}
$$

when $x>0$, and hence for all $x ; \Psi_{\lambda}$ is unique, and hence so is the corresponding process.

It should be noted for applications of Theorem 10 that $\boldsymbol{n}(\lambda I-Q)$ consists of the non-negative solutions $y=\left\{y_{x}\right\}$ of

$$
\begin{equation*}
\left(V_{\lambda}\right): \quad\left(\lambda+q_{j}\right) y_{j}=\sum_{\alpha \neq j} y_{\alpha} q_{\alpha j} \tag{6.17}
\end{equation*}
$$

with $\sum y_{\alpha}<\infty$, and that $n^{+}$can be found by looking at $\left(V_{\lambda}\right)$ for any one $\lambda>0$. Compare this with the way in which the equations $\left(U_{\lambda}\right)$, (5.13), occur in Theorems 7 and 8.

## §7. Some further results

7.1. Restrictions of $Q$. In $\S 6.2$ we constructed some operators $\Omega \subseteq Q$ which generate contraction semigroups. No description of all such operators seems to be known, but every such $\Omega$ must satisfy certain conditions, closely connected with the fact (see Lemma 6) that $\eta(\lambda I-Q)$ and $\eta(\mu I-Q)$ are isomorphic whenever $\lambda, \mu>0$. If $\Psi_{\lambda}$ is the resolvent operator for such an $\Omega$, then the operator

$$
\begin{equation*}
C(\lambda) \equiv \Psi_{\lambda}(\lambda I-Q) \tag{7.1}
\end{equation*}
$$

defined on $\mathcal{D}(Q)$, maps $\mathcal{D}(Q)$ into $\mathcal{D}(\Omega) \subseteq \mathcal{D}(Q)$, leaves $\mathcal{D}(\Omega)$ elementwise fixed, and has nullspace $\boldsymbol{\eta}(\lambda I-Q)$. Thus $C(\lambda)$ projects $\mathcal{D}(Q)$ on to $\mathcal{D}(\Omega)$, and $\mathcal{D}(Q)$ can be written as a direct sum

$$
\begin{equation*}
\mathcal{D}(Q)=\mathcal{D}(\Omega) \oplus \boldsymbol{n}(\lambda I-Q), \tag{7.2}
\end{equation*}
$$

the canonical decomposition of $y \in \mathcal{D}(Q)$ being $y=C(\lambda) y+(I-C(\lambda)) y$. From (7.2) we see that, for each $\lambda>0, \eta(\lambda I-Q)$ is isomorphic with $D(Q) / D(\Omega)$. It follows that $\eta(\mu I-Q)$ and $n(\lambda I-Q)$ are also isomorphic, and the isomorphism can be obtained by mapping $y \in \mathfrak{N}(\mu I-Q)$ on the coset $y+\mathcal{D}(\Omega)$ of $\mathcal{D}(Q) / \mathcal{D}(\Omega)$ and then applying $I-C(\lambda)$ to this coset. The resulting mapping from $\boldsymbol{\eta}(\mu I-Q)$ to $\boldsymbol{N}(\lambda I-Q)$ is

$$
\begin{aligned}
y \rightarrow y-C(\lambda) y & =y-\Psi_{\lambda}(\lambda I-Q) y \\
& =y+(\mu-\lambda) \Psi_{\lambda} y
\end{aligned}
$$

because $Q y=\mu y$. When $\Omega \equiv \Omega_{F}$, so that $\Psi_{\lambda} \equiv \Phi_{\lambda}$, this is precisely the mapping $A(\mu, \lambda)$ in (6.1).

The fact that $\boldsymbol{n}(\lambda I-Q) \cong \mathcal{D}(Q) / \mathcal{D}(\Omega)$ has two consequences. First, fixing a particular $\Omega$ (say $\Omega_{F}$ ), we see that the structure of $\eta(\lambda I-Q)$, and in particular its dimension $n$, is independent of $\lambda$. Secondly, $\mathcal{D}(Q) / \mathcal{D}(\Omega)$ does not depend on the particular $\Omega$ considered, in particular it must always have the same dimension $n$. Thus the extent to which $Q$ must be restricted to obtain an $\Omega$ is in a sense fixed, once for all: what we lack at present is a general description of the form which the restriction must take. For the special $\Omega$ constructed in $\S 6.2$, whose domain is described at (6.3), it is not hard to show that $\xi \in \mathcal{D}(\Omega)$ if and only if $\xi \in \mathcal{D}(Q)$ and 3-563804, Acta mathematica. 97. Imprimé le 11 avril 1957.

$$
\begin{equation*}
\xi-\Phi_{\mu}(\mu I-Q) \xi=\left(e,\left(I-\mu \Phi_{\mu}\right)(\mu I-Q) \xi\right) y ; \tag{7.3}
\end{equation*}
$$

thus $\Omega$ is obtained from $Q$ by imposing the "lateral condition" (7.3) (in Feller's terminology). It would be interesting to have a probabilistic interpretation of this condition.
7.2. Extensions of $Q_{0}$. Now suppose that $\Omega \supseteq Q_{0}$ generates a contraction semigroup, with resolvent $\Psi_{\lambda}$. Then $\Omega^{*} \subseteq Q_{0}^{*}$, the mapping

$$
\begin{equation*}
E(\lambda) \equiv\left(\lambda I-Q_{0}^{*}\right) \Psi_{\lambda}^{*} \tag{7.4}
\end{equation*}
$$

(analogous to $C(\lambda)$ in (7.1)) projects $\mathcal{D}\left(Q_{0}^{*}\right)$ into $\mathcal{D}\left(\Omega^{*}\right)$, and $\mathcal{D}\left(Q_{0}^{*}\right)$. can be written as a direct sum

$$
\begin{equation*}
\mathcal{D}\left(Q_{0}^{*}\right)=\mathcal{D}\left(\Omega^{*}\right) \oplus \eta\left(\lambda I-Q_{0}^{*}\right) \tag{7.5}
\end{equation*}
$$

Hence $\boldsymbol{N}\left(\lambda I-Q_{0}^{*}\right) \cong \mathcal{D}\left(Q_{0}^{*}\right) / \mathcal{D}\left(\Omega^{*}\right)$, and also there is a $1-1$ mapping

$$
z \rightarrow z+z(\mu-\lambda) \Psi_{\lambda}^{*}
$$

from $n\left(\mu I-Q_{0}^{*}\right)$ on to $n\left(\lambda I-Q_{0}^{*}\right)$. (For the particular choice $\Omega \equiv \Omega_{F}, \Psi_{\lambda} \equiv \Phi_{\lambda}$, this mapping is simply the adjoint $A^{*}(\mu, \lambda)$ of $A(\mu, \lambda)$ (see (6.3)); one can show just as in Lemma 6 that $A^{*}(\mu, \lambda)$ also maps $\boldsymbol{n}^{+}\left(\mu I-Q_{0}^{*}\right)$ on to $\boldsymbol{n}^{+}\left(\lambda I-Q_{0}^{*}\right)$.) It follows (as in §7.1) that the dimension $n^{*}$ of $n\left(\lambda I-Q_{0}^{*}\right)$ is independent of $\lambda$, and that $\mathcal{D}\left(Q_{0}^{*}\right) / \mathcal{D}\left(\Omega^{*}\right)$ must have dimension $n^{*}$ for every $\Omega$ considered here.

There are also relations between $\Omega$ and $Q_{0}$; these are most conveniently expressed in terms of $\bar{Q}_{0}$, the least closed extension of $Q_{0}$. The existence of $\bar{Q}_{0}$ is guaranteed because $Q_{0} \subseteq \Omega_{F}$ and $\Omega_{F}$ is closed; its definition, we recall, is that $x \in \mathcal{D}\left(\bar{Q}_{0}\right)$ and $\bar{Q}_{0} x=y$ whenever there exist $x_{n} \in \mathcal{D}\left(Q_{0}\right)$ such that $x_{n} \rightarrow x$ and $Q_{0} x \rightarrow y$ (strongly). Here $y$ is uniquely defined, indeed $y=\Omega_{F} x=Q x$ because $\Omega_{F}$ is closed. It is easily shown that

$$
\overparen{R}\left(\lambda I-\bar{Q}_{0}\right)=\overline{R\left(\lambda I-Q_{0}\right)},
$$

that $\bar{Q}_{0}^{*}=Q_{0}^{*}$, and that $\lambda I-\bar{Q}_{0}$ is $1-1$ from $\mathcal{D}\left(\bar{Q}_{0}\right)$ on to $R\left(\lambda I-\bar{Q}_{0}\right)$, with inverse $\Phi_{\lambda}$; proofs of these facts are left to the reader. Also if $\Omega \supseteq Q_{0}$ generates a contraction semigroup then $\Omega \supseteq \bar{Q}_{0}$, because $\Omega$ is closed. Now $\lambda I-\Omega$ is $1-1$ and maps $\mathcal{D}\left(\bar{Q}_{0}\right)$ and $\mathcal{D}(\Omega)$ on to $R\left(\lambda I-\bar{Q}_{0}\right)$ and $l$, so that $\mathcal{D}(\Omega) / \mathcal{D}\left(\bar{Q}_{0}\right)$ and $l / R\left(\lambda I-\bar{Q}_{0}\right)$ are (algebraically) isomorphic. On the other hand, the adjoint space of $l / R\left(\lambda I-\bar{Q}_{0}\right)$ is precisely the annihilator in $l^{*}(=m)$ of $\boldsymbol{R}\left(\lambda I-\bar{Q}_{0}\right)=\overline{\boldsymbol{R}\left(\lambda I-Q_{0}\right)}$, which is $\boldsymbol{n}\left(\lambda I-Q_{0}^{*}\right)$; hence $l / R\left(\lambda I-\bar{Q}_{0}\right)$ and $\Pi\left(\lambda I-Q_{0}^{*}\right)$ have the same dimension $n^{*}$, provided that we equate all infinite dimensions. Thus the spaces

$$
\mathcal{D}\left(Q_{0}^{*}\right) / \mathcal{D}\left(\Omega^{*}\right) . \quad \mathcal{D}(\Omega) / \mathcal{D}\left(\bar{Q}_{0}\right), \quad n\left(\lambda I-Q_{0}^{*}\right)
$$

all have the same dimension $n^{*}$. In particular, the amount by which $\bar{Q}_{0}$ must be extended to obtain an $\Omega$ is in a sense fixed, once for all, but once again a description of the most general method of obtaining such extensions is not known.
7.3. It will be clear that many questions have been left unanswered in this paper. For a conservative set $Q \equiv\left\{q_{i j}\right\}$ satisfying $\sum_{\alpha} q_{i \alpha}=0$ for all $i$, we at least have necessary and sufficient conditions for uniqueness of $Q$-processes (processes with $\left.p_{i j}^{\prime}(0)=q_{i j}\right)$; for a non-conservative $Q$ we have uniqueness criteria for two special kinds of processes, those whose generators satisfy either $\Omega \supseteq Q_{0}$ or $\Omega \subseteq Q$, but there may exist $Q$-processes belonging to neither class (see §8.3). A general uniqueness criterion for $Q$-processes when $Q$ is non-conservative has still to be found.

Also when $Q$ is conservative there always exists an honest $Q$-process. When $Q$ is non-conservative, no process with $\Omega \supseteq Q_{0}$ can be honest; also we know that either there is only one (dishonest) process with $\Omega \subseteq Q$, or there are infinitely many such processes including at least one honest one. It would be desirable to find under what conditions on $Q$ there exists at least one honest $Q$-process.

Of course, a solution to the main outstanding problem of finding all $Q$-processes would answer the two more special questions posed above.

## § 8. Examples

8.1. Non-uniqueness for the Kolmogorov equations. Two problems were treated in $\S \S 5$ and 6 : given $Q \equiv\left\{q_{i j}\right\}$,
(B) find a process satisfying the backward equations (equivalently, such that $\Omega \supseteq Q_{0}$ );
(F) find a process satisfying the forward equations
(equivalently, such that $\Omega \subseteq Q$ ).
We remind the reader that a solution to both problems is always provided by the minimal $Q$-process $\mathcal{F}$, that necessary and sufficient conditions for $\mathcal{F}$ to be the only solution to (B) or to (F) are given in Theorems 8 and 10 , and that when $Q$ is conservative every $Q$-process (in particular every solution to ( $F$ )) is a solution to (B).

In many cases the solútion to both problems is unique. For example, if the $q_{i j}$ are bounded so that

$$
\sum_{i \neq \alpha} q_{i \alpha} \leq q_{i} \leq A \quad(\text { all } i)
$$

let $\lambda>0$ and let $\zeta \in m$ and $\eta \in l$ be non-negative solutions to

$$
\begin{array}{ll}
\left(U_{\lambda}\right): & \left(\lambda+q_{i}\right) \zeta_{i}=\sum_{\alpha \neq i} q_{i \alpha} \zeta_{\alpha}, \\
\left(V_{\lambda}\right): & \left(\lambda+q_{j}\right) \eta_{j}=\sum_{\alpha \neq j} \eta_{\alpha} q_{\alpha j} .
\end{array}
$$

Then

$$
\begin{gathered}
0 \leq \zeta_{i} \leq \frac{1}{\lambda+q_{i}}\left(\sum_{\alpha \neq i} q_{i \alpha}\right)\|\zeta\| \leq \frac{q_{i}}{\lambda+q_{i}}\|\zeta\| \leq \frac{A}{\lambda+A}\|\zeta\|, \\
\|\zeta\| \leq \frac{A}{\lambda+A}\|\zeta\|,
\end{gathered}
$$

that $\zeta=0$. Also, summing over $j$ in $\left(V_{\lambda}\right)$,

$$
\lambda \sum \eta_{j}+\sum q_{j} \eta_{j}=\sum_{j}\left(\sum_{\alpha \neq j} \eta_{\alpha} q_{\alpha j}\right)=\sum_{\alpha}\left(\sum_{j \neq \alpha} q_{\alpha j}\right) \eta_{\alpha} \leq \sum_{\alpha} q_{\alpha} \eta_{\alpha},
$$

whence $\sum \eta_{j} \leq 0$ and $\eta=0$. Thus $\left(U_{\lambda}\right)$ and ( $V_{\lambda}$ ) have only trivial solutions: both (B) and (F) have $\mathcal{F}$ as their only solution.

A familiar example in which (B) does not have a unique solution whilst (F) does is the birth process (Feller [7], p. 392-3). Label $E$ as 1, 2, 3, ..., let $b_{n}>0(n \geq 1)$ and $\sum_{1}^{\infty} b_{n}^{-1}<\infty$, and define the conservative set $Q$ by

$$
\begin{equation*}
q_{i i}=-b_{i}, \quad q_{i, i_{\uparrow} 1}=+b_{i}, \quad q_{i j}=0 \text { otherwise } . \tag{8.1}
\end{equation*}
$$

Then $\left(U_{\lambda}\right)$ becomes

$$
\left(\lambda+b_{i}\right) \zeta_{i}=b_{i} \zeta_{i+1} \quad(i=1,2, \ldots),
$$

which has the solution

$$
\zeta_{0}=1, \quad \zeta_{i}=\prod_{n=1}^{i-1}\left(1+\frac{\lambda}{b_{n}}\right) \quad(i>1)
$$

$\zeta_{i}$ is positive, and is bounded because $\prod_{1}^{\infty}\left(1+\frac{\lambda}{b_{n}}\right)<\infty$. Hence the solution to $(\mathbf{B})$ is not unique. On the other hand ( $V_{\lambda}$ ) becomes

$$
\left(\lambda+b_{1}\right) \eta_{1}=0, \quad\left(\lambda+b_{j}\right) \eta_{j}=b_{j-1} \eta_{j-1} \quad(j>1),
$$

so that $\eta=0$ and the solution to ( F ) is unique.
Next we illustrate the possibility that (B) may have a unique solution when (F) does not. This can happen only when $Q$ is non-conservative, because if $Q$ is conservative and (B) has a unique solution then $\mathcal{F}$ is the only $Q$-process and in particular the only solution to ( F ). We give a slightly simplified form of an example due to

Kolmogorov [19] (and treated by semigroup methods in [18]). Label $E$ as 1, 2, ..., let $a_{n}>0(n \geq 1)$ and $\sum_{1}^{\infty} a_{n}^{-1}<\infty$, and define $Q$ by

$$
\begin{equation*}
q_{i i}=-a_{i}(i \geq 1), \quad q_{i, i-1}=+a_{i}(i>1), \quad q_{i j}=0 \text { otherwise } ; \tag{8.2}
\end{equation*}
$$

note that $Q$ is non-conservative because $\sum q_{1 \alpha}=-a_{1}<0$. Now $\left(U_{\lambda}\right)$ becomes

$$
\left(\lambda+a_{1}\right) \zeta_{1}=0, \quad\left(\lambda+a_{i}\right) \zeta_{i}=a_{i-1} \zeta_{i-1} \quad(i>1)
$$

so that $\zeta=0$ and the solution to $(\mathrm{B})$ is unique; but ( $V_{\lambda}$ ) becomes

$$
\left(\lambda+a_{j}\right) \eta_{j}=a_{j \vdash 1} \eta_{j+1} \quad(j \geq 1)
$$

which has the solution (unique to within a constant factor)

$$
\eta_{j}=a_{j}^{-1} \prod_{n=1}^{i-1}\left(1+\frac{\lambda}{a_{n}}\right)
$$

Now $\sum a_{j}^{-1}$ and $\Pi\left(1+\frac{\lambda}{a_{n}}\right)$ both converge, so that $\sum \eta_{j}$ converges, $\eta$ is in $l$, and $\boldsymbol{n}(\lambda I-Q)$ consists of positive multiples of $\eta$; also $\mathcal{F}$ is dishonest because $Q$ is nonconservative. By Theorem 10 , there are infinitely many solutions to ( $\mathbf{F}$ ), and exactly one of them is honest: its generator $\Omega$ can be shown to be the restriction of $Q$ to the subset of $\mathcal{D}(Q)$ on which $(e, Q x)=0$. A probabilistic description of a very similar process (in which the state 2 is made absorbing by putting $a_{2}=0$ ) can be found in [18].
8.2. There remains the possibility, even when $Q$ is conservative, that neither (B) nor (F) has a unique solution. To illustrate this, we take an example due to Lévy [21] and discussed in more detail by Kendall ([17], §3). We now label $E$ as $\ldots,-1,0,1, \ldots$, let $b_{n}>0$ and $\sum_{-\infty}^{\infty} b_{n}^{-1}<\infty$, and define the conservative set $Q$ exactly as at (8.1) (but $i$ and $j$ now range over all integers, not merely integers $\geq 1$ ). Then $\left(U_{\lambda}\right)$ and $\left(V_{\lambda}\right)$ have positive solutions $\zeta \in m$ and $\eta \in l$, given by

$$
\begin{aligned}
& \zeta_{i}=\prod_{\cdots \infty}^{i-1}\left(1+\frac{\lambda}{b_{n}}\right), \\
& \eta_{j}=b_{j}^{-1} \prod_{j+1}^{\infty}\left(1+\frac{\lambda}{b_{n}}\right) .
\end{aligned}
$$

Thus $\mathcal{F}$ is dishonest and $\boldsymbol{H}^{\dot{+}}(\lambda I-Q) \neq\{0\}$, so that there are infinitely many solutions to ( $F$ ) (and these are at the same time solutions to (B), since $Q$ is conservative). As in the preceding example, there is exactly one honest process which solves ( $\mathbf{F}$ ), and its generator $\Omega$ is $Q$ restricted by the side-condition $(e, Q x)=0$. It is this par-
ticular process which is treated in [17] and there called "the flash": informally, this may be described as a birth process in which the system runs through the states in the order $\ldots,-1,0,1,2, \ldots$, the mean time spent in state $j$ being $b_{j}^{-1}$. The system will run out of instructions after a finite time (having "reached $+\infty$ ") and then "returns to $-\infty$ " and resumes its journey.

It is now easy to make up a conservative set $Q$ for which there are infinitely many honest processes satisfying the forward equations ${ }^{1}$ (and so also the backward equations). By Theorem 10, $\boldsymbol{n}(\lambda I-Q)$ must contain at least two independent positive vectors, and also $\mathcal{F}$ must be dishonest. It is almost obvious that we can achieve this simply by combining two sets $Q$ of the type just considered. To be specific, let us now assign labels $(s, n)$ to the states, where $s=1,2$ and $n=\ldots,-1,0,1, \ldots$; denote the ( $s, n$ ) th coordinate of $x \in l$ by $x_{n}^{s}$, let $b_{n}^{s}>0$ and $\sum_{n} 1 / b_{n}^{s}<\infty$, and define $Q$ by

$$
q_{(r, m)(s, n)}=\left\{\begin{array}{cl}
+b_{m}^{r} & \text { if } r=s \text { and } n=m+1  \tag{8.3}\\
-b_{m}^{r} & \text { if } r=s \text { and } n=m, \\
0 & \text { otherwise } .
\end{array}\right.
$$

Then the operator $Q$ is given by

$$
(Q x)_{n}^{s}=b_{n-1}^{s} x_{n-1}^{s}-b_{n}^{s} x_{n}^{s}
$$

and its domain $\mathcal{D}(Q)$ consists of all $x$ with

$$
\sum_{s, n}\left|b_{n-1}^{s} x_{n-1}^{s}-b_{n}^{s} x_{n}^{s}\right|<\infty
$$

(such $x$ being automatically in $l$ ). We note that when $x \in \mathcal{D}(Q)$ the limits

$$
L^{s} x \equiv \lim _{n \rightarrow-\infty} b_{n}^{s} x_{n}^{s}, \quad U^{s} x=\lim _{n \rightarrow+\infty} b_{n}^{s} x_{n}^{s} \quad(s=1,2)
$$

exist, and that

$$
(e, Q x)=\sum_{s=1}^{2}\left(L^{s} x-U^{s} x\right)
$$

The reader will easily verify that both $\left(U_{\lambda}\right)$ and $\left(V_{\lambda}\right)$ have two independent positive solutions: ${ }^{2}$ for instance one solution $\zeta$ to $\left(U_{\lambda}\right)$ is given by

$$
\zeta_{n}^{1}=\prod_{\alpha=n}^{\infty}\left(\dot{1}+\frac{\lambda}{b_{\alpha}^{1}}\right)^{-1}, \quad \zeta_{n}^{2}=0
$$

[^4]Thus there must (by Theorem 10) be infinitely many honest processes satisfying the forward equations, and so also the backward equations; the construction of §6.2 gives one such process for each element of norm $\lambda^{-1}$ in $\eta^{+}(\lambda I-Q)$, and hence gives a one-parameter family of such honest processes. However, we will now show that there exists a family of such honest processes specified by two parameters $\varrho_{1}$ and $\varrho_{2}$, each lying between 0 and 1 (inclusive). The generator $\Omega$ of the typical process of this family is the restriction of $Q$ to the subset of $D(Q)$ on which

$$
\begin{aligned}
& L^{1} x=\varrho_{1} U^{1} x+\left(1-\varrho_{2}\right) U^{2} x, \\
& L^{2} x=\left(1-\varrho_{1}\right) U^{1} x+\varrho_{2} U^{2} x .
\end{aligned}
$$

It can be verified (by using the Hille-Yosida theorem, following the pattern laid down in [18] and [17]) that $\Omega$, for each choice of $\varrho_{1}$ and $\varrho_{2}$, generates an honest process such that $Q_{0} \subseteq \Omega \subseteq Q$. It can also be shown that the construction of $\S 6.2$ leads only to those processes of the above type for which $\varrho_{1}+\varrho_{2}=1$.

An informal description of these processes can be obtained by calculating the resolvent operator and thus the Laplace transforms $\psi_{i j}$ of the transition probability functions $p_{i j}$ (cf. [17]). The states of the system are of two types, ( $1, n$ ) and ( $2, n$ ), belonging to "flashes" of the kind described at the beginning of this paragraph; the mean times spent in $(1, n)$ and $(2, n)$ are $1 / b_{n}^{1}$ and $1 / b_{n}^{2}$. The system, initially in some state ( $1, n$ ) or ( $2, n$ ), runs through flash 1 or flash 2. The constants $\varrho_{1}$ and $\varrho_{2}$ specify the behaviour of the system when it has come to the end of a flash ("arrived at $+\infty$ "): from " $+\infty$ " in flash 1 it goes immediately

$$
\left\{\begin{array}{l}
\text { to } "-\infty " \text { in flash } 1 \text { with probability } \varrho_{1} \\
\text { to } "-\infty " \text { in flash } 2 \text { with probability } 1-\varrho_{1}
\end{array}\right\}
$$

and similarly it goes from the end of flash 2 to the beginning of flash 2 or flash 1 with probabilities $\varrho_{2}$ and $1-\varrho_{2}$. In the special case when $\varrho_{1}+\varrho_{2}=1$, the behaviour of the system after it has run out of instructions does not depend on whether it was previously in flash 1 or flash 2: it then begins flash 1 or flash 2 with probabilities $\varrho_{1}$ and $\varrho_{2}$. This indicates why the construction of $\S 6.2$ does not in general yield all processes satisfying the forward equations: it fails to distinguish between different ways of "escaping to infinity" or "running out of instructions".
8.3. Failure of the Kolmogorov equations. When $Q$ is conservative, the backward equations hold for every $Q$-process; the forward equations will fail whenever $\mathcal{F}$ is dishonest and we apply the construction of $\S 5.1$ to $\mathcal{F}$.

When $Q$ is non-conservative, the backward equations cannot hold for an honest $Q$-process. The last example in $\S 8.1$ illustrates this possibility, and indeed there the forward equations do hold.

Processes for which the backward and forward equations both fail can of course be constructed in a trivial manner by combining two independent processes of the two kinds just mentioned. A simpler and perhaps more interesting example is the following. The states are labelled $\omega$ and $\ldots,-1,0,1, \ldots$; we then take $b_{n}>0$ with $\sum 1 / b_{n}<\infty$ and define $Q$ by

$$
\left.\begin{array}{ll}
q_{i i}=-b_{i}, & q_{i, i+1}=+b_{i} \quad(i=\cdots,-1,0,1, \ldots),  \tag{8.4}\\
q_{\omega \omega}=-1, & q_{i j}=0 \text { otherwise. }
\end{array}\right\}
$$

Then $Q$ is non-conservative, because $\sum_{\alpha} q_{\omega x}=-1$, and $\left(U_{\lambda}\right),\left(V_{\lambda}\right)$ have non-trivial positive solutions given by

$$
\begin{array}{ll}
\zeta_{\omega}=0, & \zeta_{i}=\prod_{-\infty}^{i-1}\left(1+\frac{\lambda}{b_{n}}\right), \\
\eta_{\omega}=0, & \eta_{j}=b_{j}^{-1} \prod_{j+1}^{\infty}\left(1+\frac{\lambda}{b_{n}}\right) .
\end{array}
$$

Thus there will be (as before) exactly one honest $Q$-process satisfying the forward equations, but we will now show that there is also an honest $Q$-process which does not satisfy the forward equations (nor, of course, the backward equations, $Q$ being non-conservative). Its generator $\Omega$ has domain $\mathcal{D}(\Omega)$ consisting of all
such that

$$
x \equiv\left\{x_{\omega} ; \ldots, x_{-1}, x_{0}, x_{1}, \ldots\right\}
$$

$$
\begin{equation*}
\sum_{-\infty}^{\infty}\left|b_{j-1} x_{j-1}-b_{j} x_{j}\right|<\infty \tag{8.5}
\end{equation*}
$$

and

$$
\begin{equation*}
L x \equiv \lim _{n \rightarrow-\infty} b_{n} x_{n}=x_{\omega} \tag{8.6}
\end{equation*}
$$

((8.5) implies that this limit exists, and therefore that $x \in l)$.
$\Omega$ is defined by

$$
\left.\begin{array}{l}
(\Omega x)_{\omega} \equiv U x-x_{\omega},  \tag{8.7}\\
(\Omega x)_{j} \equiv b_{j-1} x_{j-1}-b_{j} x_{j},
\end{array}\right\}
$$

where $U x \equiv \lim _{n \rightarrow+\infty} b_{n} x_{n}$. It can be shown that $\Omega$ generates a transition semigroup (an honest process); the necessary calculations are again similar to those in [17], and will be omitted. Now $\Omega$ is not a restriction of $Q$, because the vector $x$ given by

$$
x_{\omega}=1, x_{j}=b_{j}^{-1},
$$

is in $\mathcal{D}(\Omega)$, but $(Q x)_{\omega}=-1$ whilst $(\Omega x)_{\omega}=0$. Thus the process generated by $\Omega$ does not satisfy the forward equations; on the other hand it is a $Q$-process, as may be verified by calculating the resolvent operator $\Psi_{\lambda}$ and then using (3.15) and (3.16).

Once again it is possible to describe the above process $\mathscr{D}$, and also the (unique) honest $Q$-process $D^{\prime}$ which satisfies the forward equations, in an informal manner. For both processes, we have a flash (with states $\ldots,-1,0,1, \ldots$ and mean time $b_{j}^{-1}$ in state $j$ ) "coupled" to an extra state $\omega$. For the process $\bar{D}$, the system runs through the flash and then jumps at once to state $\omega$; it remains at $\omega$ for a mean time l, and then jumps back to the beginning of the flash and repeats its previous performance. For $\mathcal{D}^{\prime}$, the system remains in the "flash" states once it reaches them, i.e. as in §8.2 it jumps from the end of the flash to the beginning; if it is in state $\omega$, it remains there for a mean time 1, then jumps to the flash and never returns to $\omega$. The reader who is familiar with Doob's analysis [4] of the backward and forward equations in terms of sample function discontinuities will note that the sample functions for $\mathcal{D}$ have a right-hand discontinuity which is not a jump when the system leaves $\omega$, and a similar left-hand discontinuity when it reaches $\omega$; this explains the simultaneous failure of the forward and backward equations in probabilistic terms.
8.4. The birth-and-death process. This, our final example, can be made to exhibit each of the three combinations of uniqueness and non-uniqueness for problems (B) and (F) which were illustrated by the examples in §8.1. A further reason for discussing it here is that much attention has already been devoted to uniqueness problems for the birth-and-death process the most complete results being those recently announced by Karlin \& McGregor [14]. We shall show that the uniqueness criteria of Theorems 7 and 10 can be applied to give a very simple alternative derivation of these results.

Let $E$ be labelled as $0,1,2, \ldots$, and let

$$
b_{0} \geq 0, \quad b_{n}>0, \quad a_{n}>0 \quad(n \geq 1) ;
$$

we do not require that $b_{0}>0$. (The $b_{n}$ and $a_{n}$ will be "birth rates" and "death rates", the state label $n$ is the size of the "population"; when $b_{0}=0$, the state 0 will be absorbing so that population cannot recover once it has become extinct; when $b_{0}>0$, the population may "revive" through "immigration" at a rate $b_{0}$. See Feller ([7], pp. 371-3) for an explicit description of the system.) The conservative set $Q$ is now defined by

$$
\left.\begin{array}{ccc}
q_{00}=-b_{0}, \quad q_{i i}=-\left(a_{i}+b_{i}\right) & (i \geq 1)  \tag{8.8}\\
q_{i, i+1}=+b_{i}(i \geq 0), & q_{i, i-1}=+a_{i} & (i \geq 1) \\
q_{i j}=0 & \text { otherwise }
\end{array}\right\}
$$

The equations ( $U_{\lambda}$ ) and ( $V_{\lambda}$ ) are

$$
\left.\begin{array}{crl}
\left(\lambda+b_{0}\right) \zeta_{0}=b_{0} \zeta_{1}, & \\
\left(\lambda+a_{n}+b_{n}\right) \zeta_{n}=a_{n} \zeta_{n-1}+b_{n} \zeta_{n+1} & & (n \geq 1) ;  \tag{8.10}\\
\left(\lambda+b_{0}\right) \eta_{0}=a_{1} \eta_{1}, & \\
\left(\lambda+a_{n}+b_{n}\right) \eta_{n}=b_{n-1} \eta_{n-1}+a_{n+1} \eta_{n+1} & & (n \geq 1) .
\end{array}\right\}
$$

We rewrite (8.9) (for $n \geq 1$ ) as

$$
\begin{equation*}
b_{n}\left(\zeta_{n+1}-\zeta_{n}\right)=\lambda \zeta_{n}+a_{n}\left(\zeta_{n}-\zeta_{n-1}\right) \tag{8.11}
\end{equation*}
$$

When $b_{0}=0, \zeta_{0}=0$ and $\zeta_{1}$ is arbitrary, and $\zeta_{2}, \zeta_{3}, \ldots$ are then uniquely determined; when $b_{0}>0, \zeta_{0}$ is arbitrary and $\zeta_{1}, \zeta_{2}, \ldots$ are then determined. We take $\zeta_{1}=1$ when $b_{0}=0$ and $\zeta_{0}=1 \quad\left(\right.$ hence $\left.\zeta_{1}=1+\frac{\lambda}{b_{0}}\right)$ when $b_{0}>0 ;$ in either case, $\zeta_{1}>\zeta_{0} \geq 0$ and an easy induction from (8.11) shows that $\zeta_{n+1}>\zeta_{n}(n \geq 1)$. We have then to decide whether $\zeta_{n}$ is bounded; if it is, then $\left(U_{\lambda}\right)$ has a non-trivial solution.

For the second set of equations, (8.10), we sum the first $(n+1)$ equations and write $\sigma_{n} \equiv \eta_{0}+\cdots+\eta_{n}$. This leads to

$$
\begin{align*}
\left(\lambda+a_{1}+b_{0}\right) \sigma_{0} & =a_{1} \sigma_{1}  \tag{8.12}\\
a_{n+1}\left(\sigma_{n+1}-\sigma_{n}\right) & =\lambda \sigma_{n}+b_{n}\left(\sigma_{n}-\sigma_{n-1}\right)
\end{align*} \quad(n \geq 1) . ~\{~
$$

Taking $\sigma_{0}=1$, we see by induction that $\sigma_{n+1}>\sigma_{n}\{(n \geq 0)$. We have to decide whether (8.10) has a non-negative solution] with $\sum \eta_{j}<\infty$ i.e. whether $\sigma_{n}=\eta_{0}+\cdots+\eta_{n}$ is bounded; if it is, then ( $V_{\lambda}$ ) has a non-trivial solution.

It is now clear that (8.11) and (8.12) can be treated together by means of

Lemma 7. Suppose that $f_{n}>0, g_{n}>0$ for $n \geq 1$, that $0 \leq z_{0}<z_{1}<z_{2}<\cdots$, and that

$$
\begin{equation*}
z_{n+1}-z_{n}=f_{n} z_{n}+g_{n}\left(z_{n}-z_{n-1}\right) \tag{8.13}
\end{equation*}
$$

for $n \geq 1$. Then $z_{n}$ is bounded if and only if

$$
\sum_{n=1}^{\infty}\left(f_{n}+g_{n} f_{n-1}+\cdots+g_{n} g_{n-1} \ldots g_{2} f_{1}+g_{n} \ldots g_{2} g_{1}\right)<\infty
$$

Proof. Repeated applications of (8.13) give

$$
\begin{aligned}
z_{n+1}-z_{n}=f_{n} z_{n}+g_{n} f_{n-1} z_{n-1} & +\cdots+ \\
& +g_{n} g_{n-1} \ldots g_{2} f_{1} z_{1}+g_{n} \ldots g_{2} g_{1}\left(z_{1}-z_{0}\right) .
\end{aligned}
$$

Hence

$$
\begin{aligned}
z_{n+1}-z_{n} & \leq\left(f_{n}+g_{n} f_{n-1}+\cdots+g_{n} \ldots g_{2} f_{1}+g_{n} \ldots g_{2} g_{1}\right) z_{n} \\
& =F_{n} z_{n} \quad \text { say } ;
\end{aligned}
$$

on the other hand,

$$
z_{n+1}-z_{n} \geq F_{n}\left(z_{1}-z_{0}\right)
$$

These two inequalities give

$$
z_{1}+\left(z_{1}-z_{0}\right) \sum_{k=1}^{n-1} F_{k} \leq z_{n} \leq z_{1} \prod_{k=1}^{n-1}\left(1+F_{k}\right) \quad(n>1)
$$

and this implies that $z_{n}$ is bounded if and only if $\sum_{1}^{\infty} F_{k}<\infty$, as asserted.
To apply the lemma to (8.11) take $z_{n}=\zeta_{n}, f_{n}=\lambda / b_{n}, g_{n}=a_{n} / b_{n}$. Then

$$
\begin{equation*}
F_{n}=\lambda\left(\frac{1}{b_{n}}+\frac{a_{n}}{b_{n} b_{n-1}}+\cdots+\frac{a_{n} \ldots a_{2}}{b_{n} \ldots b_{2} b_{1}}\right)+\frac{a_{n} \ldots a_{1}}{b_{n} \ldots b_{1}} . \tag{8.14}
\end{equation*}
$$

The convergence of $\sum F_{n}$ does not, of course, depend on the choice of $\lambda>0$, nor is it affected by omitting the last term $\left(a_{n} \ldots a_{1}\right) /\left(b_{n} \ldots b_{n}\right)$ in (8.14). Thus $\zeta_{n}$ in (8.11) is bounded if and only if $R<\infty$, where

$$
\begin{equation*}
R \equiv \sum_{n=1}^{\infty}\left(\frac{1}{b_{n}}+\frac{a_{n}}{b_{n} b_{n-1}}+\cdots+\frac{a_{n} \ldots a_{2}}{b_{n} \ldots b_{2} b_{1}}\right) . \tag{8.15}
\end{equation*}
$$

Similarly we apply the lemma to (8.12) by taking $z_{n}=\sigma_{n}, f_{n}=\lambda / a_{n+1}$ and $g_{n}=b_{n} / a_{n+1}$. Then

$$
\begin{equation*}
F_{n}=\lambda\left(\frac{1}{a_{n+1}}+\frac{b_{n}}{a_{n+1} a_{n}}+\cdots+\frac{b_{n} \ldots b_{2}}{a_{n+1} \ldots a_{2}}\right)+\frac{b_{n} \ldots b_{1}}{a_{n+1} \ldots a_{2}} \tag{8.16}
\end{equation*}
$$

again the convergence of $\sum F_{n}$ does not depend on the choice of $\lambda$, and also we may change the last term in (8.16) to $\left(b_{n} \ldots b_{1}\right) /\left(a_{n+1} \ldots a_{2} a_{1}\right)$. Thus $\sigma_{n}$ in (8.12) is bounded (equivalently, $\eta_{n}$ in (8.10) satisfies $\sum \eta_{n}<\infty$ ) if and only if $S<\infty$, where

$$
\begin{equation*}
S \equiv \sum_{n=1}^{\infty}\left(\frac{1}{a_{n+1}}+\frac{b_{n}}{a_{n+1} a_{n}}+\cdots+\frac{b_{n} \ldots b_{1}}{a_{n+1} \ldots a_{2} a_{1}}\right) . \tag{8.17}
\end{equation*}
$$

Finally, we show that $R$ and $S$ are both finite if and only if $T$ is finite, where

$$
\begin{equation*}
T \equiv \sum_{n=1}^{\infty}\left(\frac{a_{n} \ldots a_{2}}{b_{n} \ldots b_{2} b_{1}}+\frac{b_{n} \ldots b_{1}}{a_{n+1} \ldots a_{2} a_{1}}\right) . \tag{8.18}
\end{equation*}
$$

Certainly $T$ is finite if $R$ and $S$ are, because $T \leq R+S$. On the other hand, we may write

$$
\begin{aligned}
R & =\sum_{1}^{\infty} \frac{a_{n} \ldots a_{2}}{b_{n} \ldots b_{2} b_{1}}\left(1+\frac{b_{1}}{a_{2}}+\cdots+\frac{b_{1} \ldots b_{n-1}}{a_{2} \ldots a_{n}}\right), \\
S & =\sum_{1}^{\infty} \frac{b_{n} \ldots b_{1}}{a_{n+1} \ldots a_{2} a_{1}}\left(1+\frac{a_{1}}{b_{1}}+\cdots+\frac{a_{1} \ldots a_{n}}{b_{1} \ldots b_{n}}\right) .
\end{aligned}
$$

If $T$ is finite, then $\sum\left(a_{n} \ldots a_{2}\right) /\left(b_{n} \ldots b_{1}\right)$ and $\sum\left(b_{n} \ldots b_{1}\right) /\left(a_{n+1} \ldots a_{1}\right)$ both converge, and the factors

$$
1+\cdots+\frac{b_{1} \ldots b_{n-1}}{a_{2} \ldots a_{n}}, \quad 1+\cdots+\frac{a_{1} \ldots a_{n}}{b_{1} \ldots b_{n}}
$$

are both bounded; hence $R$ and $S$ are finite.
A complete classification of birth-and-death processes can now be given.
Theorem 11. Let the conservative set $Q$ be defined by (8.10), and let $R, S$ and $T$ be defined by (8.16)-(8.18).
(i) If $R=\infty$, there is exactly one $Q$-process; it is honest and satisfies the forward equations.
(ii) If $R<\infty$ and $S=\infty$, there are infinitely many $Q$-processes. Only one of these satisfies the forward equations, but it is dishonest.
(iii) If $R<\infty$ and $S<\infty$, equivalently if $T<\infty$, there are infinitely many $Q$-processes satistying the forward equations. Exactly one of these is honest.

Remarks (1). The backward equations hold in all cases because $Q$ is conservative.
(2). The criteria have been stated so as not to involve $b_{0}$. They can (as should be clear from their derivation) be modified so as not to involve any pre-assigned finite subset of the coefficients $a_{n}$ and $b_{n}$.
(3). The criterion " $R=\infty$ " for uniqueness of $Q$-processes is due to Dobrušin [3], who obtained it from Feller's conditions [6] for the honesty of the minimal $Q$-process $\mathcal{F}$; the method by which we have derived it is due to Kendall (unpublished).
(4). The criterion " $T<\infty$ " for the existence of infinitely many $Q$-processes satisfying the forward equations was found (for $b_{0}>0$ ) by Karlin \& McGregor [14].
(5). The first example (with $b_{0}=0$ ) of case (iii) was found by Ledermann \& Reuter [20]. They showed, by explicit construction of the transition probabilities $p_{i j}(t)$, that for a suitable choice of the $a_{n}$ and $b_{n}$ there can exist an honest $\mathcal{Q}$-process satisfying the forward equations even when $\mathcal{F}$ is dishonest. It is clear from the definition (8.18) of $T$ and from (iii) of Theorem 11 that this is most likely to occur when both $a_{n}$
and $b_{n}$ grow rapidly with $n$, with $b_{n}$ slightly larger than $a_{n}$. Taking

$$
\begin{aligned}
b_{n+1} / b_{n} & =1+\varrho n^{-1}+O\left(n^{-2}\right) \quad(\varrho>0) \\
b_{n} / a_{n} & =1+\sigma n^{-1}+O\left(n^{-2}\right)
\end{aligned}
$$

as in [20], simple computations show that case (iii) occurs if and only if $\varrho-1>\sigma>1$ (i.e. for a slightly larger range than that used in [20], Th. 10); a suitable choice of $a_{n}, b_{n}$ would be $a_{n}=n^{4}, b_{n}=n^{2}(n+1)^{2}$ (so that $\varrho=4, \sigma=2$ ).

## References

[1.] D. G. Austin, On the existence of the derivative of Markoff transition probability functions. Proc. Nat. Acad. Sci. U.S.A., 41 (1955), 224-226.
[2]. K. L. Chung, Some new developments in Markov chains. Trans. Am. Math. Soc., 81 (1956), 195-210.
[3]. R. L. Dobrušin, On conditions of regularity of stationary Markov processes with a denumerable number of possible states. Uspehi Matem. Nauk (N. S.), 7 (1952), 185-191.
[4]. J. L. Doob, Markoff chains-denumerable case. Trans. Am. Math. Soc., 58 (1945), 455-473.
[5]. -- Stochastic Processes. New York \& London, 1953.
[6]. W. Feller, On the integro-differential equations of purely discontinuous Markoff process. Trans. Am. Math. Soc., 48 (1940), 488-515; ibid., 58 (1945), 474.
[7]. --, An Introduction to Probability Theory and Its Applications, I. New York \& London, 1950.
[8]. --, Boundaries induced by non-negative matrices. Trans. Am. Math. Soc., 83 (1956), 19-54.
[9]. --, On boundary conditions for the Kolmogorov differential equations (to appear).
[10]. E. Hille, Functional Analysis and Semi-Groups. New York, 1948.
[11]. --, On the generation of semi-groups and the theory of conjugate functions. Kungl. Fysiografiska Sällskapets $i$ Lund Förhandlingar, 21 (1952), No. 14.
[12]. --, Perturbation methods in the study of Kolmogorov's equations. Proceedings of the International Congress of Mathematicians (1954), Vol. III, 365-376.
[13]. A. Jensen, A Distribution Model. Copenhagen, 1954.
[14]. S. Karlin \& J. McGregor, Representation of a class of stochastic processes. Proc. Nat. Acad. Sci. 41 (1955), 387-391.
[15]. 'T. Kato, On the semigroups generated by Kolmogoroff's differential equations. J. Math. Soc. Japan, 6 (1954), 1-15.
[16]. D. G. Kendall, Some analytical properties of continuous stationary Markov transition functions. Trans. Am. Math. Soc., 78 (1955), 529-540.
[17]. --, Some further pathological examples in the the theory of denumerable Markov processes. Quart. J. of Math. Oxford (Ser. 2), 7 (1956), 39-56.
[18]. D. G. Kendall \& G. E. H. Reuter, Some pathological Markov processes with a denumerable infinity of states and the associated semigroups of operators in $l$. Proceedings of the International Congress of Mathematicians (1954), Vol. 1II, 377-415.
[19]. A. N. Kolmogorov, On the differentiability of the transition probabilities in stationary Markov processes with a denumerable number of states. Moslov. Gos. Univ. Učenye Zapiski Matematika, 148 (1951), 53-59.
[20]. W. Ledermann \& G. E. H. Reuter, Spectral theory for the differential equations of simple birth ard death processes. Phil. Trans. Roy. Soc. London (Ser. A), 246 (1954), 321-369.
[21]. P. Lévy, Systèmes markoviens et stationnaires; cas dénombrable, Ann. Sci. École Norm. Sup. (3), 68 (1951), 327-381.
[22]. G. E. H. Reuter, A note on contraction semigroups. Math. Scand., 3 (1956), 275-280.
[23]. G. E. H. Reuter \& W. Ledermann, On the differential equations for the transition probabilities of Markov processes with enumerably many states. Proc. Camb. Phil. Soc., 49 (1953), 247-262.
[24]. K. Yosida, On the differentiability and the representation of one-parameter semi-groups of linear operators. J. Math. Soc. Japan, 1 (1948), 15-21.
[25]. - An operator-theoretical treatment of temporally homogeneous Markoff process. Ibid., 1 (1949), 244-253.


[^0]:    ${ }^{1}$ We write $x \geq 0$ when $x_{\alpha} \geq 0$ (all $\alpha \in E$ ), and $x>0$ when $x \geq 0$ and $x \neq 0$.

[^1]:    1 The existence of $p_{i j}^{\prime}(0)$ and $d_{i}^{\prime}(0)$ is of course known already (Kolmogorov [19], Kendall [16]), but it will follow independently from our proof in the present special case.

[^2]:    ${ }^{1}$ The state space $E$ will temporarily be labelled $1,2,3, \ldots$.

[^3]:    1 As in Kendale [16].

[^4]:    ${ }^{1}$ The existence of such sets $Q$ was discovered by Kendalc [17]. The present example, also due to Kendall (unpublished), is simpler but less drastic.
    ${ }^{2}$ In Kendsll's example [17], both equations have countably many independent positive solutions.

