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SYMMETRY 

1. Introduction 

Let X = ( X 1 , X  2 ..... Xn) be a random n-vector with spherical symmetry, tha t  is, a 

random variable taking values in Euclidean n-space R n with the property that,  if A is 

any measurable subset of R n, and A' is obtained from A by rotation about the origin, then 

P ( X e A )  = P ( X e A ' ) .  

Then the distribution of X is determined by that  of its length 

and in particular the characteristic function of X is given by 

r = E(e ~t x) = E(e~tx cos % (1) 

where t = ] t ], and 0 is the angle between the vectors t and X. Clearly 0 and X are inde- 

pendent, 0 having the distribution which a uniformly distributed unit vector makes with 

a fixed axis. 

I t  is readily shown that,  when n ~> 2, 2 = cos 0 has a probability density 

( �89  1)! . .  
/n(2)= ~ 2 n - ~ ! ~ 1 - 2 2 ) � 8 9  (-I~<X~<I) .  (2) 

Hence, for any complex u, 

E(eiUCosO)= ( 1 n - l )  [ flle,=.(a_ , dZ 
: ~ ( � 8 9  ~)! 

= J�89 (�89189 - 1)! 

by the Poisson integral ([16], 48) for the Bessel function J .  (.). 
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I t  will be convenient to write 

n = 2(1 +s), (3) 

and to recall the Bessel function As(" ) defined by 

As(u) =Js(u)  s! ([u) -s = ~ ( - 1) T (�89 (s + r)! (4) 
r = 0  

(ef. [10]). Then equation (1) takes the form 

(I)(t) = E { i s ( t X ) } .  (5) 

When n = l ,  X is simply a real random variable with a symmetric distribution, and so 

(I)(t) = E(�89 e ~tX § �89 e-itx~ = E (cos tX),  

which is of the form (5) since 

A_ �89 = cos u. (6) 

Now let X,Y be two independent random n-vectors with spherical symmetry,  and 

let Z = X  § Then Z clearly also has spherical symmetry,  and since 

E(e ~t'z) = E(e it" x) E(eit" Y), 

it follows from (5) tha t  

E(A:( tZ)}  = E (A: ( tX ) }  E(As( t  Y)} (7) 

for all t>~0. Thus, if we are considering problems involving the addition of independent, 

spherically symmetric random vectors, we can work wholly in terms of the distributions 

of length, using instead of the usual characteristic function a radial characteristic ]unction 

defined by  

~( t )  = E(As( tX)} .  (8) 

This device has been used by a number  of writers; see for instance [12]. We shall see tha t  

the radial characteristic function possesses many  of the properties usually associated with 

the familiar univariate characteristic function. 

I t  has been pointed out by Haldane [9] tha t  it is possible to work from the beginning 

with the lengths of the random vectors by  using the following procedure. I f  Z = X §  

then the length of Z is given by  

Z 2 = X 2 + y2 + 2 X  Ycos0, (9) 

where 0 is now the angle between X and Y. By spherical symmetry,  0 is independent of 

(X, Y), and A = cos0 has (for n ~> 2) the probabili ty density (2). Thus, if we know the distri- 

butions of X and Y we can use (9) to compute tha t  of Z. 
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More generally, let F be any distribution function on [ - 1 ,  1]. Then, if X, Y are 

independent, non-negative random variables, we can construct a new random variable Z by 

Z = (X 2 + y2 + 22X Y) �89 (10) 

where 2, independent of (X, Y), has the distribution function F.  This does not determine 

Z as a random variable (because of the arbi t rary choice of 2) but it does determine the 

distribution of Z, and indeed the joint distribution of X, Y,Z. A random variable con- 

structed in this way will be denoted by  

Z=XoY ,  (11) 

where it must  be emphasised tha t  the symbol o depends on the choice of the distribution F.  

The lack of definiteness in the definition of the symbol o forces us to make a convention 

about the interpretation of an expression containing the symbol more than once. We make 

the natural  convention tha t  the different 2 used in defining these symbols shall be in- 
dependent random variables. 

With this procedure a generalisation has been given of the addition of spherically 

symmetric random vectors, since if F has the density (2), then X o  Y can be interpreted 

as IX §165  where X and Y are independent and spherically symmetric with X = IX],  

Y=lYI. 
With the convention established above, we can construct from three independent non- 

negative random variables X, Y, Z the two expressions 

Xo(YoZ) and (Xo Y)oZ. 

In  the random walk case, these are both representations of I X § 1 6 5  + Z ], and therefore have 

the same distribution, and indeed the same joint distribution with X, Y,Z. Haldane has 

observed that  this associativity property does not hold for general F, and has shown 

tha t  the assumption tha t  the two expressions have the same distribution gives relations 

between the cumulants of F such tha t  exactly one of these can be specified arbitrarily. 

(For a rather  different, but  related, associativity property we refer to [15]). 

The object of the present paper  is to s tudy the operation o in those cases for which 

the associativity property holds. These depend on a single real parameter  n, and may  

naturally be interpreted as describing random walks in a space whose dimension n can take 

any real value in 1 ~< n ~< ~ .  Thus, for instance, we can give a meaning to a random walk 

with spherical symmetry  in 2�89 dimensions, and the resulting process will be in a sense 

intermediate between those in 2 and 3 dimensions. 

I t  will prove to be possible to construct for these processes analogues of many  of the 

results known for ordinary random walks. Thus we can consider analogues of the central 
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limit theorem, of stable and infinitely divisible distributions, of P61ya's theorem, and of 

Brownian processes. Walks in different numbers of dimensions will be connected by  a 

projection procedure. As well as being relevant to probabil i ty theory, the results obtained 

give an interpretation for some well-known formulae involving Bessel functions of general 

order. 

2. The assoeiativity condition 

We shall say tha t  the distribution function F on [ -  1, 1] is associative if, whenever 

X, Y, Z are independent non-negative random variables, we have 

X o ( Y o Z )  - ( X o  Y ) o Z ,  (12) 

where the sign - denotes equality of distribution. The object of this section is to identify 

those F which are associative. 

LEMMA 1. I]  F is associative then, whatever the constants x , y  >~0, 

2y +/tx - tt(x 2 +y2 + 2~txy) �89 (13) 

where 2,tt are independent with distribution ]unction F.  

I]  G(u) = E(e 'u~') = (1 e ' ~  dF(2), (14) 
j -  1 

G(x) G(y) = f i lG{(x2 + y2 + 22xy)�89 dF(2), (15) then 

and, whenever t >1 0 and X ,  Y are independent, 

Proo[. 

Z = z. Then 

E{G( tX)}  E{G(t  Y)} = E{G[ t (Xo  Y)]}. (16) 

In  equation (12), take X, Y , Z  to be the sure random variables X =x ,  Y = y ,  

where 2,tt are independent with distribution function F. Subtracting the constant x 2 + y2+ 

z 2 and dividing by  2z, we have 

~y + #x(1 + 22y/z + y~/z 2) ~ "- 2xy/z + tt(x 2 + y2 + 2~xy)�89 

As z-> ~ ,  both sides converge in probability, and hence in distribution. Hence 

2y + # x  - tt (x 2 + y2 + 22xy) �89 

proving (13). Taking characteristic functions, 

x 2 + (y2 + z 2 + 2,~yz) + 2ttx(y 2 + z 2 + 22yz)�89 

- (x 2 + y~ + 22xy) + z 2 + 2ttz(x 2 + y2 + 22xy)�89 
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E(e ~au) E(e ~"x ) = E{exp [itt(x ~ +y2 + 22xy)�89 

which is equivalent to (15), and (16) follows at  once. 

The significance of (16) is tha t  it shows tha t  E{G(tX)} plays the role of a characteristic 

function for o, (16) being the exact analogue of the formula 

E(e ~x) E(e itr) = E(eU(X + r)). 

Before using Lemma 1 to identify all the associative F,  we note two special cases for 

which (13) holds. 

Case 1. I f  the distribution of 2 is concentrated at 2 =  1, then both sides of (13) a r e  

concentrated at x + y .  We have 

In  this case 

and F is obviously associative. 

G ( u )  = e '~. 

X o  Y = X  § Y, 

Case 2. I f  the distribution of 2 is concentrated at 2 = 0 ,  then both sides of (13) are 

concentrated at  0. Then 

G(u) = 1, 

( Z o  y)2 = X 2 §  y2. and 

Again F is clearly associative. 

No other degenerate F are associative, since if F concentrates probabili ty 1 at ~ =a ,  

(13) implies that  

a(x + y) = a(x e + y2 + 2axy)�89 

i.e. a(1 - a ) x y  = O, 

so tha t  a = 0 or 1. 

In  the following analysis, we shall assume tha t  Cases 1 and 2 have been excluded. First 

consider the equation (15) for fixed positive x. From (14), the left hand side is the restric- 

tion to y >~0 of an entire function of the complex variable y. The right-hand side can be 

continued to a regular function of y in I Yl < x, by  taking the branch of 

(x2 +y2 + 2,~xy)�89 

which is positive on 0 < y < x  and single-valued in [Yl <x;  this is possible because all the 

zeros of 

x~+y2+22xy 

lie on [y[ =x.  I t  follows tha t  (15) holds for all y in [Yl <x .  

In  particular, if we let y - + - x  through points in l Y] < x, we get 
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f ; G(x) G( - x) = l im G{(x 2 + y2 + 22xy)t} dF(2)  = G{x(1 - 2 )  1/2} dF(2)  
1 1 

because  of our  choice of the  b ranch  of (xZ+y2+22xy)  �89 This las t  equa t ion  holds for all  

posi t ive  x, and  since bo th  sides can be cont inued  to  ent i re  funct ions  of x, i t  follows t h a t  

for  all complex  x, 

O(x) G( - x) = j ~ l a ( x ( 1  - 2) V2} dF(2).  (17) 

Hence  the  r ight  h a n d  side m u s t  be an even funct ion  of x, and  so, for each odd  in teger  n, 

i t s  n t h  de r iva t ive  vanishes  a t  x = 0. Thus  

f :12�89 2)"G (") (0) dF(2)  = 0 ,  

and  so, since if we exclude Case 1 

l l ( 1  - -  > 0 ,  2)"dF(2) 

we have  G(n)(0)=0 for each odd  n. Therefore  G is an  even funct ion.  

I t  follows tha t ,  excluding Case 1, all  the  associat ive d i s t r ibu t ion  funct ions  F are  

symmet r i c .  Not ice  t h a t  all  t he  mome n t s  of F are  finite,  and  wri te  

M ,  = E(22"). 

Since we are excluding Case 2, we have  

0 < M .  E 1 (18) 

for  all n. F r o m  (13), 

E(2y + ttx) 2" = E#~'~ E(x  2 + y2 + 22xy)L 

This holds for all  x,y>~O, and  so is a po lynomia l  i d e n t i t y  in x, y. E q u a t i n g  coefficients of 

x 2 y  2n-2 ' 

E(�89 - 1)2~n-z# ~) = i n  E(n + �89 - 1) (22)z), 

which simplifies to  

(2n -- 1 ) M , _  1 = 2M,(�89 1 + n  - 1). 

Because of (18) we can define s b y  

�89 = s + I ,  

and  then  - �89 ~ s < ~ .  

Then  My = M n _  1 �89 - 1)/(n +s) ,  

(19) 
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Hence  

where As(u) is defined by  (4). The Poisson integral  

A~(u) - : ~ � 8 9  �89 1 e~'~(1 - '~)s-  �89 d~ 

([16], 48) shows tha t ,  when s > - �89 F is g iven b y  

8! 
dF(2) ~ � 8 9  �89 ( 1 -  ~*)S-�89 d~ 

When  8 = - �89 A~(u) = cosu  = �89 *u + �89 -*u, 
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Ms -- 2-n(2n - 1) (2n - 3 ) . . .  1/(n + s ) ( n  +8 - 1)... (s + l) 

= 2-2~(2n)!s!/n! (n +8)!. 

8)!( - ~u2) ~ = As(u), 
n=o~b!(n-~ n~O 

(8>  - �89 

17 

/or all t > 0, then H 1 = H 2. 

so t h a t  F assigns probabi l i ty  �89 to  each of the  values _ 1. 

We have  now shown t h a t  the  characterist ic  funct ion G(u) of any  associat ive F mus t  

have  one of the  forms 

e iu, 1, As(u) ( - �89 < 8 < oo). 

To complete  this section we show t h a t  all such F are associative,  and to do this we need 

the  following uniqueness result, which will be used continually t h r o u g h o u t  this paper .  

L E M M A 2. I /  --�89 <~ 8 < c% and i / H 1 ,  H 2 are two (r ight-cont inuous)dis tr ibut ion/unct ions  

on [0, ~ )  sat is /ying 

f :  A~(tx) dHi(x) = yoAs(tx) dH~(x ) (21) 

Proo/.  According to  a theorem of Weber  ([16], 394), we have,  for all 8>~- �89 a>~O, 

p > 0 ,  

ts+ l js(at)  e -pu" dt = aS(2p2) -~-1 e -a'/a~' 

which m a y  be wr i t ten  as 

fo ~t~+lAs(at)  e -p~t~ dt p-~(~+l) e-a,14~,. (22) 

I f  we in tegra te  the left  hand  side with respect  to  dHj(a) (] = 1,2) and  use Fubin i ' s  theorem,  

we get, b y  (21), an  expression independent  of ?'. Hence  

2 -- 632917. Acta mathematlca. 109. I m p r i m ~  le 28 m a r s  1963. 

( -  1 < ~ t <  1). (20) 
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~: e-a'14P" dHl(a) ~ ~:e-a'/4p~ dH2(a) 

for all p > 0 ,  and hence, by the uniqueness theorem for Laplace transforms, ([17], 63), 

H 1 = H  a. 

We are now in a position to prove the basic theorem giving necessary and sufficient 

conditions for a distribution function F to be associative. 

THEOREI~ 1. F is associative i/ and only i/ it is concentrated at 0 or at 1, or i/, for 

some s in - �89  <~s< ~ ,  

= flle'  dP( )= (23) 

In  the latter case, i / s  = - 1 ,  F assigns probability �89 to each o/the values • 1, and i/ s > - �89 

F is given by (20). 

Proo/. We have already proved that,  if F is associative, then one of the above alter- 

natives holds. We have also proved that  if F is concentrated at 0 or at 1, it is associative. 

Hence it suffices to prove that,  if F is given by (23), it is associative. 

According to a theorem of Gegenbauer ([16], 367) we have, for s > -�89 

2S(s - �89 z�89 -s Js(x) y_S Js(Y) 

= ( x 2 + y ~ - 2 x y  cos O)-�89247 cos 0) �89 sin2SOdO. 
0 

Putting ~ = - c o s  0, this may be reduced to 

As(x) As(y) = f : lA~((x  ~ + y~ + 22xy)�89 dF(~), (24 

where dF(2) is given by (20). If s = - �89  this still holds, following now from 

cos x cos y = �89 cos (x + y) + �89 cos ( x -  y). 

As in Lemma 1, (24) shows that,  for any independent non-negative random variables 

X, Y, 

E (As[t( X o Y)]} = E (A~(tX) } E (is(t  Y) }. 

Hence, if X,  Y , Z  are independent, and if 

W 1 = X o ( Y o Z ) ,  W~ = (Xo  Y)oZ,  

it follows that  

E(A~(tW1)} : E(A~(tX)} E(A~(t Y)} E(h~(tZ)} = E(A~(tW2)}. 

Hence, by Lemma 2, W1 -'- W2, and the theorem is proved. 
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3. Symmetric random walks 

I t  has now been shown that  the only operations of the form o which are associative 

are those for which F has one of the forms given in Theorem 1. If  we exclude for the moment 

the two cases in which F is degenerate, then the possible F depend on a single parameter 

s taking all real values in - �89 ~< s < ~ .  Equivalently, if we write 

n =2(1 +s), 

they depend on the parameter n taking values in 1 ~< n < ~ .  Notice that  if n is a positive 

integer ( :~ 1) the distribution function F has the density/n defined by (2). 

When F is such that  fl- e~u~dF('~)=As(u)' 1 
n 

we shall denote the operation o by O ,  and where no confusion arises, we shall sometimes 

drop the n. (Whenever n and s are used together, they will always be connected by n = 

2(1 +s).) When n is an integer, the random variable 

can be interpreted as the length of the sum of two independent spherically symmetric 

n-vectors whose lengths are given by the random variables X,  Y. Thus the operation Q 

is a generalisation of this procedure to the ease when n is no longer an integer. This may 

be regarded as a justification for the following terminology. 

Any one of the equivalent random variables 

n 

X |  

will be called a radial sum in n dimensions of the two (independent non-negative) random 

variables X,  Y. Since the operation Q is associative, we may define unambiguously (up 

to distribution conditional on X,  Y,Z)  sums like 

n 

x |  Y Q z  

(but not sums like 

unless m = n). 

In  particular, let X1, X2, ... be independent non-negative random variables with the 

same distribution, and let 
~ n n 

s,, = x l | 1 7 4  ...| (25) 
Then the process 

{So = O, S1S~ ..... } 
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will be called a symmetric random walk in n dimension~. When n is an integer, this accords 

with the usual definition, so long as "symmetr ic"  is taken to mean "spherically sym- 

metric" and Sm is regarded as the distance from the origin after m steps. 

A little care is needed in the formal definition of the process {Sin} because of the 

random elements implicit in the definition of G .  We take as sample space ~ the Cartesian 

product of countably many  intervals [0, c~) with countably many  intervals [ - l ,  l], the 

probabili ty measure P being defined on ~ as the product of the distribution of the X~ 

on each of the first set of intervals together with the distribution F on each of the second 

set. I f  the typical point eo of f2 has components 

Xl(o~), X~(oJ) .... ; 2,(o~), 22(~o) . . . . .  

then 8m(~O ) is defined inductively by 

So(~O) = 0 ,  

Sm+i(r = {S~m(m) + X~+1(~o) + 22~(to) Sm(~O) Xm+~(eO)} ~. (26) 

From this it is evident that {Sin(m)} is a Markov process with stationary transition proba- 

bilities. 

I t  is a consequence of the associativity of O tha t  we can write 

n 
Sin+, ----" S , , |  

where S(~ m) is defined inductively on r by  

8(o m~ = O, 

2 (m) �89 --r+~c(m~ = {S(m~ + X~+~+t + 22~+~S~ X~+~+I} �9 

:Notice tha t  S~ and S(~ m) are independent. In  fact, we can go further and prove tha t  

S,,,+~ = {S~ + S(/'~2 + 21~,,,. ~SmS(/'~ �89 (27) 

where #~.~=#m.~(oJ) is independent of S,,,,S(r ~ and has the distribution function F. The 

proof is elementary but  tedious, and will be omitted. I f  n is an integer, 

and Sm= I Xl +..- +Xm[, 

then  the interpretation of Pro. ~ is as the cosine of the angle between the vectors 

X 1-4-... -~- Kin, Kin+ 1-4- ... -}- Kin+ r. 

Before going on to study in detail the properties of symmetric random walks we must  

consider the two degenerate cases which have been excluded. Consider first the distribution 

:[unction F which concentrates all probabili ty at  2 = 0. I f  we look at the probabili ty distri- 

bution (20), we see that ,  as s increases, it becomes more and more peaked, and so ~ becomes 
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more and more concentrated at  zero. The characteristic function A~(u) does in fact tend 

to 1 as s--> ~ ,  as can easily be seen from its power series expansion (4). Thus the degenerate 

ease), = 0  can be regarded as a limiting situation as the dimension n tends to infinity. We 

shall, however, continue to exclude this Case from consideration, because many  of the 

results which we shall obtain do not apply to it. This is basically because the corresponding 

function G(u), being identically equal to 1, is essentially trivial, and the expression E{G(tX)} 

contains no information about the random variable X. 

The other degenerate F, which concentrates probabili ty at  ~ = 1, stands apart  from 

the other associative F in being asymmetric.  This corresponds to the fact that ,  in more 

than one dimension, there is no satisfactory way of defining a random walk with "posit ive" 

steps. 

From now on we shall exclude these two degenerate cases, and consider only the ope- 

ration + for 1 ~ n < co. The remainder of this paper is devoted to a s tudy of the main 

properties of symmetric random walks in a possibly non-integral number  of dimensions. 

As might be expected, many  of the results are very similar to those tha t  hold in an integral 

number  of dimensions, but  the familiar methods of proof are not always open to us. The 

analysis leans heavily on the idea of the radial characteristic function, and the next section 

is devoted to its most important  properties. 

4. The radial characteristic function 

I f  X is a non-negative random variable, and n >~ 1 a finite real number, we define 

the radial characteristic ]unction of X in n dimensions by 

"~x(t) = E(A~(tX)}, (28) 

where, as always, n and s are connected by  n=2(1  +8). This expectation always exists 

when t is real, since A~(u) is a characteristic function, and so 

[A~(u) ] ~< 1 (u real). (29) 

In  fact, n~v" x (t) = E(etatx), (30) 

where • is independent of X and has the probabili ty density (20) (unless n = 1, when 2 = ___ 1 

with equal probabilities). Since "~Fx(t) is an even function of t, we shall consider it as a 

function of t >/0; we shall not have occasion to consider complex t, when the expectation 

(28) may  or may  not exist. Where appropriate, the affixes n and X will be dropped from 

the symbol ~F. 

According to Lemma 2, a knowledge of ~ x  (t) for all t > 0 determines the distribution 

of X, and so (28) defines a ( 1 - 1 )  correspondence between the set of all distributions on 
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[0, ~ )  and a certain class of functions. We shall now see that,  in a sense, this correspondence 

is continuous in both directions. 

Before doing this, we must  make precise the terminology to be used for distribution 

functions. The distribution function H(x) of the random variable X will be defined as 

H(x) = P ( X  <x), 

so that  it is continuous from the right, and zero for x < 0. If/~(x),/(x) are functions of totally 

bounded variation, we shall follow Lo~ve [11] in writing 

if/r(X)--->/(X) whenever x is a point of continuity o f / ;  and 

if !,-~>! and if the total  variation of !r tends to that  o f / .  I f  H ,  H are distribution functions, 

then Hr --> H 

will always mean H~ ~ H. 

THEOR]~M 2. Let H~ ( r= l ,2 , . . . )  be distribution/unctions on [0, ~),  and let 

~p,(t) = I~r dH~(x), 
J o  

where - �89  <.s< ~ .  I/, as r--->~, 

r~(t)~r(t) 

/or all t >~O, and i/~p is continuous at t=O, then there exists a (unique) distribution/unction 

H(x) such that 

Hr--> H, 

and 

Conversely, i/H~-->H, then 

uni/ormly in every ]inite interval. 

v2(t) = f : A s ( t x )  dH(x). 

~p~(t) ---~v~(t) 

Proo]. The result is well-known for s =  - ~  (As(u)=cosu), and we therefore restrict 

ourselves to the case s > - �89 Then As is the characteristic function of an absolutely conti- 

nuous distribution, and so, by  the Riemann-Lebesgue lemma, 

A~(u)--->O as u-->~. 

According to the "weak compactness theorem" ([11], 179), if Y. is any subsequence 



R A N D O M  W A L K S  W I T H  S P H E R I C A L  S Y M M E T R Y  2 3  

of the natural numbers, then there exists a sub-subsequence a___ ~ and a non-decreasing 

funct ion/"  of totally bounded variation such that,  as r-> ~ through a, 

HT - - ~  f .  

By the Helly-Bray lemma ([11], 181) and since As(u)->0 as u - > ~ ,  

f~A~(tx)dHr(x)->fo~A~(tx)df(x) (t > 0), 

fo so that  As(tx) dr(x) =~ ~(t) (t > 0). 

Now let t->0, and use bounded convergence and the fact that  ~(t)--->~(0) = 1 as t->0, to give 

:df(x) = 1, 

We are certainly at liberty to redefine f on its discontinuity set to obtain a right-conti- 

nuous function H ~, which is thus a distribution function. Hence 

y~(t) = f o~As (tx) dH~(x) 

for all t~>0. By Lemma 2, all the H" (for different a) are equal (to H, say), and so 

Hr--> H, 
To prove the converse, suppose that  HT->H. Let F be given by (20), so that  

As(u) = f:l  et~u dF(2). 

Then, if we write 

it is well-known ([11], 191) that  

Cr(u)->r 

uniformly in ]u I ~< A, for any A. Hence, since 

y~r(t)= ~ dH~(x) ;le'~tXdF(]~)= ;lCr(~t) dF(]t), 

and since r162 uniformly in ]t I ~< A, 12[ < 1, it follows that  

1 

uniformly in I tl ~A.  Hence the theorem is proved. 
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Let ~ be the class of all probability distributions on [0, ~),  and let :~, be the class of 

all n-dimensional radial characteristic functions. Then n~J'x(t ) determines a (1 - 1) correspon- 

dence ~ :~ - ->~ ,  which if distributions of ~/~ are identified with their distribution func- 

tions is given explicitly by 

(n~F. H) ( t )=  f :  A~(tx)dH(x). (31) 

Notice that  we can give ~ and :~= semigroup structures by the operation Q on ~ defined 

by 
it 

(distribution of X)(~) (distribution of Y) = (distribution of X ~  Y), (32) 

and by pointwise multiplication in :~=. Then n~F is a semigroup isomorphism having the 

continuity properties given in Theorem 2. 

Since the radial characteristic function n~'Fx(t ) determines the distribution of X, it is 

important to have a method of inverting this transform. If  X has a probability density 

h(x), then its radial characteristic function is 

'r'x(t) = = 8 (�89 l  Js(tx) dx. 
j 0  J 0  

This is a Hankel transform, and  may be inverted under suitable conditions (cf. [12]). For 

instance, if h(x) is of locally bounded variation, and if 

then ([16], 456) 

f: x- ' -~h(x)  dx < ~ ,  (33) 

X2S+I (oo 
�89 + O) + h (x - 0)} = 2 ~  2 J0 t2~+~A'(tx) W(t) dt. (34) 

Now it is easily verified.from (4) that  

d - ~s+l ~{z A~+~(z)} =2(s+ 1)z~'+~A~(z), 

and so, integrating (34)/ormally with respect to x, we get 

x28+2 fo H(x)  = P ( X  <~ x) = 22s+18!( 8 + 1)! t28+lAs+l(tx) ~ ( t )  dt. 

This formula is closely analogous to the Ldvy inversion formula for ordinary charac- 

teristic functions, and it might thus be expected to hold for all random variables X (with 

a suitable convention for points of discontinuity of H). This, however, is not so, as may 
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be seen by  considering the random variable concentrated at  zero, for which ~( t )  - 1. In  

this case the above formula for H contains the integral 

/t~'S+lAs+l(tX) dr, 

which diverges when s >~ �89 

Thus, in order tha t  an inversion formula be valid, it is necessary tha t  not too much 

probabili ty be eoneentrated a t  or near the origin. We can expect, however, t ha t  it will be 

unnecessary to impose any conditions of an analytie nature on H. A sufficient condition 

for an inversion formula to exist is given by  the following theorem. 

TH]~OREM 3. 1/ X is a strictly positive random variable with 

E(X -�89 < ~ ,  (35) 

then,/or all a > 0, 

a 2s+2 f 0  *~ P(X<a)+�89  228+ls!(s § 1t ! t~S+lAs+l(at) n~Fx(t)dt. (36) 

Proo/. When s= -�89 ( n = l )  (35) is trivially satisfied, and the theorem reduces to the 

classical result of L~vy (as applied to symmetric random variables). We thus confine 

this proof to the case s > - �89 Then, for A > O, if H is the distribution function of X, 

f : t  8+ 1As+ l(tX) nkt2x(t)dt  = f / U S ( y )  228+ 18!(8 § 1)! xS§ ~ f : Js+~(tx) J~(ty) dr. 

Hence the right hand side of (36) is equal to 

lim I~176 a, y) dH(y), 
A ~ r  J 0 

if the limit exists, where 

z(A, a, y) = Jo aS+ly -s Js+l(at) Js(ty) dr. 

But it is a classical result ([16], 454) tha t  X(A, a, y) tends, as A-->oo, to O, �89 or 1 accor- 

ding as y < a, y = a or y > a. Moreover using the estimates 

J~(u)=O(u ~) (u->O) 

and Jp(u) = (�89189 (u - �89 - �88 + 0(u-a)} (u--> ~ ) ,  

it is not difficult to show tha t  

ys*�89 a, y) 
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is uniformly bounded in A > 1, y > 0 for fixed a. Hence the result follows from the domi- 

nated convergence theorem. 

To conclude this section, we prove a theorem giving some analytic properties of the 

radial characteristic function. These will be deduced from the corresponding (and well- 

known) results for the ordinary characteristic function. 

THEOREM 4. Let ui'(t) be the radial characteristic/unction ~Fx(t) o/the random variable 

X.  Then tF(t) is uni/ormly continuo'us in 0 ~ t <  oo. I / , /or  some integer m, E(X~)<  cr then, 

as t->O, 
_ 1 V o - 2 r s T  

tF(t)= ~ ( -~ ' ' ~ - - ' f rE (X2r~+o( tm) .  (37) 
0<er<~ r!(r + s)! " " 

Proo/. Let 2 be a random variable independent of X such that  

E(e t~*) = A~(u), 

(cf. (30)), and set Z = ~X, so that  

ui,(t ) = E(eit z). 

Thus ~F(t) is a characteristic function, and hence ([13], 22) is uniformly continuous. If 

E(X  m) < 0% then 

E(IZ[, .  ) < E ( X  ~) < oo, 

and so ([13], 30) ~F(t) = E(Z') + o(t m) 
s, ffi0 

as t-->0. But E(Z v) = E(~')E(X') ,  

and since ~ has characteristic function A~(u), (4) shows tha t  

0 (v odd) 

E ( ~ V ) = l r l ~ ) , 2 - ~ r  ( , even ,  =2r). 

This proves (37), and the theorem is established. 

Notice that,  if E(X m) < ~ ,  we can expand log ~F(t) in a power series 

r - 2 r  
log ~F(/)= ~. (----1)'2-~TS!f'Or+o(tm), (38) 

0<2r<m r!(r+ s)! 

where the 0r are functions of/~j = E(X 2j) for j <r .  The exact functional dependence of the 

Or on the juj is given by the formal power series identity 

r=o r!(r + s)! r- exp r~0 r!(rS-~Y+ s)! zrOr" (39) 
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Notice that  the definition of the Or depends on the dimension n. The importance of these 

quantities lies in the fact that  they are additive in the sense that,  if 

E(X 2r) < +% E(y2r) < co, 

then, with the obvious notation, 
n 

Or(X(~ Y) = Or(X) ÷0~( Y). (40) 

This is, of course, a reflection of the multiplicative property of the radial characteristic 

function. 

The quantities Or were originally introduced by Lord [12] under the name of "polar 

cumulants" and re-introduced by Haldane [9] as "vectorial cumulants".  The latter author 

made a great deal of use of them, and they lie at  the root of his discussion of the associativity 

of operations of the type o. 

Notice that  01 is just E(X~), and tha t  the relation (40) reduces to the obvious, but  

useful, identity 

E ( X ~  y)2 = E ( X  2) + E(y2). (41) 

5. The law of large numbers and the central limit theorem 

We now return to the random walk in n dimensions defined in § 3. Throughout this 

section the number of dimensions will be kept fixed. Let X be any non-negative random 

variable, and write v(t) for its radial characteristic function in n dimensions. Let  {S~(c9)} 

be a symmetric random walk in n dimensions whose steps X, have the same distribution 

as X. Then the radial characteristic function of S~ is given by 

~rm(t ) = {~(t)} m. (42) 

Now suppose tha t  E ( X ) <  ~ .  Then, according to Theorem 4, 

~(t) = 1 +o( t )  

as t-~'O. Hence W~(t/m) = {1 +o(t /m)}~->l  

as m-+o~. I t  follows (using Theorem 2) that  

S~/m-+O 

in probability as m-+c~. This is the analogue of the weak law of large numbers; the strong 

law has an analogue given by  the following theorem. 

T~EO~EM 5. I] E(X) < ~ ,  then there is probability one that, as m-+-~, 

Sm/ m-+ O. 
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Pro@ 

~ P(Xm>~m)= ~ P(X>~m)= ~ mP(m<~X<m+l) 
m = a  m = a  m = a  

< ~E(X;m<X<m+I)<<.E(X)<co. 
r a = l  

Hence,  with p robab i l i ty  one, Xm<m for all bu t  f initely m a n y  m. Now define 

Xm(O)) = min  (Xm((D), m), 

and define Sm(eO) induct ively b y  

go(~) =0, 

~ m + a ( ( D )  ~- { ~ 2 ( ( . 0  ) -~- i 2 m + a ( O j )  -~- 2 2 m ( ~ 0  ) ~m(09) Xm+l(Og)} �89 

so t h a t  {~m} is ob ta ined  f rom {Xm} in the  same way,  and with the same random variables 
2m, t h a t  {Sin} is obta ined  f rom {Xm}. I t  is easy to  p rove  by  induct ion t h a t  

I&- &l-< IX - x,I, 
r = l  

and since Xr =Xr for all sufficiently large r (with probabi l i ty  one) it follows t h a t  ~qm-Sm 

remains  bounded  with probabi l i ty  one as m-+  ~ .  Hence  it  suffices to  prove  tha t ,  wi th  pro- 

babi l i ty  one, 

,gm/m ~O 
a s  m ---> o o .  

:Now 

E(g~  +11~, ~2m-1 . . . . .  ~.~o 2) = E ( ~  + X~+a + 22= ~qm X=+al~q~ . . . . .  No 2) 

= ~L + E(X~+~) >1 ~ ,  

and  so {~q~} is a semi-mart ingale .  Hence,  by  an inequal i ty  of Doob ([5], 314), for  a n y  a > 0, 

rn 

P( m a x  gk > a) = P(  m a x  S~ >7 a =) ~< a -2 E(S~)  = a -2 .~ E(X~). 
l<.  k<<. m a<<.k<~m r = a  

Fix  e > 0, and let A,  be the  event  tha t ,  for some r in 2v-l~< r < 2 ~, g ,  >er .  

Then  
2 v 

P(Av) ~ P( m a x  ge > e2 v-l) < 48-22 -2v ~. E(ir2), 
l ~ k ~ 2 U  r = l  

and so 
oo oo 2 v 

~P(A,)<~ 4e -2 ~ 2 -2, ~ E(X~) 
~=1 v = l  r = l  

r = l  2V~r 
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c~ 

~< 6e -~ ~ r ~E(X~) 
r = l  

m =1 r = l  

<6e -2 ~ ~r  - 2 m i n ( m  S,r 2) P ( m - l < ~ X < m )  
rn =1 r = l  

{ = t : 6 ~ - 2 ~ : P ( m - l < ~ X < m )  ~1 l +  ~ m2/r 2 
m = l  r = m + l  J 

<~ 6e -2 ~ P(m - 1 ~ X < m) 2m <~ 12e:2E(X + 1) < o+. 

Hence, by the Borel-Cantelli lemma, there is probability one that  only finitely many of 

the events A~ occur, and so Sr ~< sr for all sufficiently large r. Since e is arbitrary, it follows 

that  

~:/m-+O 

with probability one. This completes the proof. 

The next theorem is an analogue of the second fundamental result in the theory of 

sums of random variables, the central limit theorem. This follows very simply from the 

properties of the radial characteristic function established in the previous section. 

THEOREM 6. Suppose that E(X2)< •, and de[ine 

Z~=Zm/{mE(X~)} + 

Then the distribution o/Zm converges, as m-+c~, to that o /a  random variable Z with probability 

density 

2(s + 1) s+l z2S+ 1 exp { - (s + 1) z2}, (0 < z < oo). (43) 
g~(z) s! 

Proo/. We have 

E{A,(tZ~)} = ~r~[t{mE(X~)}- +] 

= { y [ t { m E ( X ~ ) } - + ] }  ~ 

= {1 - t~/4(s + 1) m + o(t2/m)} m (Theorem 4) 

- - > e x p ( - t 2 / 4 ( s + l ) }  as m-->~. 

This function is continuous at t =0, and so, by Theorem 2, the distribution of Z~ converges 

to that  of a random variable Z with 

�9 z(t) = e x p  { - t ~ / 4 ( s  + 1)}.  
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But, by the Weber integral (22), 

f gs(z) As(tz) dz 2(s+ 1) '+1 f~ dz 
8: do 

2(s+ 1) 8+1 
- s T . .  �89 + 1)~- le  -t*~4(8+1) 

=q~z(t). 

Now gs(z) >~ O, and the above integral with t = 0 shows that  

f/ gs(z) dz = 1. 

Hence gs(z) is a probability density on z>~0, and hence, by Lemma 2, is the probability 

density of Z. Hence the theorem is proved. 

The density g~(z) defines the n-dimensionM Rayleigh distribution, which plays the role 

of the normal distribution for the operation (~. I t  is closely related to the Pearson Type 

I I I  and the Z ~ distributions, (ef. [9]). Notice that  the distribution is stable, in the sense that,  

if Z 1 and Z~ are independent and have the probability density g~(z), and if a, b are positive, 
n 

then c-l(aZl@ bZ2) 

also has this probability density, where c = (a s + b2) �89 In the next section we shall characterise 

distributions having this property. 

6. Infinitely divisible and stable distributions 

A probability distribution on [0, o0) will be called in/initely divisible in n dimensions 

if, for any integer k, there exist independent, non-negative random variables Y1, Y2 ..... Yk 

such that  
n n n 

YxQ Y 2 0  ... O Yk 

has the given distribution. If this distribution has (n-dimensional) radial characteristic 

function ~0(t), then it is infinitely divisible if and only if, for each integer k, there exists 

an n-dimensional radial characteristic function ~ok(t) such that  

~( t )  = {~k(t )}  k. ( 44 )  

More concisely, the distribution with n-dimensional radial characteristic function ~p is 

infinitely divisible in n dimensions if and only if, for each integer k, 

~o t'k e :~n. (45) 
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I t  turns  out  t h a t  much  of the  classical theory  of infinitely divisible distr ibutions in one 

dimension (for which see, for instance,  [8]) can be carried over  to the present  si tuation,  and  

in par t icular  there is a na tu ra l  analogue of the  L~vy-Khinchin  representat ion.  

We denote the  class of radial  characterist ic  functions of infinitely divisible distribu- 

t ions (in n dimensions) b y  Jn, so t h a t  

Yn = N {9; ~'~e ~}. 
k - 1  

Then  we have  the following theorem.  

T H E O R E M 7. The/unction ~(t) belongs to Yn i /and  only i/there exists a non-decreasing 

right-continuous/unction G(x) o/ totally bounded variation in 0 <~ x < ~ such that 

f ]  1 + x ~ log yJ(t) = {As(tx) - 1} ~ dG(x). (46) 

This representation o /~  is unique. 

Proo/. 

(a) We first prove  t ha t  any  y~ E Yn can be expressed in the  form (46). If,  for each ]C, 

~0 = (~pk) ~, where ~f~ E :~n, then  since, b y  (30), :~n ~ :~1, it follows t h a t  Y~k E :~1, a n d  so yJ E Yl. 

Hence  ([8], w 17, Theorem 1) yJ(t):~0 for all t, and so y~(t)>0 for all t. Thus  

log ~f(t) = lim k{y~k(t)- 1}. 
k--)~ 

But,  for some H k E ~  (i.e. some dis tr ibut ion funct ion on [0, ~ ) ) ,  

y~k(t) = f :A~( tx)  dHk(x), 

and so, writ ing Gk(x) = ]C dHk(y), 

:r . l + x  2 
we have  log yJ(t) = l im I {As(tx) - 1 } ~ dGk(x). (47) 

k-->~J 0 

Hence,  for all ]C >i ]c0(t), and  all t, 

f :  l + x 2  
0 ~< {1 - A~(tx)} ~ T -  dGk(x) <~ - log y~(t) + 1. 

Now the  funct ion v(z) defined by  

1 - cos z 
v ( z )  - - -  ( z  r 0 ) ,  

1 -- As(z) 
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v(O) = 2(8 + 1),  

is finite, posi t ive and  cont inuous for all z, and  

v(z)~ 1 - c o s z  ( z - + ~ )  

(unless s = - � 8 9  in which case v(z) - 1). Hence  v(z) is bounded,  and  so there  exists C, depend-  

ing only on s, such t h a t  

1 - cosz ~< C(1 - A ~ ( z ) )  

for all z. Then  

fo  ~ 1 + x  ~ 0<~ ( 1 - e o s t x ) - ~ - d G k ( x ) < ~ C ( - l o g ~ ( t ) +  l). 

An a rgumen t  used by  Gnedenko and Ko lmogorov  ([8], w 18, proof of Theorem 1) now 

shows t h a t  the  to ta l  var ia t ion  of Gk is bounded  as k varies,  and t h a t  

f~dGk(x) - ->O(T-->,~)  

uniformly in k. Hence  {Gk) has a subsequence {Gk~ } with a limit G in the sense t h a t  

i :  o Hence,  f rom (4"/), log ~ ( t )=  { A , ( t x ) -  1} dG(x). 

(b) Conversely, suppose t h a t  ~o(t) has the form (46); then  we prove  t h a t  ~o • J,~. Consider 

first  the  characterist ic funct ion A~(ct) of the  sure r a n d o m  variable  concent ra ted  a t  c>~0 

The radial  sum of r such variables  has radiM characteris t ic  funct ion 

(A~(ct))T e :~,. 

Now it is clear t h a t  :~n is closed under  the  fo rmat ion  of mixtures ,  and  so :~, contains 

- a a r  

~ {h.(ct)} T = exp [a(As(ct) - 1}], 
r~O r .  

for each a ~> O. I f  a 1 . . . . .  aq, Cl, ... ,  cq are a n y  posit ive numbers ,  it follows t h a t  

1-[ exp [a~{A~(c, t) - l}] = exp • a,{A~(c, t) - 1} E :~n. 

B y  Theorem 2, a pointwise l imit  of funct ions in :~, lies in : ~  so long as it  is cont inuous a t  

the  origin. Now any  funct ion of the  form (46) is a pointwise l imit  of functions in ~ , ,  since 

the  integral  is a limit of approx imat ing  R iemann  sums which are of the  form 

a, {A~(c, t) - 1), 
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with ai >~0, ci >~0. Moreover, any  funct ion of this form is continuous at  the origin, since 

0 < {1 -A~(tx)} (1 +xe)/x e <min(2,t2x2[4(1 +s)) (1 +x2)/x ~ < 2  +t~/2(1 +s),  

which is uniformly bounded in 0 < t < 1, x >~ 0, and so, by  bounded convergence, 

logy:(t) -->0 (t--~0). 

Hence any  function of the form (46) belongs to :~n. Bu t  

f o  1 + x ~ G(x) log ~ol/k(t)= {A~(tx) - 1} ~ - -  d k ' 

so tha t  ~fl:k E :~n, and so y:(t) E J~. 

(c) Finally, we prove tha t  the representat ion (46) is unique. Suppose tha t  G 1, G~ are 

non-decreasing, r ight-continuous,  and of bounded variat ion in x >~0, and tha t  

is independent  of ?" = l,  2. Using (22) and the fact  t ha t  the integrand is non-negative,  we 

see t ha t  

I:(~) = f : ( 1  - e  . . . .  ) l + x 2  ~-daj(x) (~>0) 

is independent  of ]. Hence so is 

f.~§ 
Ij(fl) = - �89 d ~ +  I ; ( f l+  2) 

= e -~ ' e  -2~'' (sinh x2/x ~ - 1) (1 + x2)/x 2 dG~ (x) 

= f~e-~'dG*(x),  (say), 

where G* is non-decreasing, r ight-continuous,  and of bounded variat ion in x>~O. Since 

Ii(fi) = I2(fl) for all fl ~> 0, it  follows tha t  O~ = G~', and s o  G 1 = G 2. 

Thus the proof of the theorem is complete. 

The units  out  of which the infinitely divisible distributions are built  are not  (as in 

the one-dimensional case) Poisson distributions, bu t  are those with radial characterist ic 

function 

expa{A~(ct)- l}  (a,c > 0). (48) 

These seem to be the natural  generalisation of the Poisson distributions. The expression 

(48) is the radial characteristic funct ion of 

3 -- 632917. Acta mathematica. 109. I m p r i m 4  le 28 m a r s  1963. 
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n n n 

X1QX2~)... QXN, 

where all the X, are equal to c with probabili ty one, and N has a Poisson distribution with 

mean a. The distribution has atoms at  0 and at  c, together with an absolutely continuous 

component in x > 0. I t  would be interesting to prove for this distribution analogues of some 

of the well-known results (such as Raikov 's  theorem, [13], 174) about  the Poisson distri- 

bution. 

I t  is now possible to develop the theory of infinitely divisible distributions exactly as 

in [8]. This will not be done in detail here. Instead we go on to study a subclass of :/n, tha t  

of the stable distributions. Because of the intrinsic symmetry  of our problem, our defini- 

tion of stability is not quite analogous to the usual one. 

We shall say tha t  a distribution on [0, ~o) is stable in n d imensions  if any positive linear 

combination under ~ of independent variables with this distribution is a multiple of a 

random variable having this same distribution. Thus a distribution with n-dimensional 

radial characteristic function ~(t) is stable in n dimensions if and only if, for each a, b > 0, 

there exists c > 0 such tha t  

v/if/c) = ~(t/a)v/(t/b ). (49) 

We write Sn for the class of such functions ~(t). 

I f  ~0ESn, then y~ is a radial characteristic function, and so by  (30) is the ordinary 

characteristic function of a symmetric distribution on ( -  r ~) .  Then (49) is equivalent 

to the s tatement  tha t  this latter distribution is stable in the ordinary sense. Hence yJ(t) 

is the characteristic function of a symmetric stable distribution, and so 

w(t) = exp  { -  c I tl }, 
for some c~>0, 0 < ~ < 2 .  

Now in (46) take G(x) to be defined by  

dG(x) = x 1 ~dx/(1 +x2), 

where 0 < ~ < 2 .  Then Theorem 7 shows tha t  Yn (and afor t ior i  :~) contains the function 

~(t) given by  

f/ log ~o(t) = {A~(tx) - 1} x-l-~dx 

= Itl ~ {A~(y) - 1} y - l - ~ d y  

= -.41tl , 

say, where A > 0. 
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By taking dG(x) = cA-lxl-~dx/(1 + x~), 

we see similarly that  

for all c ~> 0, 0 < ~ < 2. By taking G(x) to be equal to 0 for x < 0 and equal to a constant > 0 

when x >~0, we see that  

e x p  { - ct } e _c 

for all c ~> 0. But a function yJ belongs to $~ if and only if it satisfies (49) and belongs to :~n, 

and hence we obtain the following theorem. 

THEOREM 8. A distribution is stable in n dimensions i /and  only i / i t s  n-dimensional 

radial characteristic/unction has the/orm 

exp ( - ct ~) (t >/0), (50) 

where c>~0, 0 < ~ < 2 .  

The parameter c is only a scale parameter, and the essentially different stable distri- 

butions depend on the value of the number ~. When c > 0, we call ~ the parameter of the 

stable distribution. Notice that  although (50) is apparently independent of the number of 

dimensions, this number n is implicit in the radial characteristic function. Thus the distri- 

bution function H(x) whose radial characteristic function in n dimensions is given by (50) 

satisfies 

A~(tx) dH(x) = exp ( - ct~), 

which involves s and thus n. However, the theorem does show that  the class Sn is independ- 

ent of n; it will therefore be denoted simply by $. 

I t  is clear that  the stable distribution in n dimensions with parameter ~ is an analogue 

of the ordinary symmetric stable distribution with the same parameter. Thus the Rayleigh 

distribution, which is stable with parameter ~ =2,  is analogous to the normal distribution. 

The distribution with radial characteristic function e -t, which is stable with a = l ,  is a 

generalisation of the Cauchy distribution. For this case it can be verified that  the use of 

the inversion formula (34) is justified, so that  this distribution has a probability density 

X2s+I f /  
ks(x) 22s(s!)~ t2~+lA~(tx) e-tdt 

xs+l f /  = 2Ss! ts+lJs(tx) e-tdt 
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Z s+l 
: 2s8! 2s+1~-�89 8-t- �89 XS(1 + X 2 ) - s - ~  

([6], 182). 

Hence the n-dimensional Cauchy distribution has probabili ty density 

ks(x). 2(s+  �89 xn_l( 1 +x2)_�89 (x>~0). (51) 
s! 

When n = 1 this reduces to the usual Cauchy distribution, or more precisely, to the distri- 

bution of 1 Y I where Y has a Cauchy distribution. 

For other values of ~ it does not seem to be possible to express the distribution in 

closed form. Notice that ,  in accordance with the central limit theorem, the only case in 

which the stable distribution has finite variance is tha t  in which ~ =2  (the Rayleigh distri- 

bution). 

7. Recurrence properties of  symmetric random walks 

We now return to the process {Sin} defined by  (25), which we have called a symmetric 

random walk in n dimensions. This is a Markov process whose state space is the non- 

negative real line, and the present section is devoted to its recurrence properties. Thus, in 

geometrical terms, we are interested in the return of the process to a spherical neighbour- 

hood of the origin. 

More precisely, we consider those values of m for Sm is less than some fixed positive h. 

There may  or may  not be infinitely many  such values. We say tha t  the random walk {S~} 

is recurrent if, for all h > O, 

P(S~  < h for infinitely many  m) = 1. (52) 

We shall see later tha t  the only other alternative is that ,  for all h > 0, the probabil i ty (52) 

is zero. 

L~M~IA 3. The random wallr {S~} is recurrent i / a n d  only i/, /or all h > 0 ,  

P(S,~ < h) = ~ .  (53) 
m=l 

Proo/ (cf. [3]). I f ,  for some h > 0 ,  the series (53) converges, then the Borel-Cantelli 

lemma shows that ,  for tha t  value of h, the probabili ty in (52) is zero, and so the walk is 

not recurrent. Conversely, suppose tha t  (53) is true. Set 

q(h) =P(Sm >~h for all m ~ l ) ,  

r(h) = P(Sm < h for only finitely many  m). 
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Then, since Y @ Z  >~IY-ZI,  and using the notation (27), 

1 >1 r(h) >1 ~ P(Sk < h, S~ ) >~ 2h 
k = l  

oo 

= ~ P(Sk < h) q(2h). 
k=l  

Hence q(2h)= 0 for all h > 0. Thus 

Therefore 

for all m~>l) 

r(h)<~ ~ ~ P ( S k < h - 1 / N ,  Sk+m>~h for a l l m ~ l ) + q ( h )  
N>l/h k = l  

< ~ ~P(S~<h-1 /N)  P(S~)>~I/N for a l lm>~l)+q(h)  
N>l/h k = l  

= ~ ~P(Sx<h-1 /N)  q(1/N)+q(h)=O. 
N>l/h k = l  

P(S m < h for infinitely many m) = 1 - r (h )  = 1. 
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Hence the walk is recurrent and the lemma is proved. 

We now seek to use this lemma to establish a criterion for recurrence in terms of the 

distribution of the length Xj of the ]th step (this distribution being, by hypothesis, in-  

dependent of j). As before, we denote by y~(t) the radial characteristic function of X r 

THEOREM 9. The random walk {Sin} is recurrent i /and only i] the integral 

f /  1 t n-ldt 
1 - ~ ( t )  1 + t ~+~ ( 5 4 )  

diverges. 

Proo/. Let/~(~) (~<1) be a random variable independem of {Sm} and having a geo- 

metric distribution 

P(/~(q) = k) = (1 - e ) e  k (k =0 ,1 ,2  .... ), 

and define Z e = S~(~). 

Then, if (I)Q is the radial characteristic function of ZQ, we have 

P(Z e < h) = (1 - 0) ~ omP(Sm < h), 
m=0 

and (I)e( t)=(1-9)  ~ emE{Ar = 1 - e  >0.  
m oo ~ 1 - ~ w ( t )  
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Hence  the walk is recurrent  if and  only if, for each h > 0, 

P(Zq < h)/(1 - ~))-+ oo 

as ~ ~' 1. 

Now consider, for fl > O, the  integral  

;o~ I,(fll = t~S*lr {A.,~(C~tl} 'dr.  

B y  Fubini ' s  theorem 

(55) 

as ~ 1" 1 for all fl > O, i.e. 

f / ( 1  - ~ ( t ) )  -~ t~'+~{A,+dflt)} ~ dt--> 

as 0 ~ 1. I f  this  integral  is wr i t t en  in the  form 

f~.)>o + f~.)<o =I'+I'', 
t hen  the  in tegrand of I '  is monotone  in p, and  t h a t  of I"  is, for all ~ ( O < Q < I )  less t h a n  the  

integrable funct ion t2s+l{As+l(flt)}L and so the limit as ~ ~ 1 can be t aken  inside the  integral ,  

showing t h a t  a necessary and  sufficient condit ion for  recurrence is t h a t  

f/(1-~p(t))-~t~-~{A +~(t~t)}2 = dt 

for all f l>O. Using the  fact  tha t ,  if n>~l,  ei ther  ~(t) = 1, or ~0(t) is bounded  away  f rom 1 in 

t ~> 1, this condit ion is easily seen to  be equivalent  to the  divergence of (54), and  the  theorem 

f or 
= EJot2"+lAs(tT~e) {A,+l(flt)} ~ dt 

= A(fl) ~-2~-2E f cos2"+2OdO 
d 0~<0<~/2; 

s in  0~ Zo/2fl 

(cf. 16, w 13.46), where A(fl) is a posit ive funct ion of fl and  s alone. Because the  last  inte- 

gral  is zero when ZQ > 2fl, i t  follows t h a t  there  exist  posi t ive numbers  Cl(h), C2(h ) inde- 

pendent  of p such t h a t  

Vl(h ) Iq(h) < P(ZQ < h) < C2(h ) I0(2h). 

Hence,  f rom (55), the  walk is recurrent  if and  only if 

~ ( ~ ) / ( 1  - e ) -+  



RANDOM WALKS WITH SPHERICAL SYMMETRY 39 

is proved. Notice tha t  (54) is only a condition on y)(t) in the neighbourhood of t = 0, since, 

unless vd(t ) --- 1, 

f ;  1 tn-ldt 
1 - y~(t) 1 + t ~+~1 < 

for all ~ > 0. 

C O R O L L A R Y  

recurrent in n dimensions i / a n d  only i/  

n <~2. 

Proo/. According to Theorem 4, if E ( X  2) < c~, then 

y~(t) = 1 - a t  ~ + o(t 2) 

1. 1] E(X~)< ~ ,  and i/ X > 0  with positive probability, then {Sin} is 

(56) 

as t->0, where a = E(X~)/2n >0.  Hence there exists b > 0  such tha t  t-2(1-~p(t)) is bounded 

away from zero and infinity in 0 < t < b .  Thus (54) diverges if and only if 

fo b tn-ldt 
t 2 ( ~  ~-+1 ) c~, 

i.e. if and only if n ~< 2. 

COROLLARY 2. 1/ n > 2 ,  and i/ X >0 with positive probability, then {Sm} is not recur. 

rent. 

Proo/. I f  E ( X  ~) < ~ t h i s  follows from Corollary 1. I f  E ( X  2) = ~ ,  then, since ~p(t)= 

E{As(tX)}  = E(e ~atx) is the characteristic function of Z =2X,  and since 

E(Z~) = E(2 ~) E(X~) = ~,  

i t  follows ([13], Theorem 2.3.1) tha t  

(1 - ~ ( t ) ) / t ~ ,  

as t-->0. I t  follows at  once that,  for b sufficiently small, 

f :  1 t"-ldt f :  l t"-ldt 
1--~o(t) 1 + t  n+l< ~ l + t  n + l < ~  

if n >2,  and so the walk is not recurrent. 

COROLLARY 3. I] {Sin} is not recurrent, then,/or any h > 0 ,  

P(Sm<h for inf in i te lymany m)=O,  (57) 

and there exists m o =mo(h ) such that 

P (S  m < h for some m/> m0) < 1. (58) 
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Proo]. If (Sin} is not recurrent, then, for any ~ > 0 

~(fl) = o ( ~  - e ) ,  

and hence P(Zq < h) < C2(h ) l~(2h) = O(1 - Q). 

Thus, for any h > 0, ~ P(Sm < h) < ~ .  
m - 1  

The Borel-Cantelli lemma establishes (57). Let  m o b e  such that  

~ P(Sm<h)<l. 
m = m o 

Then P(S,~<h fo r some m>~mo(h))~ ~ P(Sm<h)<l, 
r n ~ m  a 

and the result is proved. 

Corollary 1 is the analogue for symmetric random walks of the celebrated theorem of 

PSlya [14]. We see that  there is a discontinuity in the behaviour of symmetric random 

walks with finite mean square as the dimension varies. Thus the walk is recurrent in 2 

dimensions, but  not in (2 +~) dimensions for any e >0. Corollary 2 shows that  the removal 

of the condition E(X 2) .< ~ cannot result in an increase in the critical dimension. We 

shall see in the next  section that,  in suitable circumstances, the critical dimension actually 

decreases. 

The meaning of Corollary 3 is tha t  the walk either returns infinitely often to every 

neighbourhood of the origin with probability one, or it returns to any finite neighbourhood 

only finitely many times with probability one. The results of this section are very similar 

to those obtained by Chung and Fuchs [3] for ordinary random walks, but  in their problem 

the origin does not have the special place that  is implicit in the formulation adopted in 

the present work. 

To conclude this section, we discuss the problem of finding an invariant measure for 

the Markov process (Sin}. Let  p(x,A) (xE[0, oo), A ~ [0, ~))  be the transition probability 

p(X, A )  = P(Sm+ 1 E A I S m =  X) 

= P ( ( x  ~ +X~+l  +22~ xXm+i} �89 ~A) 

=P( (x2+ X2+ 22xX}�89 EA). 

We say that  a a-finite measure/z on the state space [0, ~ )  is invariant for the process 

considered if, for every measurable subset A of the state space, 

iz(A) = Iiz(dx) p(x, A). (59) 
J 
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We prove tha t  the measure/~ defined by 

/u(dx) = xn-idx (0 < x < ~ )  (60) 

is invariant for the process {Sin}. 

Consider first the case n >  1. I t  suffices to prove (59) for sets A of the form [0,a) for 

a > o .  But,  if A = [0,a), then 

f#(dx) p(x, A ) = J o~CCxn-idx J J z~ , +~, +2~xy<~dH(y) dF(2), 

where H is the distribution function of X, and F is given by  (20). Hence 

f/~(dx) p(x, A)= fo~dH(y) m(a, Y), 

where ' ~ (  m,a, y) = xn-ldx dF(~) 
J J x~+y~+22xy~a 2 

8! 
I (  X n - l ( 1 -  22)S-'dx d2 

x>~O, I~l~<l 

8, ( (  xn_l sinn_2O dx dO" 
(8 -1 ) !  I/~ J J ~'+ ~ ' + ~  o o , 0 ~ ,  

- - x~<0, 0~<0~ 

~qow write ~ = ~ + i~ = xe ~~ Then 

m~a, y) = (8-  ~ <  ~"-~d~ d~ 

s.! ~'~ n 2 2 ( a 2  
(8_�89 ~ ~')�89 

= an/n  

on evaluating the Beta function integral. Hence whatever the distribution function H of 

the step length X, we have 

f:  fo o (dx) p(x, A) = re(a, y) dH(y) = an/n dH(y) = an/n = I~(A). 

A similar, but simpler, argument suffices for the case n = 1. Hence we have proved the 

stated result tha t  the measure/~ defined in (60) is invariant for the Markov process {Sm}. 
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8.  S y m m e t r i c  B r o w n l a n  p r o c e s s e s  

In  the preceding sections we considered symmetric random walks with a discrete t ime 

parameter;  we now turn to the corresponding problem in continuous time. Let  us call a 

real-valued continuous time stochastic process Z(v) (v ~> 0) with Z(0)= 0 a symmetric Brow- 

nian process in n dimensions if, whenever 

0 = T  o < T  1 < ... <Tk, 

the joint distribution of Z(TI) ..... Z(~k) is the same as tha t  of 

7t n n r t  

where the Y, are independent, and where Y, has a distribution O(v~-v,_l) depending only 

o n  T i - -  T ' i _  I .  

For any given family of distributions {~(v) ;v>0} there will be a stochastic process 

Z(v) with the assigned joint distributions if and only if the Kolmogorov consistency condi- 

tions ([5], 10) are satisfied. These conditions can easily be seen to be equivalent to the 

condition that ,  for all a,v >0,  
n 

O(a)(~ D(v) = O(a + T), (61) 

where @ is the semigroup operation on ~ defined in w 4. I f  F,(-) is the n-dimensional 

radial characteristic function of O(T), (61) is equivalent to 

~p,~p~ = ~p~+~. (62) 

Thus each ~p~ belongs to :/n, and in fact 

% = exp (-T~),  (63) 

1 + x ~ d G  x where ~ ( t ) = J 0 { 1 - A s ( t x ) } ~  ( ) ,  (64) 

and G(x) is a non-decreasing function of bounded variation (Theorem 7). 

Thus every symmetric Brownian process has joint distributions determined by  (63), 

(64). Conversely, if G is any non-decreasing function of bounded variation, there is a sym- 

metric Brownian process having joint distributions given by  (63), (64). There will be many  

such processes, but  they will all have the same finite-dimensional distributions. 

Of particular interest are those processes for which all the distributions ~@) are of 

the same type, in the sense tha t  O(a) is obtained from ~@) by a change of scale. In  this 

case (61) shows tha t  O(v) must  be a stable distribution, so that ,  for some a >~0, 0 < ~r ~< 2, 

~o~(t) = exp ( - avt~). (65) 
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Any process for which ~f~ has this form will be called a symmetric stable process with para- 

meter ~. I n  particular, when ~ =2,  so tha t  Z(~) has a Rayleigh distribution, we call the pro- 

cess a symmetric Wiener process. 

The recurrence theorem of the preceding section has an analogue for symmetric 

Brownian processes which will now be discussed. A process Z(~) will be called recurrent if, 

for each h > 0, the set 

if(h) = {~;Z(~) < h} 

is unbounded with probabili ty one. 

Observe that ,  for any ~ > 0, the discrete t ime process 

Sm(O)=Z(m5 ) ( m = 0 , 1 , 2  .... ) (66) 

is a symmetric random walk, the radial characteristic function of each step being ~ .  If, 

for some ~ >0,  the random walk {Sm((~)} is recurrent, then so is Z(v), since 9'(h) then con- 

tains infinitely many  of the points m~. 

The converse result is much less trivial, and is, in fact, generally false. Whatever  the 

joint distributions determined by  the ~)(~), we can find a process Z(v) with these joint 

distributions which is recurrent. For, if ~z(~) is a symmetric Brownian process with the 

given finite-dimensional distributions, then so is the process Z(~) defined by  

Z(~)=Z(~)  (~=~1,$~ .... ) 

Z(~ j )=O ( i = 1 , 2  .... ), 

where the t j  are the instants of a Poisson process independent of ~z(v). But  Z(~) is recurrent, 

because if(h) contains the points ~j. 

Let  ~(t) be any function of the form (64), and write Z(~) for the class of symmetric 

Brownian processes whose finite-dimensional distributions are determined by the radial 

characteristic functions 

Then Z(~) will certainly contain some recurrent processes. However, if we are seeking 

properties which depend only on the finite-dimensional distributions of the processes 

studied, what  is of interest is whether or not all the processes in ~(~) are recurrent. 

With this in mind, we say tha t  ~(t) is o] recurrent type if all the processes in ~{~) are 

recurrent. Then we have seen tha t  if, for some ~ >0,  the symmetric random walk {Sm(~)} 

whose steps have radial characteristic function e -~r is recurrent, then ~(t) is of recurrent 

type. The next  lemma establishes the converse. The proof follows closely tha t  of Chung 

([2], 179) for a similar result in the theory of Markov chains. 

L E P T A  4. 1] ~(t) is o~ recurrent type then,/or some 0>0 ,  {Sm(~)} is recurrent. 
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Proo]. Firs t  observe tha t ,  as ~-->0, ~(~)  approaches  the  dis t r ibut ion concent ra ted  a t  

zero, and  so every  process in Z(~) is cont inuous in probabi l i ty .  I t  follows f rom theorems 

of Doob ([5], w II .2)  t ha t  ~(~) contains a process Z(v) which is measurable  and  which 

is separable  (relative to  closed sets), any  dense subset  of the  real line being admissible as 

a separabi l i ty  set. Then,  since ~(t) is of recurrent  type ,  Z(r)  is recurrent .  

Le t  IIAII denote  the  Lebesgue measure  of the set  A, and let h,v,e be posit ive numbers .  

For  any  r a n d o m  var iable  w such t h a t  0 ~ w ~ 1, 

E(w) <~ �89 < 1) + 1 .P(w > �89 = �89 +{P(w > �89 

so t h a t  P(w > �89 2E(w) - 1. 

Applying  this to  w = 1 ii~r(2h)fl(v ' v + 2e) H, 

and  using the  measurab i l i ty  of Z(v), we get  

+ 2 )II > l < h) 

= e  -1 p ( z ( ~ + e ) < 2 h l Z ( ~ ) < h ) d a - 1  

) s -1 P(Z((r) < h) d a -  1 = y(e), say. 

Then  7(e)-->l as e-->0, and  so, if e is sufficiently small  y ( e ) >  0. Now, for any  ~/> 0, 

P(II ff(2h)f'l(T, c~ )ll > , )  

>i E P{Z(v + r~) ~> h(O < r < m), Z(~ + m~/) < h, llff(h)n(v + ma,~o)ll > 
m=O 

~> y(s) ~ P{Z(v + r~) >~ h(O < r < m), Z(v + m~) < h} 
tal--O 

= y(s) P{Z(v: + rTI) < h for some r ~> 0}. 

Now pu t  ~ = 2 -k, and  let k-+  ~ th rough  integral  values. Using the  separabi l i ty  and  the  

recurrence of Z("  ), 

P(llff(2h)n(,,~)ll >~) >~r(~) P { Z ( T +  a) < h for some a>~0} = y(s). 

Hence,  let t ing ~--> oo, p(H~(2h) H = cr ~> y(e), 

and  so, lett ing e-->0, P( [[ ff(2h)I[ = oo ) = 1. 
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Hence fI ~ < 2h) dv = ~ .  

I t  follows from a remark of Chung ([2], 182) and from the evident continuity of P(Z(~) <~ 2h) 

that ,  for all positive ~ outside a set A(h) of the first category, 

Choose 5 to lie outside the set 

P { Z ( m S )  < 2 h }  = c o .  (67) 
m=0 

k = l  

which is possible since this set is of the first category. Then (67) holds when h = 1/k (k 

integral), and so, since the left-hand side of (67) is monotone non-decreasing in h, it holds 

for all h > 0 .  Hence, with this choice of 5, {Sm((~)} is recurrent, and the lemma is proved. 

THEOREM 10. A /unction ~(t) o/the/orm (64) is o/recurrent type in n dimensions i/ 

and only i/the integral 

/o  ~ 1 t~-ldt (68) 
l + t n+l  

diverges. The/unction ~(t)=at ~ corresponding to the symmetric stable process with parameter 

is o/recurrent type i /and only i/ 

n ~< ~. (69) 

Proo], Lemma 4 and Theorem 9 show tha t  ~(t) is of recurrent type if and only if, for 

some (~ > 0, 

fo ~ 1 tn-ldt 
1 - ~ ( t )  1 + t ~+1 = 

But, since ~f~(t)=exp { -  ~(t)} this integral diverges if and only if (68) does. In  particular, 

if ~(t) =at ~, (68) diverges if and only if 

1 + tn+l -- ~ ,  

i.e. if and only if n ~< ~. Hence the theorem is proved. 

According to (69), the critical dimension for recurrence of symmetric stable processes 

is no longer 2 (as in P61ya's theorem), but  is now ~, which can be strictly less than 2. The 

critical dimension need not of course be an integer. 
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9. Projections 

I f  we have a random walk in an integral number  of dimensions, then the projection ot 

this walk onto any linear subspace is again a random walk in the appropriate number  ot 

dimensions. Moreover, if the original process is spherically symmetric,  so is the projected 

process. I f  a typical step in the original walk has length X, then the corresponding step ir 

the projected walk has length X cos0, where 0 is independent of X, and has the distributior 

tha t  a uniformly distributed unit vector makes with the subspace. I f  the dimension ot 

the original space is n, and tha t  of the subspace m < n, then it is elementary to show that 

/t = cos(} has a probabili ty density 

28! 2r+l, 1 ~.g2)S- r-1 
r ! ( s _ r _ l ) ! / s  ~ -- (0~< u~< 1) .(70 

where we have written 

m = 2 ( l + r ) ,  n = 2 ( l + s ) .  (71 

This procedure may  be generalised to the symmetric random walks considered h 

this paper as follows. I f  m, n are any two real numbers with 1 ~< m < n < 0% and if X is an~ 

non-negative random variable, then we define a new random variable r I~  X by  

I-I~ x = ~ x ,  (72 

where # is independent of X and has the probabili ty density {70). The interpretation o 

1-I~ X is as the length of the projection onto an m-dimensional linear subspace of a randon 

vector with length X which has spherical symmetry  in n dimensions. 

Notice tha t  there is the same ambiguity in the definition of 1-I~ as there was in th 

definition of (~, due to the arbi trary choice of it. We therefore extend the convention mad 

in w 1 by  saying that ,  in any expression containing several 1-I and O symbols, the randor 

variables # and 2 implicit in these symbols are all independent. This corresponds to th 

fact, that ,  in a spherically symmetric random walk, the angles which successive steps mak 

with any linear subspace are independent. 

The projection operators I-[~ tie up in a very natural  way with the operation of radi~ 

addition and with the radial characteristic function. The connections are made explici 

in the next theorem. I t  will be convenient to write the radial characteristic functio 

n~Fx(t) in the alternative form n~Ft[X ], so tha t  

"~Ft[X] = E{As(IX)}. 

THEOREM l l .  For any non-negative random variable X ,  

= m ~  ~ X "LFt[X] t[I-Im ]. (7" 
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I / X  and Y are independent and non-negative, then 
m 

�9 n n I-l~(x| Y) = (1-I~x) | (1-I~ Y). 

Proo/. Sonine's first finite integral ([16], 373) can be written 

As(z)- 2s! . I1Ar(ttz)/t=r+l(l__/t=)s_ r ld/t ' 
r!(s- r -  1)! Jo 

so that,  if tt has the probability density (70), 

A~(z) = E{Ad/tz)}. 

E{ A~(tX) } = E{ Ar(tttX) }, Hence 

proving (73). Therefore 

(74) 

n n 

~%[I-l~(x | Y)] = "Ret[x| Y] ="%[x] "~t[ Y] 
m 

m n m n = ~Ft[1-lmX] ~Ft[1-Im Y] = m~Ft[(1-I~X)@(l-I~ Y)]. 

An application of Lemma 2 completes the proof of the theorem. 

Now let X1, X~ . . . .  be independent and identically distributed, and put  Xj = YI~Xj. 

Then, if 

n n _ _ m m . 

8 N = X 1 0  ... | S ~ -  X 1 0  ... @XN, 

the theorem shows that  YI~ SN - SN. 

Thus, as far as the one-point distributions are concerned, the process {SN} is the projection 

of {SN}. This does not, however, extend to  the joint distributions. To see this, consider 

the case where m and n are integers, and let Xj = I X j I, where the Xj are independent 

identically distributed spherically symmetric n-vectors�9 Then SN is the length of the pro- 

jection of SN onto the linear subspace, but  the angles which the different SN make with 

the subspace are correlated with one another. 

I t  is a consequence of Theorem 11 that  much of the structure introduced in preceding 

sections is preserved under the projection operators. Thus, for instance, if X has an in- 

finitely divisible distribution in n dimensions, then the distribution of YI~ X is infinitely 

divisible in m dimensions�9 The projection operators are useful in that  they connect random 

walks in different numbers of dimensions; an example of the way they can be used will 

be given in the next  section. They can also be used to explain, for instance, the reason 

why the recurrence conditions (56) and (69) take the form 

n ~<n o. 
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We note in passing the formula 

I-[~ (YI~ X) - 1-[~ X, (75) 

valid in the range 1 < m < n < p < co. 

I f  we return to the geometrical picture of a symmetric random walk in an integral 

number  of dimensions, we see tha t  instead of projecting the walk onto a single linear sub- 

space, we could project it simultaneously onto two (or more) orthogonal subspaces. The 

two (or more) projections will not, of course, be independent in general. Thus, if X is the 

length of a symmetric random n-vector X, we can consider the projections ~1, ~ of X onto 

two orthogonal subspaces of dimensions ml,m ~. Clearly we have 

~l=Xcoso~cosfl, ~ =Xcosas inf l ,  

where ~ is the angle which X makes with the join of the two subspaces, and fl the angle 

which the projection of X onto this join makes with the first of these subspaces. Because 

of the spherical symmetry  ~ and fl are independent, :r having the distribution which a 

uniformly distributed unit n-vector makes with an (m 1 +m2)-dimensional subspace, and 

fl the distribution of the angle which a uniformly distributed (m 1 +m2)-vector makes with 

an ml-dimensional subspace. 

Now, if u is a random unit vector in zV dimensions having a uniform (i.e. spherically 

symmetric) distribution, then the angle which u makes with an M-dimensional linear 

subspace (M < N) has probabili ty density 

CM.NCOS M-1 r sinN-M-Ir (0<r  (76) 

where the constant CM. N is given by 

2 ( � 8 9  1)! (77) 
CM.N = ( � 8 9  1)! ( � 8 9  �89 

Now (76) defines a probabili ty distribution whenever M and N are real and 1 ~< M < N  < ~ ;  

this distribution will be denoted by ~ (M,N) .  We shall extend the definition by  taking 

~(/V, N) to be the distribution concentrated at r = 0 

I t  follows tha t  the projections ~ ,  ~ of the random n-vector X satisfy 

(~1' ~2) ~- XCOS~ (COS~, sinfl), (78) 

where ~,fl are independent, a E ~ ( m  1 + m S,n), fl E O(ml,m 1 + ms). (The notation a E 0 

means tha t  ~ has the distribution ~) .  More generally, if }1 ..... }k are the projections of the 

spherically symmetric random n-vector X onto a set of k mutually orthogonal subspaces 

of dimensions ml, ...,mk, then it is not difficult to see tha t  
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(~1 ..... Sk) -- X (cos g cos/?, cos :r sin/? cos~,, cos ~ sin/? sin 7 cos 5, ..., 

cosa  sin/~ sin~ ...sin0), 

where X,  cr ..... 0 are all independent,  with 

(79) 

O~ E ~ ( m  1 + ... -~ mk, n), 

/? ~ ~ ( m l ,  ~n 1 Jr o.. ~- mk) ,  

7 E ~)(m~, m S § . . .  + mk), (80) 

0 ~ D(m~ -1, ink-1 + ink). 

So far we have discussed the case in which n, mj are integers. I t  is, however, na tura l  

to extend the definition to the case when n, m~ are any  real numbers  with 

m ~ > l ,  m l + m  2 + . . . + m  k~<n. 

Then, if X is a non-negative random variable, we de/ine the simultaneous projection of 

X from n to (m 1 ..... mk) dimensions to  be the vector  

= (~1, "'-, ~k) = X (cos ~ cos/?, cos ~ sin ~ cos ~ . . . .  ) (81) 

as in (79), where X, a ..... 0 are independent,  the distributions of zr ...,0 being given by  (80). 

Thus ~ is given by  

=x~, (s2) 

where ~ is a r andom k-vector distr ibuted over l ~] ~< 1. I f  m 1 + m 2 +. . .  + m k = n, then 1 ~ I = 1 

and X = I~1" In  this case the components  of ~ can be looked upon as generalised coordinates 

of X. 

I t  is easy to see tha t  Sonine's second finite integral ([16], 376) implies that ,  if 

r +~), 2(1 +Q) +2(1 +~)}, 

then E(AQ(u cos r  A~(v sin r = A~+~+l{(U 2 + v2)t}. (83) 

Now consider the simultaneous projection of X from n to  (m I ..... mk) dimensions, and pu t  

n = 2(1+s) ,  mj = 2(1 +rj) .  

Then repeated application of (83) yields the formula 

n~x(t) = E{Ar~(tl~) ... Ark(tk ~k)}, (84) 

where t u = t~ + ... + t~. 

This formula is analogous to  the formula (for n an integer) 

n~Fx(t ) = E (exp (it 1X 1)... exp (it~ Xn) } 
4 -- 632917. Acta mathematica. 109. I m p r i m 4  le 28 m a r s  1963 
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which lies at  the basis of the use of the radial characteristic function. I t  shows tha t  the 

concept of simultaneous projection has a symmet ry  which is not apparent  from its defini- 

tion. Thus, if = is a permutat ion of (1,2 ..... k), and if (~1 .... ,~k) is the simultaneous projec- 

tion of X from n to (m=l ..... re=k) dimensions, then 

As an illustration of the use of simultaneous projections, we obtain a characterisation 

of the Rayleigh distribution, which is the analogue of the property of the symmetric normal 

distribution tha t  its components are independent. Let  k>~2 be an integer, mj ( ]= 1 ..... k) 

any real numbers not less than  1, and n >~ ~ mj. Let  X be a non-negative random vari- 

able, and let ~ be its simultaneous projection from n to (m 1 .... ,mk) dimensions. Now 

suppose tha t  ~ ..... ~k are independent. We show tha t  this implies tha t  X has an n-di- 

mensional Rayleigh distribution. In  fact, it follows easily from (84) tha t  the radial charac- 

teristic function ~(t) of X satisfies 

~{(t~ + . . .  + t~)~} = ~(t i )  . . .  ~(t~), 

and this together with the continuity of ~(t) shows tha t  ~( t )=  e-at~ for some a. 

To conclude this section, we remark that,  when X is concentrated at  c, (84) takes 

the form 

As(ct) = IAt1(ctl~l) ... A,k(ctk ~k) g(n, m~; ~) d~ (85) 
d 

where the function g can be written down. This gives a whole family of integrals, which 

are generalisations of the finite integrals of Sonine. 

10. The class of radial characteristic functions 

In  this section we consider briefly the problem of deciding which functions can be 

radial characteristic functions. We recall the notations :T~, Y= and S~( = S) for the class of 

n-dimensional radial characteristic functions and its subclasses corresponding to infinitely 

divisible and stable distributions. The problem is to identify :T=, J~ and S~. As far as Sn 

is concerned, the answer is given by  Theorem 8; S= consists exactly of the functions 

exp ( - ct ~) 
for c>~0, 0 < ~ < 2 .  

The following inclusion relations hold trivially for any n; 

S~Y.cY~. (86) 
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(These inclusions are strict; weak inclusions are here denoted by  _~ .) Fur the r  inclusion 

relat ions are given by  the  following theorem.  

THEOREM 12. The sequences {:~}, {3~} are strictly decreasing in n > 1, and their limits 

7= = n 7o, 3 =  = n 3 .  (87) 
n~>l n~>l 

are non-empty with 

S ~ Y ~ _ : ~ .  (88) 

Proo]. Let  m < n. Then,  if ~o E ~ ,  there  exists X with  

v~(t) = " % [ x ] ,  

and so ~f(t) = m~Ft[I]~X ] E ~'m. 

Hence :~,~ % :~m. I f  X is infinitely divisible in n dimensions, then  so is 1-I~ X in m dimensions,  

and  so 3n -~ 3m- 

NOW consider the  generalised Poisson dis tr ibut ion for which 

y~(t) = e x p { n , ( t ) - l }  (m=2(1  +r)) .  

Then  ~o(t) E 3m ~ ~m- NOW suppose t h a t  yJ(t) E :~n. Then  

~(t) = ~Ft[1-FmX], 

and since ]-]~ X = f i X  where kt has an absolutely continuous distr ibution,  /xX can have  

no a toms  except  possibly a t  zero. Bu t  ~o(t) =m~Ft[Y], where Y has a toms  a t  0 and  1. Thus  

we have  a contradiction,  showing t h a t  3m is not  a subset  of :~ .  I t  follows t h a t  the two 

inclusions 

~ n ~ r n ,  3n~-Ym 
are strict.  

The inclusions (88) follow a t  once f rom (86), and  since $ is non-empty ,  so are :~oo and  

3~ .  Hence  the theorem is proved.  

The  classical criterion for a funct ion to be a characterist ic funct ion is given by  Bochner ' s  

theorem,  which can be made  to characterise ~= when n is an integer. Thus  (cf.[7]), ~p(t)E :~n 

(n integral) if and only if i t  is continuous,  ~v(0) = 1, and the  mat r ix  

(~(d~s); i,] = 1,2 ..... N) 

is posi t ive-semi-defini te whenever  there exist  points  A 1 ..... A~ in Eucl idean n-space R = 

such t ha t  d~s is the distance f rom A~ to A s. 

Thus  the  main  condition for yJ(t) to  belong to  :~=, when n is an integer, is t h a t  the  

mat r ix  (vA(d~s)) be posit ive-semi-definite whenever  t he  d~ s sat isfy a certain condition, and  
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this condition is the only point at  which the dimension n enters. As the dimension increases, 

this latter condition weakens, so tha t  :~=+1 - ~ ,  in accordance with Theorem 12. 

Unfortunately,  it does not seem to be possible to modify the condition on the d~j 

so tha t  it becomes meaningful when n is not an integer. In  fact, for any given N, the condi- 

tion allows exactly 

� 8 9  (n ~< N - l )  

of the d~j to be assigned freely, and this alone seems to make it unlikely tha t  the condition 

can be so modified. Hence it may  not be possible to obtain a simple characterisation of the 

Bochner type for :~  when n is not an integer. The best we can do is to say tha t  it lies 

between :~m and :~m+l, where m is the integral par t  of n. 

The class : ~  can be written in the alternative form 

7~= nT., 
n=l  

and we can appeal to a known theorem ([7], 24) to show tha t  ~ E ~  if and only if there 

exists a distribution function G on [0, oo) such that  

v2(t ) = foe-Ct'dG(c). (89) 

Equivalently, ~v(t)E :~r if and only if ~(t) is continuous in t >~ 0 and infinitely differentiable 

in t > 0, yJ(0) = 1, and v/(x�89 ) is a completely monotonic function of x. In  particular, since the 

function 

exp ( - t= )  ( 0 < a < 2 )  

belongs to S and hence to ~ ,  it follows tha t  the function 

e x p ( - x  ~) ( 0 < f l < l )  

is completely monotonic, a result due to Bochner [1]. Notice tha t  (89) shows tha t  ~ o  is 

exact ly the (pointwise) closed convex hull of S, and tha t  the extreme points both of 700 

and of $ are the functions e -ct" (c>~O). In  fact, a number  of the results obtained in this 

paper  can be placed within the context of the extreme-point theory of convex sets. 

I t  is possible to sharpen the inclusions (88) to give 

The details are straightforward and will be omitted. 

I am indebted to Professor D. G. Kendall  for many  helpful comments, and to the 

Depar tment  of Scientific and Industrial Research for financial support.  
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