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## Introduction

In his paper [15], D. C. Spencer has given a canonical procedure for associating to a differential operator $\mathcal{D}$ a sequence of differential operators

$$
\begin{equation*}
0 \longrightarrow \theta \longrightarrow \underline{C}^{0} \xrightarrow{D} \underline{C}^{1} \xrightarrow{D} \ldots \xrightarrow{D} \underline{C}^{n} \longrightarrow 0, \tag{1}
\end{equation*}
$$

which, in the sense of formal exactness, resolves the sheaf $\theta$ of germs of solutions to the homogeneous equation $\mathcal{D} s=0$. In the case where $\mathcal{D}$ is elliptic Spencer has proposed a certain boundary value problem for the purpose of studying the cohomology of (l), or more precisely, the cohomology of

$$
\begin{equation*}
\Gamma\left(\Omega, C^{0}\right) \xrightarrow{D} \Gamma\left(\Omega, C^{1}\right) \xrightarrow{D} \ldots \xrightarrow{D} \Gamma\left(\Omega, C^{n}\right) \longrightarrow 0, \tag{2}
\end{equation*}
$$

where $\Omega$ is a compact manifold-with-boundary and $\Gamma\left(\Omega, C^{i}\right)$ is the space of smooth sections of $C^{i}$ over $\Omega$. This boundary value problem, the $D$-Neumann problem, is the topic of this paper.

The $D$-Neumann problem is closely related to the existence problem for elliptic differential equations; a theorem due to D. G. Quillen asserts that the exactness of (2) at $\Gamma\left(\Omega, C^{1}\right)$ is equivalent to the existence of global solutions on $\Omega$ to the equation $\mathcal{D} s=t$, where $t$ satisfies the appropriate compatibility conditions in the overdetermined case. Similarly the exactness of (1) at $\underline{C}^{1}$ is equivalent to the local solvability of $D s=t$.

Our efforts here yield some sufficient conditions for the solvability of the $D$-Neumann problem. These take the form of sufficient (and, for the most part, necessary) conditions for certain a priori estimates to hold. However, the conditions which have wider scope are also more difficult to interpret; in general, the problem of interpreting the conditions remains.

Chapter I begins with the definition of the jet bundles and a description of the jet representation of differential operators. In section 5 we define the first Spencer sequences, and we establish the stability of these sequences in section 7 . The results in section 8 prove the theorem of Quillen quoted above. Almost all of the definitions and propositions in Chapter I can be found in Quillen [12]; however, to suit our purposes, we give different proofs in several cases. In particular, the proof of the main proposition in section 7 is due to the author.

In Chapter II we construct the second Spencer sequence and show that its cohomology is isomorphic to the stable cohomology of the first Spencer sequences. We also show that the associated symbol sequence is exact whenever the original operator is elliptic. We then state the $D$-Neumann problem and give a priori estimates which imply its solvability. Following along lines suggested by the work of Hörmander [7], we reduce the study of
these estimates to the study of similar estimates on the boundary. By taking advantage of certain formal properties of the Spencer sequence we obtain estimates which are simpler than those given in [7]. At the end of Chapter II we discuss sufficient conditions for the solvability of the $D$-Neumann problem.

In Chapter III we consider the restriction of the Spencer sequence to the boundary and define the $D_{b}$-problem. In section 3 we give a condition under which the solvability of the $D_{b}$-problem implies the solvability of the $D$-Neumann problem. In section 5 we discuss the $D_{b}$-problem corresponding to the Cauchy-Riemann equation; our results here agree with those of Kohn-Rossi [11].

## Chapter I. The first Spencer sequence

## 0. Notation

Whenever the word "smooth" occurs in connection with manifolds, bundles, or maps of these objects, it is to be interpreted as meaning differentiable of class $C^{\infty}$. If $E$ is a vector bundle, we denote by $\underline{E}$ the sheaf of germs of smooth sections of $E$. Unless stated otherwise, a bundle map between two bundles over the same manifold $M$ is assumed to cover the identity $\operatorname{map} M$; we do not require that a bundle map have constant rank. In this chapter we consider only vector bundles whose fibers are real vector spaces; this is only for the sake of being definite, and all the results hold for complex vector bundles also.

By multi-index in $n$ variables we mean an $n$-tuble $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ of non-negative integers. We write $|\alpha|=\alpha_{1}+\ldots+\alpha_{n}$ and $\alpha!=\alpha_{1}!\cdot \ldots \cdot \alpha_{n}!$. If $f$ is a smooth function on $\mathbf{R}^{n}$, we write $\partial_{v} f$ for the partial derivative of $f$ with respect to the $\nu$-th coordinate place; we also write $\partial_{\alpha}=\partial_{1}^{\alpha_{1}} \cdot \ldots \cdot \partial_{n}^{\alpha_{n}}$ for a multi-index $\alpha$. If $x=\left(x^{1}, \ldots, x^{n}\right) \in \mathbf{R}^{n}$, then $x^{\alpha}=\left(x^{1}\right)^{\alpha_{1}} \cdot \ldots \cdot\left(x^{n}\right)^{\alpha_{n}}$. Multi-indices will be used similarly in other contexts.

## 1. The jet bundles

Let $E \rightarrow M$ be a real vector bundle over a smooth $n$-manifold $M$, let $x \in M$, and let $\mu$ be a non-negative integer. We denote by $S_{x}(E)$ the space of smooth local sections of $E$ at $x$. We define an equivalence relation on $S_{x}(E)$ by calling two local sections $s_{1}, s_{2} \in S_{x}(E)$ equivalent if they agree up to order $\mu$ at $x$. This means that for every smooth curve $\varphi: \mathbf{R} \rightarrow M$ with $\varphi(0)=x$ and for every smooth function $\psi: E \rightarrow \mathbf{R}$ which is linear on each fiber the derivatives

$$
\frac{d^{k}}{d t^{k}} \psi \circ\left(s_{2}-s_{1}\right) \circ \varphi(t)
$$

should vanish at $t=0$ for $k=0,1, \ldots, \mu$. We denote the set of equivalence classes by $J_{\mu}(E)_{x}$ and write $J_{\mu}(E)$ for the disjoint union, over all $x$ in $M$, of the sets $J_{\mu}(E)_{x} . J_{\mu}(E)$ is called
the set of $\mu$-jets of sections of $E$; the equivalence class in $J_{\mu}(E)_{x}$ of a local section $s$ is called the $\mu$-jet of $s$ at $x$.

Our aim in this section is to show that $J_{\mu}(E)$ is a vector bundle over $M$. Indeed, there is an obvious projection $J_{\mu}(E) \rightarrow M$, and it is easy to see that the fiber $J_{\mu}(E)_{x}$ inherits from $S_{x}(E)$ the structure of a vector space over $\mathbf{R}$. However, before putting additional structure on $J_{\mu}(E)$, it is convenient to establish the functorial properties of $J_{\mu}$.

Let $E_{1} \rightarrow M_{1}$ be another vector bundle, let $g: M \rightarrow M_{1}$ be a diffeomorphism, and let $h: E \rightarrow E_{1}$ be a bundle map which covers $g$. The mapping from $S_{x}(E)$ to $S_{g(x)}\left(E_{1}\right)$ defined by

$$
s \rightarrow h \circ s \circ g^{-1}
$$

is compatible with the equivalence relation defining the jets and with the operations of addition and scalar multiplication. Thus we obtain a mapping

$$
\begin{equation*}
J_{\mu}(g, h): J_{\mu}(E) \rightarrow J_{\mu}\left(E_{1}\right) \tag{1.1}
\end{equation*}
$$

which maps the fiber over $x$ linearly into the fiber over $g(x)$. If $M=M_{1}, E=E_{1}$, and if $g$ and $h$ are the identity maps, then $J_{\mu}(g, h)$ is the identity map. If $E_{2} \rightarrow M_{2}$ is a third bundle and if $g_{1}: M_{1} \rightarrow M_{2}$ and $h_{1}: E_{1} \rightarrow E_{2}$ have the same properties as $g$ and $h$, then

$$
J_{\mu}\left(g_{1} \circ g, h_{1} \circ h\right)=J_{\mu}\left(g_{1}, h_{1}\right) \circ J_{\mu}(g, h) .
$$

Finally, we note that for an open subset $U$ of $M$ we have $J_{\mu}(E)_{U}=J_{\mu}\left(E_{U}\right)$; that is, $J_{\mu}$ commutes with the operation of restricting to $U$.

We now give $J_{\mu}(E)$ a bundle structure in the special case where $M$ is an open subset $G$ of $\mathbf{R}^{n}$ and $E \rightarrow M$ is the trivial bundle $G \times \mathbf{R}^{m} \rightarrow G$. For $x=\left(x^{1}, \ldots, x^{n}\right)$ in $G$ an element $s$ of $S_{x}\left(G \times \mathbf{R}^{m}\right)$ can be considered as a local $\mathbf{R}^{m}$-valued function

$$
s(y)=\left(s^{\mathbf{1}}(y), \ldots, s^{m}(y)\right)
$$

defined for $y=\left(y^{1}, \ldots, y^{n}\right)$ in a neighborhood of $x$. The section $s$ is equivalent, in the sense of $\mu$-jets at $x$, to a unique $\mathbf{R}^{m}$-valued polynomial in $(y-x)$, namely, the truncated Taylor series

$$
\sum_{|\alpha| \leqslant \mu}(y-x)^{\alpha} \partial_{\alpha} s(x) / \alpha!
$$

of $s$ at $x$. If we denote by $F_{\mu}^{m}$ the vector space of all $\mathbf{R}^{m}$-valued polynomials of degree at most $\mu$ in the indeterminate $X=\left(X^{1}, \ldots, X^{n}\right)$, then we obtain a bijective map from $J_{\mu}\left(G \times \mathbf{R}^{m}\right)$ to $G \times F_{\mu}^{m}$ which sends the $\mu$-jet of $s$ at $x$ to the pair

$$
\left(x, \sum_{|\alpha| \leqslant \mu} X^{\alpha} \partial_{\alpha} s(x) / \alpha!\right) .
$$

This mapping is linear on the fibers and thus defines a bundle structure on $J_{\mu}\left(G \times \mathbf{R}^{m}\right)$. If $\sigma$ is the $\mu$-jet of $s$ at $x$, then we write $\sigma_{\alpha}=\partial_{\alpha} s(x)$ so that the mapping $J_{\mu}\left(G \times \mathbf{R}^{m}\right) \rightarrow G \times F_{\mu}^{m}$ is given by

$$
\begin{equation*}
\sigma \rightarrow\left(x, \sum_{|\alpha| \leqslant \mu} \sigma_{\alpha} X^{\alpha} / \alpha!\right) \tag{1.2}
\end{equation*}
$$

for $\sigma$ in the fiber over $x$. The vectors $\sigma_{\alpha} \in \mathbf{R}^{m}$ are called the components of $\sigma$.
Now let $g$ be a diffeomorphism of $G$ with another open subset $G_{1}$ of $\mathbf{R}^{n}$, let $(x, e) \rightarrow$ $\left(g(x), h_{x} e\right)$ give a bundle map $h$ from $G \times \mathbf{R}^{m}$ to $G_{\mathbf{1}} \times \mathbf{R}^{k}$, and consider the map

$$
\mathbf{J}_{\mu}(g, h): J_{\mu}\left(G \times \mathbf{R}^{m}\right) \rightarrow J_{\mu}\left(G_{1} \times \mathbf{R}^{k}\right)
$$

An element $\sigma$ of $J_{\mu}\left(G \times \mathbf{R}^{m}\right)_{x}$ is the $\mu$-jet at $x$ of the section

$$
s(y)=\sum_{|\alpha| \leqslant \mu}(y-x)^{\alpha} \sigma_{\alpha} / \alpha!;
$$

$\tau=J_{\mu}(g, h) \sigma$ is the $\mu$-jet at $g(x)$ of the section $h \circ s \circ g^{-1}$, and thus

$$
\begin{equation*}
\tau_{\beta}=\left.\sum_{|\alpha| \leqslant \mu} \partial_{\beta}\left(\left(g^{-1}(y)-x\right)^{\alpha} h_{g^{-1}(y)} \sigma_{\alpha} / \alpha!\right)\right|_{y-g(x)} \tag{1.3}
\end{equation*}
$$

The map $J_{\mu}(g, h)$ is thus given by

$$
\begin{equation*}
\left(x, \Sigma_{|\alpha| \leqslant \mu} \sigma_{\alpha} X^{\alpha} / \alpha!\right) \rightarrow\left(g(x), \Sigma_{|\beta| \leqslant \mu} \tau_{\beta} X^{\beta} / \beta!\right) \tag{1.4}
\end{equation*}
$$

where $\tau_{\beta}$ is defined by (1.3). It is clear that $J_{\mu}(g, h)$ is smooth, and thus it is a bundle map from $J_{\mu}\left(G \times \mathbf{R}^{m}\right)$ to $J_{\mu}\left(G_{1} \times \mathbf{R}^{k}\right)$.

We are now ready to put a bundle structure on $J_{\mu}(E)$. Let $U$ be an open subset of $M$ which is diffeomorphic to an open subset $G$ of $\mathbf{R}^{n}$, and assume that $E_{U}$ can be trivialized by a mapping $E_{U} \rightarrow U \times \mathbf{R}^{m}$. Composing with the diffeomorphism $U \rightarrow G$, we obtain a bundle isomorphism

$$
\begin{array}{cc}
E_{U} \xrightarrow{n} & G \times \mathbf{R}^{m} \\
\downarrow &  \tag{1.5}\\
U & \downarrow \\
U & G
\end{array}
$$

We thus obtain a commutative diagram

where $J_{\mu}(g, h)$ is bijective since $J_{\mu}(g, h)^{-1}=J_{\mu}\left(g^{-1}, h^{-1}\right)$ exists. We use this diagram to transfer the bundle structure of $J_{\mu}\left(G \times \mathbf{R}^{m}\right)$ to $J_{\mu}(E)_{U}$ and claim that the structure so obtained is independent of the choice of $g$ and $h$. Indeed, if

$$
\begin{array}{ccc}
E_{U} \xrightarrow{h_{1}} & G_{1} \times \mathbf{R}^{m} \\
\downarrow & & \downarrow \\
U & \xrightarrow{g_{1}} & G_{1}
\end{array}
$$

is another bundle isomorphism, then $J_{\mu}(g, h) \circ J_{\mu}\left(g_{1}, h_{1}\right)^{-1}=J_{\mu}\left(g \circ g_{1}^{-1}, h \circ h_{1}^{-1}\right)$ is a bundle isomorphism of $J_{\mu}\left(G_{\mathbf{1}} \times \mathbf{R}^{m}\right)$ with $J_{\mu}\left(G \times \mathbf{R}^{m}\right)$ so that the bundle structures on $J_{\mu}(E)_{U}$ obtained by transfering are the same. If $U$ ranges through a covering of $M$ by coordinate disks, the resulting diagrams (1.6) thus define a bundle structure on $J_{\mu}(E)$. A local coordinate in $J_{\mu}(E)$ is obtained by composing the bundle map (l.6) with the bundle map described by (1.2); in such a local coordinate a jet $\sigma$ will have components $\sigma_{\alpha} \in \mathbf{R}^{m}$ for $|\alpha| \leqslant \mu$. The coordinate changes for $J_{\mu}(E)$ are expressed by (1.3) and (1.4). Note finally that the mapping (1.1) is smooth and hence a bundle map.

## 2. An exact sequence

Let $E \rightarrow M$ be a real vector bundle with fiber dimension $m$. Since the equivalence relation defining the $(\mu+1)$-jets of sections at $x \in M$ is stronger than the one defining the $\mu$-jets, there exists a mapping

$$
\begin{equation*}
\pi: J_{\mu+1}(E) \rightarrow J_{\mu}(E) \tag{2.1}
\end{equation*}
$$

which sends the $(\mu+1)$-jet at $x$ of a local section $s$ to the $\mu$-jet of $s$ at $x$. In a local coordinate, $\pi$ is given by

$$
\begin{equation*}
\left(x, \sum_{|\alpha| \leqslant \mu+1} X^{\alpha} \sigma_{\alpha /} / \alpha!\right) \rightarrow\left(x, \sum_{|x| \leqslant \mu} X^{\alpha} \sigma_{\alpha /} / \alpha!\right) . \tag{2.2}
\end{equation*}
$$

It is clear that $\pi$ is smooth and hence is a bundle map.
Denote by $S^{\mu+1} T^{*}$ the $(\mu+1)$-fold symmetric product of the cotangent bundle $T^{*}$ of $M$, and define a mapping

$$
\begin{equation*}
i: S^{\mu+1} T^{*} \otimes E \rightarrow J_{\mu+1}(E) \tag{2.3}
\end{equation*}
$$

as follows. If $\omega \in\left(S^{\mu+1} T^{*} \otimes E\right)_{x}$ has the form $\omega=v^{1} \bigcirc v^{2} \bigcirc \ldots \odot v^{\mu+1} \otimes e$, then choose a local section $s$ of $E$ with $s(x)=e$ and local functions $f^{1}, \ldots, f^{\mu+1}$, vanishing at $x$, such that $d f^{\nu}=v^{\nu}$ at $x$. Then define $i \omega$ to be the $(\mu+1)$-jet at $x$ of the section $f^{1} \cdot \ldots \cdot f^{\mu+1} \cdot s$. It is easily verified that the definition of $i \omega$ depends only on $\omega$ and that $i$ can be extended to all of $\left(S^{\mu+1} T^{*} \otimes E\right)_{x}$ by linearity. In a local coordinate $i$ is given by

$$
\begin{equation*}
\left(x, \sum_{|\alpha|=\mu+1}(d x)^{\alpha} \otimes \sigma_{\alpha} / \alpha!\right) \rightarrow\left(x, \sum_{|\alpha|=\mu+1} X^{\alpha} \sigma_{\alpha} / \alpha!\right) \tag{2.4}
\end{equation*}
$$

Thus $i$ is a bundle map, and in view (2.2) the sequence

$$
\begin{equation*}
0 \longrightarrow S^{\mu+1} T^{*} \otimes E \xrightarrow{i} J_{\mu+1}(E) \xrightarrow{\pi} J_{\mu}(E) \longrightarrow 0 \tag{2.5}
\end{equation*}
$$

is exact. It follows immediately from the definitions that the sequence (2.4) is natural in the following sense.

Proposition 2.1. Let $E$ and $F$ be two bundles over $M$, and let $h: E \rightarrow F$ be a bundle map which covers the identity map of $M$. Then the diagram

commutes.

## 3. Differential operators

Let $E$ and $F$ be real vector bundles over $M$ with fiber dimensions $m$ and $k$ respectively. A differential operator of order $\mu$ from $E$ to $F$ is defined to be a sheaf map $\mathcal{D}: \underline{E} \rightarrow \underline{F}$ which in local coordinates is given by a differential operator of order $\mu$ in the usual sense. This means that for a local coordinate $x=\left(x^{1}, \ldots, x^{n}\right)$ defined on an open subset $U$ of $M$ and for trivializations $E_{U} \rightarrow U \times \mathbf{R}^{m}$ and $F_{U} \rightarrow U \times \mathbf{R}^{k}$ there should exist smooth ( $k \times m$ ) -matrixvalued functions $A^{\alpha}, 0 \leqslant|\alpha| \leqslant \mu$, defined on $U$ such that

$$
\begin{equation*}
\mathcal{D} s(x)=\sum_{|\alpha| \leqslant \mu} A^{\alpha}(x) \partial_{\alpha} s(x) \tag{3.1}
\end{equation*}
$$

for a section $s(x)=\left(s^{1}(x), \ldots, s^{m}(x)\right)$ of $U \times \mathbf{R}^{m} \approx E_{U}$.
To provide an example we construct a canonical differential operator

$$
j_{\mu}: \underline{E} \rightarrow \underline{J_{\mu}(E)}
$$

To a section $s$ of $E$ we assign the section of $J_{\mu}(E)$ which maps $x$ to the $\mu$-jet of $s$ at $x$. The sheaf map thus defined is denoted by $j_{\mu}$. In local coordinates $j_{\mu}$ sends the section $s(x)=$ $\left(s^{1}(x), \ldots, s^{m}(x)\right)$ of $E$ to the section $\sigma(x)$ of $J_{\mu}(E)$ with components $\left(\sigma_{\alpha}^{1}(x), \ldots, \sigma_{\alpha}^{m}(x)\right)=$ $\sigma_{\alpha}(x)=\partial_{\alpha} s(x),|\alpha| \leqslant \mu$. Thus $j_{\mu}$ is a differential opeator of order $\mu$ on $E$.

Proposition 3.1. To each differential operator $\mathcal{D}: \underline{E} \rightarrow \underline{F}$ of order $\mu$ there corresponds a bundle map $\varrho_{\mu}(\mathcal{D}): J_{\mu}(E) \rightarrow F$ such that the diagram

$$
\begin{align*}
& \frac{J_{\mu}(E)}{\uparrow_{i}} \xrightarrow{e_{\mu}(\mathcal{D})} \underline{F}  \tag{3.2}\\
& \underline{E} \xrightarrow{\mathcal{D}} \uparrow \mathbf{1} \\
& \underline{F}
\end{align*}
$$

commutes. Moreover, the correspondence $\mathcal{D} \rightarrow \varrho_{\mu}(\mathcal{D})$ is one-to-one and onto the set of bundle maps from $J_{\mu}(E)$ to $F$.

Proof. Let $\mathcal{D}$ be a differential operator of order $\mu$ from $E$ to $F$. In view of the local representations (3.1) of $\mathcal{D}$ the mapping

$$
S_{x}(E) \ni s \rightarrow \mathcal{D} s(x) \in F_{x}
$$

is compatible with the equivalence relation defining the jets and thus induces a mapping $\varrho_{\mu}(\mathcal{D}): J_{\mu}(E) \rightarrow F$. If $\mathcal{D}$ is given by (3.1) in some local coordinate, then $\varrho_{\mu}(\mathcal{D})$ is given by

$$
\begin{equation*}
\varrho_{\mu}(\mathcal{D}) \sigma=\sum_{|x| \leqslant \mu} A^{\alpha}(x) \sigma_{\alpha}, \quad \sigma \in J_{\mu}(E)_{x}, \tag{3.3}
\end{equation*}
$$

in the same coordinate. The mapping $\varrho_{\mu}(D)$ is smooth and thus is a bundle map. The assertions in the proposition are now easily verified.

Following Quillen's presentation [12], we illustrate the correspondence $\mathcal{D} \rightarrow \varrho_{\mu}(\mathcal{D})$ with several examples which will be used in the sequel.

Example 3.1. We let $\mathcal{D}: \underline{E} \rightarrow \underline{F}$ be a differential operator of order $\mu$ and form the differential operator $j_{\nu} \mathcal{D}: \underline{E} \rightarrow \underline{J_{\nu}(F)}$, which has order $\mu+\nu$. The bundle map $\varrho_{\mu+\nu}\left(j_{\nu} \mathcal{D}\right)$ from $J_{\mu+\nu}(E)$ to $J_{\nu}(F)$ is called the $\gamma$-th prolongation of $\varrho_{\mu}(\mathcal{D})$. By Prop. 3.1 the diagram
commutes. We use this diagram to compute $\varrho_{\mu+\nu}\left(j_{\nu} D\right)$ in a local coordinate. Given $\sigma \in J_{\mu+\nu}(E)_{x}$ we consider the section

$$
s(y)=\sum_{|\alpha| \leqslant \mu+\mu}(y-x)^{\alpha} \sigma_{\alpha} / \alpha!
$$

of $E$, which is defined for $y=\left(y^{1}, \ldots, y^{n}\right)$ in some neighborhood of $x=\left(x^{1}, \ldots, x^{n}\right)$. Now $j_{\mu+\nu} s$ is a section of $J_{\mu+\nu}(E)$ through $\sigma$, and thus by (3.4) $\tau=\varrho_{\mu+\nu}\left(j_{\nu} D\right) \sigma$ is equal to the value of $j_{\nu} \mathcal{D} s$ at $x$; that is,

$$
\begin{equation*}
\tau_{\beta}=\partial_{\beta} D s(x)=\left.\partial_{\beta}\left(\sum_{|\alpha| \leqslant \nu} \sum_{|\gamma| \leqslant \mu} A_{\gamma}(y) \sigma_{\alpha+\gamma}(y-x)^{\alpha} / \alpha!\right)\right|_{y-x} \tag{3.5}
\end{equation*}
$$

for $|\beta| \leqslant \nu$ if $\mathcal{D}$ is given by (3.1) in the local coordinate. If either the coefficient matrices $A_{\gamma}(y)$ are constant, or if $\sigma$ is in the kernel of $\pi: J_{\mu+\nu}(E) \rightarrow J_{\mu+\nu-1}(E)$, then (3.5) simplifies to

$$
\begin{equation*}
\tau_{\beta}=\sum_{|\nu| \leqslant \mu} A_{\gamma}(x) \sigma_{\beta+\gamma}, \quad|\beta| \leqslant \nu . \tag{3.6}
\end{equation*}
$$

Example 3.2. If $G$ is an open subset of $\mathbf{R}^{n}$, then $\partial_{\nu}$ is a first order differential operator from the trivial bundle $G \times \mathbf{R}^{m}$ to itself. We will denote $\varrho_{1}\left(\partial_{\nu}\right)$ and all of its prolongations by $\delta_{\nu}$. By (3.6) if $\sigma \in J_{\mu+1}\left(G \times \mathbf{R}^{m}\right)$, then

$$
\begin{equation*}
\left(\delta_{\nu} \sigma\right)_{\beta}=\sigma_{\beta+1_{p}}, \quad|\beta| \leqslant \mu \tag{3.7}
\end{equation*}
$$

where $1_{\nu}$ is the multi-index with 1 in the $\nu$-th place and 0 's elsewhere. More generally for a bundle $E \rightarrow M$ and a coordinate neighborhood $U \subset M$ one can define $\delta_{\nu}: J_{\mu+1}(E)_{U} \rightarrow J_{\mu}(E)_{U}$ in terms of the coordinate on $U$ and a trivialization $E_{U} \rightarrow U \times \mathbf{R}^{m}$. The definition depends, of course, on the choice of coordinate and trivialization.

Example 3.3. In view of (3.2) we have $\varrho_{\mu}\left(j_{\mu}\right)=\mathbf{1}$ for the canonical operator $j_{\mu}: \underline{E} \rightarrow \underline{J_{\mu}(E)}$. In local coordinates we have

$$
j_{\mu} s(x)=\sum_{|\alpha| \leqslant \mu} X^{\alpha} \partial_{\alpha} s(x) / \alpha!;
$$

thus by (3.6) the $\boldsymbol{v}$-th prolongation of $\varrho_{\mu}\left(j_{\mu}\right)$, which we denote by $\varphi: J_{\mu+\nu}(E) \rightarrow J_{\nu}\left(J_{\mu}(E)\right)$, is given by

$$
\begin{equation*}
(\varphi \sigma)_{\beta}=\sum_{|\alpha| \leqslant \mu} X^{\alpha} \sigma_{\alpha+\beta} / \alpha!, \quad|\beta| \leqslant \nu, \tag{3.8}
\end{equation*}
$$

in local coordinates. It is clear that $\varphi$ is injective.
Example 3.4. Let $h: E \rightarrow F$ be a bundle map which covers the identity map of $M$; passing to sheaves, we obtain a differential operator $h: \underline{E} \rightarrow \underline{F}$ of order 0 . Note that $J_{0}(E)=E$ and that $\varrho_{0}(h)=h$. Comparing (1.3) with (3.5) we see that the $\nu$-th prolongation is the map $J_{\nu}(h)=J_{\nu}(\mathbf{1}, h)$ defined near (1.1).

Example 3.5. The identity map 1 of $\underline{E}$ may be viewed as a first order differential operator from $E$ to $E$. From (3.6) we see that $\varrho_{1+\nu}\left(j_{\nu} 1\right)$ is the map $\pi: J_{\nu+1}(E) \rightarrow J_{\nu}(E)$.

The following technical result will be useful later on.
Proposition 3.2. Let $\boldsymbol{E}_{1}, \boldsymbol{E}_{2}, \boldsymbol{E}_{3}$ be bundles, and let $\mathcal{D}_{1}: \underline{E}_{1} \rightarrow \underline{E}_{2}$ and $\mathcal{D}_{2}: \underline{E}_{2} \rightarrow \underline{E}_{3}$ be differential operators of order $\mu$ and $\lambda$ respectively. Then

$$
\begin{equation*}
\varrho_{\mu+\lambda+\nu}\left(j_{v} D_{2} D_{1}\right)=\varrho_{\lambda+\nu}\left(j_{v} D_{2}\right) \varrho_{\mu+\lambda+\nu}\left(j_{v+\lambda} D_{1}\right) \tag{3.9}
\end{equation*}
$$

for $\nu=0,1, \ldots$
Proof. From the definitions we compute that $j_{\mu+\lambda+\nu}$ followed by the map on the right side of (3.9) is equal to $\varrho_{\lambda+\nu}\left(j_{\nu} \mathcal{D}_{2}\right) j_{\nu+\lambda} D_{1}=j_{\nu} \mathcal{D}_{2} \mathcal{D}_{1}$; the identity (3.9) now follows from the uniqueness assertion in Prop. 3.1.

## 4. Properties of differential operators

Let $\mathcal{D}: \underline{E} \rightarrow \underline{F}$ be a differential operator of order $\mu_{0}$; for each $\mu \geqslant \mu_{0}$ we define subsets $R_{\mu}=R_{\mu}\left(j_{\mu-\mu_{0}} \mathcal{D}\right)$ and $g_{\mu}=g_{\mu}\left(j_{\mu-\mu_{0}} \mathcal{D}\right)$ of $J_{\mu}(E)$ by the exact sequences

$$
\begin{aligned}
& 0 \longrightarrow R_{\mu} \longrightarrow J_{\mu}(E) \xrightarrow{\varrho_{\mu}} J_{\mu-\mu_{0}}(F) \\
& 0 \longrightarrow g_{\mu} \longrightarrow R_{\mu} \longrightarrow \longrightarrow J_{\mu-1}(E),
\end{aligned}
$$

where $\varrho_{\mu}=\varrho_{\mu}\left(j_{\mu-\mu_{0}} \mathcal{D}\right)$ and $\pi$ is the restriction of $\pi: J_{\mu}(E) \rightarrow J_{\mu-1}(E)$. We claim that $\pi \varrho_{\mu+1}=$ $\varrho_{\mu} \pi$; indeed, by Prop. 3.2

$$
\pi \varrho_{\mu+1}=\varrho_{\mu+1-\mu_{\mathrm{o}}}\left(j_{\mu-\mu_{\mathrm{o}}} \mathbf{1}\right) \varrho_{\mu+1}\left(j_{\mu+1-\mu_{\mathrm{o}}} \mathcal{D}\right)=\varrho_{\mu+1}\left(j_{\mu-\mu_{\mathrm{g}}} \mathcal{D}\right)=\varrho_{\mu}\left(j_{\mu-\mu_{0}} \mathcal{D}\right) \varrho_{\mu+1}\left(j_{\mu} \mathbf{1}\right)=\varrho_{\mu} \pi
$$

Thus for each $\mu \geqslant \mu_{0}$ we have an exact commutative diagram

where the columns on the right are instances of (2.5).
Definition. The differential operator $\mathcal{D}$ is said to be regular if (i) for each $\mu \geqslant \mu_{0}$, $g_{\mu}$ and $R_{\mu}$ are vector bundles over $M$ and (ii) if for each $\mu \geqslant \mu_{0}$ the map $\pi: R_{\mu+1} \rightarrow R_{\mu}$ is surjective.

The condition (i) in the definition requires that the maps $\varrho_{\mu}$ and $\varrho_{\mu} \mid S^{\mu} T^{*} \otimes E$ have constant rank; the condition (ii) is more subtle and requires that the homogeneous equation $D s=0$ be completely solvable in a formal sense. For example, if the data $E, F, M, D$ are all real analytic, then (ii) implies that every $\sigma \in R_{\mu}$ can be prolonged to a formal power series solution of the equation $D s=0$.

Proposition 4.1. Let $\mathcal{D}$ be as above, let $\mu \geqslant \mu_{0}$, and let $\mathcal{D}_{1}$ be the operator $j_{\mu-\mu_{0}} \mathcal{D}: \underset{\boldsymbol{E}}{\boldsymbol{E}} \rightarrow$ $J_{\mu-\mu_{0}}(F)$ of order $\mu$. Then for each $\nu \geqslant \mu$ we have

$$
\begin{equation*}
R_{v}\left(j_{v-\mu} \mathcal{D}_{\mathbf{1}}\right)=R_{\nu}\left(j_{v-\mu_{\mathrm{g}}} \mathcal{D}\right) \tag{4.2}
\end{equation*}
$$

In particular, if $\mathcal{D}$ is regular then so is $\mathcal{D}_{1}$.
Proof. By Prop. 3.2 we have

$$
\varrho_{\nu}\left(j_{\nu-\mu} D_{1}\right)=\varrho_{\nu}\left(j_{\nu-\mu} j_{\mu-\mu_{0}} \mathcal{D}\right)=\varrho_{\nu-\mu_{0}}\left(j_{\nu-\mu} j_{\mu-\mu_{0}}\right) \varrho_{\nu}\left(j_{\nu-\mu_{0}} \mathcal{D}\right)=\varphi \varrho_{\nu}\left(j_{\nu-\mu_{0}} \tilde{D}\right)
$$

where $\varphi: J_{\nu-\mu_{0}}(F) \rightarrow J_{v-\mu}\left(J_{\mu-\mu_{0}}(F)\right)$ is the map defined in Example 3.3. Since $\varphi$ is injective, (4.2) holds.

For a non-zero cotangent vector $\xi \in T_{y}^{*}$ we define the symbol $s_{\xi}=s_{\xi}(\mathcal{D})$ of $\mathcal{D}$ at $\xi$ to be the composition

$$
E_{y} \longrightarrow\left(S^{\mu_{0}} T^{*} \otimes E\right)_{y} \xrightarrow{i} J_{\mu_{0}}(E)_{y} \xrightarrow{\varrho_{\mu_{0}}} F_{y}
$$

where $i$ is the injection (2.3) and the first map on the left is defined by $e \rightarrow \xi^{\mu_{0}} \otimes e / \mu_{0}!$.

If $\xi=\xi_{1} d x^{1}+\ldots+\xi_{n} d x^{n}$ in a local coordinate $x=\left(x^{1}, \ldots, x^{n}\right)$, then

$$
\xi^{\mu_{0}}=\sum_{|\alpha|-\mu_{0}}(d x)^{\alpha} \xi^{\alpha}(|\alpha|!/ \alpha!) ;
$$

thus by (2.4) and (3.3) we have

$$
\begin{equation*}
s_{\xi}(\mathcal{D}) e=\sum_{|\alpha|=\mu_{0}} A_{\alpha}(y) \xi^{\alpha} e, \tag{4.3}
\end{equation*}
$$

where the $A_{\alpha}$ 's are the coefficient matrices for $\mathcal{D}$ in the local coordinate $x$.
Definition. A non-zero cotangent vector $\xi$ is said to be characteristic for $\mathcal{D}$ if the symbol $s_{\xi}(\mathcal{D})$ is not injective. $\mathcal{D}$ is said to be elliptic if $s_{\xi}(\mathcal{D})$ is injective for each non-zero cotangent vector $\xi$.

Proposition 4.2. With the notation of Prop. 4.1, $\xi$ is characteristic for $\mathcal{D}$ if and only if it is characteristic for $\mathcal{D}_{1}$. In particular, $\mathcal{D}$ is elliptic if and only if $\mathcal{D}_{1}$ is.

Proof. Let $x=\left(x^{1}, \ldots, x^{n}\right)$ be a local coordinate defined on a neighborhood of $y \in M$, and let $\xi=\xi_{1} d x^{1}+\ldots+\xi_{n} d x^{n}$ be a non-zero cotangent vector at $y$. Let $e \in E_{y}$ and let $\tau=s_{\xi}\left(\mathcal{D}_{1}\right) e \in J_{\mu-\mu_{0}}(F)_{3}$. In view of (3.6) and (4.3) we have:

$$
\tau_{\beta}=\left\{\begin{array}{l}
\xi^{\beta} \sum_{|\gamma|=\mu_{0}} A_{\gamma}(y) \xi^{\gamma} e=\xi^{\beta} s_{\xi}(\mathcal{D}) e, \quad|\beta|=\mu-\mu_{0}  \tag{4.4}\\
0, \quad|\beta|<\mu-\mu_{0}
\end{array}\right.
$$

The proposition now follows.
Definition. The differential operator $\mathcal{D}$ is said to be under-determined (resp. determined) if for each $y \in M$ there exists $\xi \in T_{y}^{*}$ such that $s_{\xi}(\mathcal{D}): E_{y} \rightarrow F_{y}$ is surjective (resp. bijective).

Proposition 4.3. If $\mathcal{D}$ is under-determined, then $\mathcal{D}$ is regular and the mappings

$$
\begin{equation*}
\varrho_{\mu}\left(j_{\mu-\mu_{0}} \mathcal{D}\right): J_{\mu}(E) \rightarrow J_{\mu-\mu_{0}}(F) \tag{4.5}
\end{equation*}
$$

are surjective for $\mu \geqslant \mu_{0}$.
Proof. Assume for the moment that the maps

$$
\begin{equation*}
\varrho_{\mu}: S^{\mu} T^{*} \otimes E \rightarrow S^{\mu-\mu_{0}} T^{*} \otimes F \tag{4.6}
\end{equation*}
$$

are known to be surjective for $\mu \geqslant \mu_{0}$. The surjectivity of (4.6) for $\mu=\mu_{0}$ implies the surjectivity of (4.5) for $\mu=\mu_{0}$, and using diagram (4.1) we can conclude by induction that (4.5) is surjective for all $\mu \geqslant \mu_{0}$. It follows from the surjectivity of (4.5) and (4.6) that the corresponding kernels $R_{\mu}$ and $g_{\mu}$ are vector bundles, and by chasing diagram (4.1) we can infer the surjectivity of the maps $\pi: R_{\mu+1} \rightarrow R_{\mu}, \mu \geqslant \mu_{0}$.

Thus it suffices to show that the maps (4.6) are surjective. To do this we work in the fibers over $y \in M$ and with a local coordinate $x=\left(x^{1}, \ldots, x^{n}\right)$ defined near $y$. By hypothesis $s_{\xi}(\mathcal{D})$ is surjective for some $\xi_{0} \in T_{y}^{*}$ and thus by continuity, for all $\xi \neq 0$ in some cone $C$ containing $\xi_{0}$. Since the range of (4.6) contains the range of $s_{\xi}\left(j_{\mu-\mu_{0}} D\right)$, it follows from (4.4) that $\varrho_{\mu}\left(S^{\mu} T^{*} \otimes E\right)_{y}$ contains all elements of $\left(S^{\mu-\mu_{0}} T^{*} \otimes F\right)_{y}$ of the form

$$
\begin{equation*}
\sum_{|\beta|=\mu-\mu_{0}} \xi^{\beta}(d x)^{\beta} \otimes / / \beta! \tag{4.7}
\end{equation*}
$$

where $f \in F_{y}$ and $\xi=\xi_{1} d x^{1}+\ldots+\xi_{n} d x^{n} \in C$. Since $\varrho_{\mu}\left(S^{\mu} T^{*} \otimes E\right)_{y}$ is trivially a closed subset of $\left(S^{\mu-\mu_{0}} T^{*} \otimes F\right)_{3}$, it must contain all partial derivatives of (4.7) with respect to the $\xi_{\nu}$ 's evaluated at points $\xi$ in $C$. Taking the $\beta$-th derivative at 0 , we see that $(d x)^{\beta} \otimes f$ is in the range of (4.6) for each $|\beta|=\mu-\mu_{0}$ and each $f \in F_{y}$. The proof is now complete.

## 5. The first Spencer sequence

Let $E$ be a vector bundle as before. Following R. Bott's presentation [1] we consider the diagram


The $\operatorname{map} \varphi$ is the injection given in Example 3.3, and the rest of the diagram is an instance of the exact commutative diagram (2.6); we have used primes to distinguish the various $\pi$ 's. It follows from Prop. 3.2 that $\pi^{\prime \prime} \varphi=\pi$. Indeed, denoting by 1 the identity map on $J_{\mu}(E)$, we find that $\pi=\varrho_{\mu+1}\left(j_{\mu}\right)=\varrho_{\mu+1}\left(\mathbf{1} j_{\mu}\right)=\varrho_{1}(\mathbf{1}) \varrho_{\mu+1}\left(j_{1} j_{\mu}\right)=\pi^{\prime \prime} \varphi$. Thus if $k=J_{1}(\pi)-\varphi \pi^{\prime}$, we have $\pi^{\prime \prime} k=\pi^{\prime \prime} J_{\mathbf{1}}(\pi)-\pi^{\prime \prime} \varphi \pi^{\prime}=\pi \pi^{\prime}-\pi \pi^{\prime}=0$; and by exactness we may consider $k$ as a map from $J_{1}\left(J_{\mu+1}(E)\right)$ to $T^{*} \otimes J_{\mu}(E)$. The sheaf map $k j_{1}$ is thus a first order differential operator from $J_{\mu+1}(E)$ to $T^{*} \otimes J_{\mu}(E)$, which we denote by $D$.

We now compute $D$ locally. Let $x=\left(x^{1}, \ldots, x^{n}\right)$ be a coordinate on an open disk $U \subset M$, and let $E_{U} \rightarrow U \times \mathbf{R}^{m}$ be a trivialization. An element $\tau$ of $J_{1}\left(J_{\mu+1}(E)\right)$ is now identified with a polynomial

$$
\boldsymbol{\tau}=\boldsymbol{\tau}_{0}+\sum_{1}^{n} \boldsymbol{Y}^{v} \boldsymbol{\tau}_{\nu}
$$

where $Y^{\mathbf{1}}, \ldots, Y^{n}$ are indeterminates and each $\tau_{v}=\sum_{|\alpha| \leqslant \mu+1} X^{\alpha} \tau_{v, \alpha} / \alpha!$ is an $\mathbf{R}^{m}$-valued polynomial in the indeterminate $X=\left(X^{1}, \ldots, X^{n}\right)$. By (3.8) we have

$$
\varphi \pi^{\prime} \tau=\varphi \tau_{0}=\sum_{|\alpha| \leqslant \mu} X^{\alpha} \tau_{0, \alpha /} / \alpha!+\sum_{1}^{n} Y^{v}\left(\sum_{|\alpha| \leqslant \mu} X^{\alpha} \tau_{0, \alpha+1_{v}} / \alpha!\right)=\pi \tau_{0}+\sum_{1}^{n} Y^{v} \delta_{v} \tau_{0},
$$

where $\delta_{v}$ is the map in Example 3.2 defined by the coordinate and trivialization chosen
above. By (1.3) and (1.4) we have $J_{1}(\pi) \tau=\pi \tau_{0}+\sum_{1}^{n} Y^{v} \pi \tau_{v}$ so that $J_{1}(\pi) \tau-\varphi \pi^{\prime} \tau=$ $\sum_{1}^{n} Y^{\nu}\left(\pi \tau_{\nu}-\delta_{\nu} \tau_{0}\right)$ and $k \tau \in T^{*} \otimes J_{\mu}(E)$ is equal to $\sum_{1}^{n} d x^{\nu} \otimes\left(\pi \tau_{\nu}-\delta_{\nu} \tau_{0}\right)$. Thus

$$
\begin{equation*}
D \sigma(x)=\sum_{1}^{n} d x^{\nu} \otimes\left(\pi \partial_{\nu} \sigma(x)-\delta_{\nu} \sigma(x)\right) \tag{5.2}
\end{equation*}
$$

for sections $\sigma$ of $J_{\mu+1}(E)_{U}$.
We now imbed our discussion of $D$ in the following:

Proposition 5.1. For each pair of non-negative integers $i, \mu$ there exists a first order differential operator

$$
\begin{equation*}
D: \underline{\Lambda^{i} T^{*} \otimes J_{\mu+1}(E)} \rightarrow \underline{\Lambda^{i+1} T^{*} \otimes J_{\mu}(E)} \tag{5.3}
\end{equation*}
$$

such that
(i) $D(\xi \wedge \sigma)=d \xi \wedge \pi \sigma+(-1)^{j} \xi \wedge D \sigma$ for each section $\sigma$ of $\Lambda^{i} T^{*} \otimes J_{\mu+1}(E)$ and each $j$-form $\xi$ on $M$,
(ii) $\underline{E} \xrightarrow{j_{\mu+1}} \underline{J_{\mu+1}(E)} \xrightarrow{D} \underline{T^{*} \otimes J_{\mu}(E)}$ is an exact sequence,
(iii) $D^{2}=0$.

Moreover, (i) and (ii) determine $D$ uniquely.
Proof. We first verify the uniqueness statement. Suppose there are two operators $D$ satisfying (i) and (ii) and denote their difference by $K$; we must show that $K=0$. By (i) $K(\xi \wedge \sigma)=(-1)^{j} \xi \wedge K \sigma$ for $j$-forms $\xi$; so it suffices to show that $K$ annihilates sections of $J_{\mu+1}(E)$. Again by (i) $K$ is linear over the functions and therefore must be a differential operator of order 0 . Thus $K$ operates on elements of $J_{\mu+1}(E)$, and it suffices to show that $K$ annihilates $J_{\mu+1}(E)$. Now if $\sigma \in J_{\mu+1}(E)_{x}$, we can find a section $s$ of $E$ such that $j_{\mu+1} s(x)=\sigma$. By (ii) we have $K \sigma=\left(K j_{\mu+1} s\right)(x)=0$. Therefore the uniqueness statement holds.

A similar argument shows that (i) and (ii) imply (iii). From (i) we compute that $D^{2}(\xi \wedge \sigma)=D(d \xi \wedge \pi \sigma)+(-1)^{j} D\left(\xi \wedge D_{\sigma}\right)=(-1)^{i+1} d \xi \wedge D \pi \sigma+(-1)^{j} d \xi \wedge \pi D \sigma+\xi \wedge D^{2} \sigma=$ $\xi \wedge D^{2} \sigma$. Thus it suffices to show that $D^{2}$ annihilates sections of $J_{\mu+1}(E)$. Since $D^{2}$ is linear over functions and $D^{2} j_{\mu+1}=0$ we can conclude as before that $D^{2}=0$.

It remains to establish the existence of $D$ satisfying (i) and (ii). Because of the uniqueness statement, it suffices to prove existence locally. In a local coordinate $x=\left(x^{1}, \ldots, x^{n}\right)$ we define

$$
\begin{equation*}
D \sigma(x)=\sum_{1}^{n} d x^{\nu} \wedge\left(\pi \partial_{\nu} \sigma(x)-\delta_{\nu} \sigma(x)\right) \tag{5.4}
\end{equation*}
$$

for local sections $\sigma$ of $\Lambda^{i} T^{*} \otimes J_{\mu+1}(E)$. By (5.2) this agrees with our previous definition in the case $i=0$, and (i) clearly holds. To verify (ii) we let $\sigma$ be a section of $J_{\mu+1}(E)$ satisfying $D \sigma=0$. Then by (5.2) we have $\partial_{\nu} \sigma=\delta_{\nu} \sigma$ in each local coordinate, and thus by (3.7) we have
$\sigma_{\alpha+\mathbf{1}_{\nu}}=\partial_{\nu} \sigma_{\alpha}$. It follows by repeated use of this identity that $\sigma_{\alpha}=\partial_{\alpha} \sigma_{0}$ for each $|\alpha| \leqslant \mu+1$, and thus $\sigma=j_{\mu+1} \sigma_{0}$. By reversing the argument just given one sees that $D j_{\mu}=0$. Thus (ii) holds and the proof is complete.

From the operators (5.3) we may form a sequence
$0 \longrightarrow \underline{E} \xrightarrow{{ }^{j_{\mu+n}}} \underline{J}_{\mu+n}(E) \xrightarrow{D} \underline{T^{*} \otimes J_{\mu+n-1}(E)} \xrightarrow{D} \ldots \xrightarrow{D} \underline{\Lambda}^{n} T^{*} \otimes J_{\mu}(E) \longrightarrow \longrightarrow(5)$
for each $\mu \geqslant 0$. The following proposition, together with (3.4), shows that these sequences are compatible with the jet representation of differential operators.

Proposition 5.2. Let $\mathcal{D}: \underset{\boldsymbol{E}}{\boldsymbol{E}} \underset{\boldsymbol{F}}{ }$ be a differential operator of order $\mu_{0}$. Then for $\mu \geqslant \mu_{0}$ the diagram

$$
\begin{align*}
& \frac{\Lambda^{i} T^{*} \otimes J_{\mu+1}(E)}{\downarrow D} \xrightarrow{\varrho_{\mu+1}} \frac{\Lambda^{i} T^{*} \otimes J_{\mu+1-\mu_{0}}(F)}{\downarrow D}  \tag{5.6}\\
& \xrightarrow{\Lambda^{i+1} T^{*} \otimes J_{\mu}(E)} \xrightarrow{\varrho_{\mu}} \underline{\Lambda}^{i+1} T^{*} \otimes J_{\mu-\mu_{0}}(F)
\end{align*}
$$

commutes, where we have written $\varrho_{\mu}$ for $\mathbf{1} \otimes \varrho_{\mu}\left(j_{\mu-\mu_{0}} \mathcal{D}\right)$ and $\varrho_{\mu+1}$ for the corresponding expres. sion.

Proof. Write $K=\varrho_{\mu} D-D \varrho_{\mu+2}$. By (i) of Prop. 5.1 and by (4.1) we have $K(\xi \wedge \sigma)=$ $d \xi \wedge\left(\varrho_{\mu} \pi-\pi \varrho_{\mu+1}\right) \sigma+(-1)^{j} \xi \wedge K \sigma=(-1)^{j} \xi \wedge K \sigma$ for $j$-forms $\xi$. Thus it suffices to prove the proposition in the case $i=0$. Now $K$ is linear over functions, and by (ii) of Prop. 5.1 we have $K j_{\mu+1}=\varrho_{\mu} D j_{\mu+1}-D \varrho_{\mu+1} j_{\mu+1}=0-D j_{\mu+1-\mu_{0}} D=0$. Arguing as in the proof of Prop. 5.1 we conclude that $K=0$.

If $\mathcal{D}: \underline{E} \rightarrow \underline{F}$ is a differential operator of order $\mu_{0}$, then Prop. 5.2 shows that $D$ restricts to a differential operator from $\Lambda^{i} T^{*} \otimes R_{\mu+1}$ to $\Lambda^{i+1} T^{*} \otimes R_{\mu}$ for $\mu \geqslant \mu_{0}$. Thus for $\mu \geqslant \mu_{0}$ we obtain a sequence

$$
\begin{equation*}
0 \longrightarrow \theta \xrightarrow{j_{\mu+n}} \underline{R}_{\mu+n} \xrightarrow{D} \underline{T}^{*} \otimes R_{\mu+n-1} \xrightarrow{D} \cdots \xrightarrow{D} \underline{\Lambda}^{n} T^{*} \otimes R_{\mu} \longrightarrow 0, \tag{5.7}
\end{equation*}
$$

where $\theta$ is the subsheaf $j_{\mu+n}^{-1}\left(\boldsymbol{R}_{\mu+n}\right)$ of $\underline{E}$. From (3.4) we see that $\theta$ is the sheaf of germs of solutions $s$ to the homogeneous equation $D s=0$, and by (ii) of Prop. 5.1 the sequence (5.7) is exact at $\underline{R_{\mu+n}}$. The sequences (5.7) are called the first Spencer sequences for $\mathcal{D}$ (see Spencer [15]).

The fundamental problem, of course, is to determine when the Spencer sequences are exact. From experience with the Dolbeault sequence in complex analysis one would expect a wealth of applications in the case where exactness holds. Indeed, an important theorem
of D. G. Quillen (see Prop. 8.3 below) shows that the exactness of (5.7) implies the local solvability of the inhomogeneous equation $D s=t$, and in D. C. Spencer's deformation theory of pseudogroup structures (see [15] and [16]) the exactness of (5.7) plays an important role.

## 6. The trivial operator

Let $E$ be a vector bundle over $M$, and consider the trivial differential operator which maps each section of $E$ into the zero section of $E$. For this operator we have $R_{\mu}=J_{\mu}(E)$ for $\mu \geqslant 0, g_{\mu}=G_{\mu}=\operatorname{ker}\left(J_{\mu}(E) \xrightarrow{\pi} J_{\mu-1}(E)\right)$, and $g_{0}=G_{0}=E$. Thus the first Spencer sequences are the sequences (5.5). From Prop. 5.2 (with $\mathcal{D}=1_{E}$, considered as a first order operator) we obtain a commutative diagram

with exact columns. Here we have made the abbreviations $J_{\mu}^{i}(E)=\Lambda^{i} T^{*} \otimes J_{\mu}(E)$ and $G_{\mu}^{i}=\Lambda^{i} T^{*} \otimes G_{\mu}$, and we have written $-\delta$ for the restriction of $D$ to $\underline{G_{\mu}^{i}}$. It follows from Prop. 5.1 (i) that $\delta$ is linear over functions and thus must be a bundle map; in fact, from (5.4) we see that in a local coordinate

$$
\begin{equation*}
\delta \sigma=\sum_{1}^{n} d x^{v} \wedge \delta_{\nu} \sigma \tag{6.2}
\end{equation*}
$$

for elements $\sigma$ in $G_{\mu}$. Since $\delta_{v}$ is the formal jet representation for differentiation with respect to $x^{\nu}$, (6.2) suggests that $\delta$ be interpreted as formal exterior differentiation (see Spencer [14]).

Our aim here is to establish the exactness of the first Spencer sequences for the trivial operator. The diagram (6.1) leads us to the following proposition.

Proposition 6.1. If we interpret $G_{\mu}^{i}$ as 0 whenever $\mu<0$, then for each $\mu \geqslant 1$ the sequence

$$
0 \longrightarrow G_{\mu} \xrightarrow{\delta} G_{\mu-1} \xrightarrow{\delta} \ldots \xrightarrow{\delta} G_{\mu-n} \xrightarrow{\delta} 0
$$

is exact.

Proof. It suffices to work in the fibers over a single point and with a local coordinate $x=\left(x^{1}, \ldots, x^{n}\right)$. Thus for the purposes of this proof we may interpret $G_{\mu}^{i}$ as the space of forms $\sigma=\sum_{|I|=i} \sigma_{I} d x^{I}$, where $\sigma_{I}$ is a homogeneous $\mathbf{R}^{m}$-valued polynomial of degree $\mu$ in $x=$ ( $x^{1}, \ldots, x^{n}$ ). The proof is by induction on $n$.

If $n=1$, then in view of (6.2) we are to verify that the map $\delta_{1}: G_{\mu} \rightarrow G_{\mu-1}$ is bijective if $\mu \geqslant 1$. The injectivity is immediate, and surjectivity holds even for $n \geqslant 1, \sigma \in G_{\mu-1}$ being the image under $\delta_{n}$ of the element

$$
\begin{equation*}
\delta_{-n} \sigma=\sum_{|\alpha|-\mu-1} X^{\alpha+1_{\nu}} \sigma_{\alpha} /\left(\alpha+\mathbf{1}_{\nu}\right)! \tag{6.3}
\end{equation*}
$$

in $G_{\mu}$.
Now assume that the proposition holds when $n$ is replaced by $n-1$, and let $\sigma \in G_{\mu-k}^{k}$ satisfy $\delta \sigma=0$. We may assume that $\mu \geqslant k$ since otherwise there is nothing to prove. Thus by the remark above we can choose $\tau \in G_{\mu+1-k}^{k-1}$ such that $\delta_{n} \tau=\sigma \bar{\wedge} \partial / \partial x^{n}$. Now consider $\sigma_{1}=\sigma-\delta \tau=\left(d x^{n} \wedge \sigma\right) \bar{\wedge} \partial / \partial x^{n}+d x^{n} \wedge\left(\sigma \bar{\wedge} \partial / \partial x^{n}\right)-d x^{n} \wedge \delta_{n} \tau-\sum_{1}^{n-1} d x^{v} \wedge \delta_{v} \tau=\left(d x^{n} \wedge \sigma\right) \bar{\wedge}$ $\partial / \partial x^{n}-\sum_{1}^{n-1} d x^{\nu} \wedge \delta_{\nu} \tau . \quad \sigma_{1} \bar{\wedge} \partial / \partial x^{n}=0$; and since $0=\delta \sigma=\delta \sigma_{1}=d x^{n} \wedge \delta_{n} \sigma_{1}+$ (terms independent of $d x^{n}$ ), we must have $\delta_{n} \sigma_{1}=0$. Having seen that $\sigma_{1}$ is independent of $x^{n}$ and $d x^{n}$, we use the inductive hypothesis to conclude that $\sigma_{1}$, and hence $\sigma$, is in the range of $\delta$. The proof is complete.

Proposition 6.2. If we interpret $J_{\mu}^{i}(E)$ as 0 whenever $\mu<0$, then for each $\mu \geqslant 0$ the sequence

$$
0 \longrightarrow \underline{E} \longrightarrow \underline{J_{\mu}(E)} \xrightarrow{D} \underline{J_{\mu-1}^{1}(E)} \xrightarrow{D} \ldots \xrightarrow{D} \underline{J}_{\mu-n}^{n}(E) \longrightarrow 0
$$

is exact.
Proof (by induction on $\mu$ ): For $\mu=0$ the sequence reduces to $0 \rightarrow \underset{\underline{E}}{\boldsymbol{1} \rightarrow \underset{E}{\boldsymbol{E}} \rightarrow 0}$. The inductive step is given by Prop. 6.1 and diagram 6.1.

Prop. 6.2 states that the Spencer sequences for the trivial operator are exact. Note that the arguments leading to Prop. 6.2 do not carry over immediately to the case of an arbitrary differential operator $\mathcal{D}: \underline{E} \rightarrow \underline{F}$ of order $\mu_{0}$. For example, the map $\delta_{n}: g_{\mu+1} \rightarrow g_{\mu}$, discussed in the proof of Prop. 6.1, is not always surjective; and even assuming the analogue of Prop. 6.1, the induction used to prove Prop. 6.2 does not always have a trivial beginning. In the next two sections we will discuss the analogues of Props. 6.1 and 6.2 in the general case.

At several points in the discussion to follow it will be convenient to consider first order operators only. The following proposition shows that this can be done without loss of generality.

Proposition 6.3. Let $\mathcal{D}: \underline{E} \rightarrow \underline{F}$ have order $\mu_{0}$ and let $\mu \geqslant \mu_{0}$. For each $\nu \geqslant 1$ denote by $R_{v}^{\prime}$ the image of $R_{\mu+\nu}\left(j_{\mu+\nu-\mu_{0}} \mathcal{D}\right)$ under the injection $\varphi: J_{\mu+\nu}(E) \rightarrow J_{\nu}\left(J_{\mu}(E)\right)$. Then there exists a first order differential operator $\mathcal{D}^{\prime}: \underline{J_{\mu}(E)} \rightarrow \underline{F}^{\prime}$ such that

$$
\begin{equation*}
R_{\nu}\left(j_{\nu-1} \mathcal{D}^{\prime}\right)=R_{\nu}^{\prime}, \quad \nu=1,2, \ldots \tag{6.4}
\end{equation*}
$$

Proof. Assume at first that $\mathcal{D}$ is the trivial operator on $E$, and write $Q$ for the quotient bundle $J_{1}\left(J_{\mu}(E)\right) / \varphi\left(J_{\mu+1}(E)\right)$. For $D^{\prime}$ we choose the differential operator $K: \underline{J_{\mu}(E)} \rightarrow Q$ defined by

$$
K=k j_{1}
$$

where $k: J_{1}\left(J_{\mu}(E)\right) \rightarrow Q$ is the natural map. It follows immediately that

$$
R_{1}(K)=\varphi\left(J_{\mu+1}(E)\right)
$$

so that (6.4) holds for $\boldsymbol{v}=1$. Thus $0=\varrho_{1}(K) \varrho_{\mu+1}\left(j_{1} j_{\mu}\right)=\varrho_{\mu+1}\left(K j_{\mu}\right)$, and hence $K j_{\mu}=0$. This shows that $j_{\mu}$ maps $\underline{E}$ into the kernel $\theta$ of $K$. Also $\varrho_{\nu}\left(j_{\nu-1} K\right) \varphi=\varrho_{\nu}\left(j_{\nu-1} K\right) \varrho_{\mu+\nu}\left(j_{\nu} j_{\mu}\right)=$ $\varrho_{\mu+\nu}\left(j_{\nu-1} K j_{\mu}\right)=0$ so that $\varphi$ maps $J_{\mu+\nu}(E)$ into $R_{\nu}\left(j_{\nu-1} K\right)$. To prove that

$$
R_{2}\left(j_{1} K\right)=\varphi\left(J_{\mu+2}(E)\right)
$$

we may now use the following diagrams which commute by Prop. 5.2:

$$
\begin{aligned}
& 0 \longrightarrow \underline{E} \xrightarrow{j_{\mu+1}} \underline{J_{\mu+1}(E)} \xrightarrow{D} \underline{J}_{\mu}(E) \otimes T^{*},
\end{aligned}
$$

$$
\begin{aligned}
& 0 \longrightarrow \underline{E} \xrightarrow{j_{\mu+2}} \underline{J_{\mu+2}(E)} \xrightarrow{D} \underline{J}_{\mu+1}(E) \otimes T^{*} \xrightarrow{D} \underline{J}_{\mu}(E) \otimes \Lambda^{2} T^{*} .
\end{aligned}
$$

In the first diagram the bottom row is exact, and $\varphi$ is an isomorphism. It follows by diagram chasing that $j_{\mu}$ gives an isomorphism of $\underline{E}$ onto $\theta$. Thus, in the second diagram, we may use the exactness of the bottom row to conclude by diagram chasing that $R_{2}\left(j_{1} K\right)=\varphi\left(J_{\mu+2}(E)\right)$. The proof of

$$
\begin{equation*}
R_{\nu}\left(j_{\nu-1} K\right)=\varphi\left(J_{\mu+\nu}(E)\right) \tag{6.5}
\end{equation*}
$$

for $\boldsymbol{v} \geqslant 3$ now follows by an inductive argument based on the diagram

In the case of a general differential operator we write $\varrho$ for $\varrho_{\mu}\left(j_{\mu-\mu_{0}} \mathcal{D}\right)$ and define $D^{\prime}$ to be the operator

$$
K \oplus j_{1} \varrho: \underline{J_{\mu}(E)} \rightarrow Q \oplus \underline{J_{1}\left(J_{\mu-\mu_{0}}(F)\right)} .
$$

The first summand in $\bar{D}^{\prime}$ has already been discussed; as to the second, we claim that the diagram

commutes. Indeed, by Prop. $3.2 \varrho_{\nu}\left(j_{\nu-1} j_{1} \varrho\right) \varphi=\varrho_{\nu}\left(j_{v-1} j_{1} \varrho\right) \varrho_{\mu+\nu}\left(j_{v} j_{\mu}\right)=\varrho_{\mu+\nu}\left(j_{v-1} j_{1} \varrho j_{\mu}\right)=$ $\varrho_{\mu+\nu}\left(j_{\nu-1} j_{1} j_{\mu-\mu_{0}} \mathcal{D}\right)=\varrho_{\nu}\left(j_{\nu-1} j_{1}\right) \varrho_{\nu+\mu-\mu_{0}}\left(j_{\nu} j_{\mu-\mu_{0}}\right) \varrho_{\mu+v}\left(j_{\nu+\mu-\mu_{0}} \mathcal{D}\right)=\varphi \varphi \varrho_{\mu+\nu}\left(j_{v+\mu-\mu_{0}} \mathcal{D}\right)$. To establish (6.4) we let $\sigma \in J_{\nu}\left(J_{\mu}(E)\right)$ be in the kernel of $\varrho_{\nu}\left(j_{v-1} D^{\prime}\right)=\varrho_{\nu}\left(j_{v-1} K\right) \oplus \varrho_{\nu}\left(j_{v-1} j_{1} \varrho\right)$. By (6.5) we have $\sigma=\varphi \tau$ for some $\tau \in J_{\mu+v}(E)$. Thus, using the preceding diagram, we have $0=\varrho_{\nu}\left(j_{\nu-1} j_{1} \varrho\right) \varphi \tau=\varphi \varphi \varrho_{\mu+\nu}\left(j_{\nu+\mu-\mu_{0}} \mathcal{D}\right) \tau$. Since the maps $\varphi$ are injective, $\tau \in R_{\mu+\nu}\left(j_{\nu+\mu-\mu_{0}} D\right)$ and $\sigma \in R_{\nu}^{\prime}$. Therefore $R_{\nu}\left(j_{v-1} D^{\prime}\right) \subset R_{\nu}^{\prime}$. Be reversing the argument we obtain the opposite inclusion, and the proof is complete.

Prop. 6.3 states that $\varphi$ restricts to an isomorphism of $R_{\nu+\mu}\left(j_{\nu+\mu-\mu_{0}} D\right)$ with $R_{\nu}\left(j_{\nu-1} D^{\prime}\right)$. Since $\varphi \pi=\pi \varphi$ by Prop. 3.2, $\varphi$ restricts further to an isomorphism of $g_{v+\mu}\left(j_{v+\mu-\mu_{9}} \mathcal{D}\right)$ with $g_{\nu}\left(j_{\nu-1} D^{\prime}\right)$. Since $\varphi$ commutes with the maps $\delta_{k}$ defined by a local coordinate, these isomorphisms are compatible with $\delta$ and $\delta_{k}$. We will use this fact in the next section.

## 7. Stability of the first Spencer sequences

Let $\mathcal{D}: \underline{E} \rightarrow \underline{F}$ be a regular differential operator of order $\mu_{0}$, and let $R_{\mu}, g_{\mu}, \varrho_{\mu}, \mu \geqslant \mu_{0}$, be the corresponding data as previously defined. Combining Prop. 5.2 with diagram (6.1) we obtain for each $\mu \geqslant \mu_{0}$ a commutative diagram

where the columns are exact because $\mathcal{D}$ is regular.

Let $U \subset M$ be a coordinate disk with coordinate $x=\left(x^{1}, \ldots, x^{n}\right)$, and choose a trivialization $E_{U} \rightarrow U \times \mathbf{R}^{m}$. In terms of this data we have maps $\delta_{\nu}: J_{\mu+1}(E)_{U} \rightarrow J_{\mu}(E)_{U}, v=1, \ldots, n$. Note that if $\sigma \in g_{\mu+1}$, then $\delta_{\nu} \sigma=\delta \sigma \bar{\wedge} \partial / \partial x^{\nu} \in g_{\mu}$. We will use the following notation for various objects $P$ (e.g., for one of the bundles $\left(g_{\mu}\right)_{U}$ or for a fiber $\left(g_{\mu}\right)_{y}, y \in U$ ):

$$
\begin{align*}
& P^{(n)}=P \\
& P^{(\nu)}=\left\{\sigma \in P \mid \delta_{n} \sigma=\ldots=\delta_{\nu+1} \sigma=0\right\}, \quad 1 \leqslant \nu<n,  \tag{7.3}\\
& P^{(0)}=0 .
\end{align*}
$$

Definition. The local coordinate $x$ is said to be $\mathcal{D}$-regular at $y \in U$ if the maps

$$
\begin{equation*}
\delta_{v}:\left(g_{\mu+1}\right)_{y}^{(v)} \rightarrow\left(g_{\mu}\right)_{y}^{(v)} \tag{7.4}
\end{equation*}
$$

are surjective for each $\mu \geqslant \mu_{0}$ and each $1 \leqslant \nu \leqslant n$. The operator $\mathcal{D}$ is called involutive if there is a $\mathcal{D}$-regular coordinate at each $y \in M$.

Using (1.3) one can check that the choice of trivialization does not effect the $D$-regularity of coordinate at a point; we decline to prove this fact, however, as it will not be used in an essential way. Note that involutiveness is exactly the property required to carry out the induction used in the proof of Prop. 6.1. Thus we have:

Proposition 7.1. If $\mathcal{D}$ is involutive, then for each $\mu \geqslant \mu_{0}$ the sequence

$$
\begin{equation*}
0 \longrightarrow g_{\mu+n} \xrightarrow{\delta} g_{\mu+n-1}^{1} \xrightarrow{\delta} \ldots \xrightarrow{\delta} g_{\mu}^{n} \longrightarrow 0 \tag{7.5}
\end{equation*}
$$

is exact.
The usefulness of Prop. 7.1 is extended by the following proposition.
Proposition 7.2. There exists an integer $\mu_{1}\left(n, m, \mu_{0}\right)$, depending only on $n=\operatorname{dim} M$, $m=$ fiber $\operatorname{dim} E$, and $\mu_{0}=$ order of $\mathcal{D}$, such that for each $\mu \geqslant \mu_{1}\left(n, m, \mu_{0}\right)$ the operator $j_{\mu-\mu_{0}} \mathcal{D}$ is involutive.

Postponing the proof for a moment, we use Prop. 4.1 to reformulate Prop. 7.2 as follows.
Proposition 7.2'. For each $y \in M$ there exists a coordinate such that the map.s (7.4) are surjective for each $\mu \geqslant \mu_{1}\left(n, m, \mu_{0}\right)$ and each $1 \leqslant \nu \leqslant n$.

Also using Prop. 4.1 we combine Props. 7.1 and 7.2 to obtain:
Proposition 7.3. For each $\mu \geqslant \mu_{1}\left(n, m, \mu_{0}\right)$ the sequence (7.5) is exact.
Diagram (7.1) and the preceeding proposition now establish the stability of the first Spencer sequences:

Proposition 7.4. If $\mathcal{D}$ is regular, then for each $\mu \geqslant \mu_{1}\left(n, m, \mu_{0}\right)$ the sequence (5.7) $\mu_{\mu}$ has the same cohomology as the sequence (5.7) $)_{\mu+1}$.

We now turn to the proof of Prop. $7.2^{\prime}$, which will occupy several pages. Recalling the remaks at the end of section 6, we may assume that $\mu_{0}=1$; we may also work in the fibers over a single point $y \in M$. As in section 6 , we will write $G_{0}=E$ and $G_{\mu}=\operatorname{ker}\left(J_{\mu}(E) \xrightarrow{\pi}\right.$ $J_{\mu-1}(E)$ ) for $\mu \geqslant 1$.

Lemma 7.5. For each $\mu \geqslant 1$ the maps

$$
\begin{equation*}
\delta_{\nu}:\left(g_{\mu+1}\right)_{y}^{(v)} \rightarrow\left(g_{\mu}\right)_{y}^{(\nu)}, \quad \nu=1, \ldots, n \tag{7.6}
\end{equation*}
$$

are surjective if and only if the maps

$$
\begin{equation*}
\varrho_{\mu+1}:\left(G_{\mu+1}\right)_{y}^{(v)} \rightarrow\left(\varrho_{\mu+1}\left(G_{\mu+1}\right)_{y}\right)^{(v)} \quad v=1, \ldots, n-1 \tag{7.7}
\end{equation*}
$$

are surjective.
Proof. Suppressing the subscript $y$, we consider for $0 \leqslant \nu \leqslant n-1$ the following exact commutative diagram:


By diagram chasing we find that the surjectivity of the maps (7.6) is equivalent to $\varrho_{\mu+1}\left(G_{\mu+1}^{(v)}\right)=\varrho_{\mu+1}\left(G_{\mu+1}^{(p+1)}\right)^{(\nu)}$ for $1 \leqslant \nu \leqslant n-1$. Thus if the maps (7.6) are surjective, then $\varrho_{\mu+1}\left(G_{\mu+1}^{(\nu)}\right)=\varrho_{\mu+1}\left(G_{\mu+1}^{(p+1)}\right)^{(\nu)}=\left[\varrho_{\mu+1}\left(G_{\mu+1}^{(\nu+2)}\right)^{(\nu+1)}\right]^{(\nu)}=\varrho_{\mu+1}\left(G_{\mu+1}^{(p+2)}\right)^{(\nu)}=\ldots=\varrho_{\mu+1}\left(G_{\mu+1}\right)^{(\nu)}$, and the maps (7.7) are surjective. Conversely, if the maps (7.7) are surjective, then for $1 \leqslant \nu \leqslant n-1$ we have $\varrho_{\mu+1}\left(G_{\mu+1}^{(\nu)}\right) \subset \varrho_{\mu+1}\left(G_{\mu+1}^{(\nu+1)}\right)^{(\nu)} \subset \varrho_{\mu+1}\left(G_{\mu+1}\right)^{(\nu)} \subset \varrho_{\mu+1}\left(G_{\mu+1}^{(\nu)}\right)$, and the maps (7.6) are surjective.

Lemma 7.6. If the maps (7.6) are surjective for $\mu=r$, then they are surjective for $\mu=r+1$ and hence for all $\mu \geqslant r$.

Proof. By Lemma 7.5 the maps (7.7) are surjective for $\mu=r$. We show by induction on $\nu$ that they are surjective for $\mu=r+1$. The inductive step follows from the five lemma and the following diagram.


Note that the left column consists of zeros when $\nu=1$; thus the induction has a beginning.

Our proof of Prop. 7.2' (in the case $\mu_{0}=1$ ) is by induction on $n$. If $n=0$, the proposition holds trivially; assume that it holds when $n$ is replaced by $n-1$. Set $a=\mu_{1}(n-1, m, 1)$ and $c=m\binom{a+n}{n-1}+a+3$. Among all coordinates at $y$ choose a coordinate $x=\left(x^{1}, \ldots, x^{n}\right)$ which maximizes

$$
\begin{equation*}
\sum_{\mu=a+1}^{c} \operatorname{dim} \delta_{n}^{c-\mu}\left(g_{c}\right)_{y} \tag{7.8}
\end{equation*}
$$

Since the data $\left(g_{\mu}\right)_{y}$ depend only on the first order coefficients of $\mathcal{D}$ at $y$, we may assume that $\mathcal{D}$ is given by

$$
D s=\sum_{1}^{n} A_{\nu} \partial_{\nu} s
$$

in the coordinate $x$, where $A_{v}$ is a constant $k \times m$ matrix. Since the data $\left(g_{\mu}\right)_{y}^{(n-1)}$ correspond to the operator $\sum_{1}^{n-1} A_{\nu} \partial_{\nu}$ in $n-1$ variables, the inductive hypothesis permits us to assume that (7.6) is surjective for each $1 \leqslant \nu \leqslant n-1$ and each $\mu \geqslant a$.

Suppressing the subscript $y$, we claim that

$$
\begin{equation*}
g_{\mu}^{(n-1)} \subset \delta_{n}^{c-\mu}\left(g_{c}\right) \tag{7.9}
\end{equation*}
$$

for $\mu=a+1, a+2, \ldots, c$. Otherwise, we can choose an integer $\mu$ in this range and an element $\sigma \in g_{\mu}^{(n-1)}$ such that $\sigma \notin \delta_{n}^{c-\mu}\left(g_{c}\right)$. By hypothesis we can choose $\eta \in g_{c}^{(n-1)}$ such that $\delta_{n-1}^{c-\mu} \eta=\sigma$. We also choose $\eta_{1}, \ldots, \eta_{N} \in g_{c}$ such that $\delta_{n}^{c-\mu} \eta_{1}, \ldots, \delta_{n}^{c-\mu} \eta_{N}$ form a basis of $\delta_{n}^{c-\mu}\left(g_{c}\right)$. Now consider the new coordinate $x_{n-1}^{\prime}=x_{n-1}-t x_{n}, x_{v}^{\prime}=x_{v}$ for $\nu \neq n-1$. Corresponding to differentiation with respect to $x_{n}^{\prime}$ we have the map $\delta_{n}^{\prime}=\delta_{n}+t \delta_{n-1}$. For small $t$ the elements $\left(\delta_{n}^{\prime}\right)^{c-\mu} \eta_{1}, \ldots,\left(\delta_{n}^{\prime}\right)^{c-\mu} \eta_{N}$ are linearly independent and span a subspace which converges to $\delta_{n}^{c-\mu}\left(g_{c}\right)$ as $t \rightarrow 0$. Since $\sigma \notin \delta_{n}^{c-\mu}\left(g_{c}\right), \sigma$ must be linearly independent of $\left(\delta_{n}^{\prime}\right)^{c-\mu} \eta_{1}, \ldots,\left(\delta_{n}^{\prime}\right)^{c-\mu} \eta_{N}$ for small $t>0$. Since $\sigma=t^{\mu-c}\left(\delta_{n}^{\prime}\right)^{c-\mu} \eta$ is in $\left(\delta_{n}^{\prime}\right)^{c-\mu}\left(g_{c}\right)$, this means that $\operatorname{dim}\left(\delta_{n}^{\prime}\right)^{c-\mu}\left(g_{c}\right)>\operatorname{dim} \delta_{n}^{c-\mu}\left(g_{c}\right)$ for small $t>0$. By semi-continuity this is also true for the other summands in (7.8), only with " $>$ " replaced by " $\geqslant$ ". Thus we have obtained a contradiction to the maximal property of $x$.

Now let $a+1 \leqslant \mu<c$, and let $\sigma \in g_{\mu}$. We write $\sigma$ as a polynomial

$$
\begin{equation*}
\sigma=\sum_{0}^{\mu} \sigma_{\nu} X_{n}^{\mu-\nu} /(\mu-\nu)! \tag{7.10}
\end{equation*}
$$

where each $\sigma_{v}$ is a homogeneus $\mathbf{R}^{m}$-valued polynomial of degree $v$ in $X_{1}, \ldots, X_{n-1}$. A straightforward calculation shows that

$$
\begin{equation*}
\varrho_{\mu} \sigma=\sum_{v=0}^{\mu-1}\left(\varrho_{\nu+1} \sigma_{\nu+1}+A_{n} \sigma_{v}\right) X_{n}^{\mu-\nu-1} /(\mu-v-1)!, \tag{7.11}
\end{equation*}
$$

where $A_{n} \sigma_{v}$ is the polynomial obtained by applying $A_{n}$ to each coefficient of the polynomial $\sigma_{v}$. We extend the usual inner product in $\mathbf{R}^{m}$ to $\mathbf{R}^{m}$-valued polynomials by $\left\langle\sum X^{\alpha} \tau_{\alpha}, \sum X^{\beta} \zeta_{\beta}\right\rangle=\sum_{\alpha}\left\langle\tau_{\alpha}, \zeta_{\alpha}\right\rangle$ and let $\tau_{1+a}$ be the orthogonal projection of $\sigma_{1+a}$ on $g_{1+a}^{(n-1)}$. By the preceeding paragraph there exists $\tau \in g_{\mu+1}$ such that $\delta_{n}^{\mu-a} \tau=\tau_{1+a}$. Thus if we expand $\sigma^{\prime}=\sigma-\delta_{n} \tau$ in powers of $X_{n}$, as at (7.10), when we find that $\sigma_{1+a}^{\prime} \perp g_{1+a}^{(n-1)}$. Applying the same argument to the coefficients of successively lower powers of $X_{n}$, we reduce $\sigma$ modulo $\delta_{n}\left(g_{\mu+1}\right)$ to an element

$$
{ }^{*} \sigma=\sum_{0}^{\mu *} \sigma_{\nu} X_{n}^{\mu-\nu} /(\mu-v)!,
$$

where ${ }^{*} \sigma_{\nu}=\sigma_{\nu}$ for $\nu=0, \ldots a$ and ${ }^{*} \sigma_{\nu} \perp g_{\nu}^{(n-1)}$ for $\nu=a+1, \ldots, c$.
Define ${ }^{*} g_{\mu}=\left\{{ }^{*} \sigma \mid \sigma \in g_{\mu}\right\}$ for each $a+1 \leqslant \mu \leqslant c-1$. Then $\delta_{n}\left({ }^{*} g_{\mu+1}\right) \subset{ }^{*} g_{\mu}$; and since by (7.11) ${ }^{*} \sigma_{0}, \ldots,{ }^{*} \sigma_{a}$ determine ${ }^{*} \sigma$ uniquely, $\delta_{n}:{ }^{*} g_{\mu+1} \rightarrow{ }^{*} g_{\mu}$ is injective for $a+1 \leqslant \mu \leqslant c-2$. The number of maps here is equal to $c-a-2$ which is greater than $\operatorname{dim} G_{a+1} \geqslant \operatorname{dim}{ }^{*} g_{a+1}$. Thus at least one of them must be surjective. Therefore by Lemma 7.6 the maps $\delta_{n}: g_{\mu+1} \rightarrow g_{\mu}$ are surjective for all $\mu \geqslant c-2$. The proof is complete.

Corollary 7.7. We can define the integer $\mu_{1}\left(n, m, \mu_{0}\right)$ by the following relations:
(i) $\quad \mu_{1}(0, m, 1)=0$,
(ii) $\quad \mu_{1}(n, m, 1)=m\binom{a+n}{n-1}+a+1 \quad$ if $\quad a=\mu_{1}(n-1, m, 1)$,
(iii) $\mu_{1}\left(n, m, \mu_{0}\right)=\mu_{1}(n, b, 1) \quad$ if $\quad b=\sum_{0}^{\mu_{0}}\binom{v+n-1}{n-1} m$.

Prop. 7.3 was first stated by D. C. Spencer [14] in the special case of the partial differential equations defining the infinitesimal transformations of a pseudogroup. Later S. Sternberg recognized the connection with E. Cartan's notion of involutiveness and introduced this concept into the theory. In [4] J. P. Serre proves that involutiveness is equivalent to the $\delta$ sequences being exact. For other proofs of the main theorem in this section see [3] and [12].

## 8. Exactness of the first Spencer sequences

We begin our discussion with the following proposition due to D. G. Quillen.
Proposition 8.1. Let $D_{0}$ be a regular differential operator of order $\nu_{0}$ from $E_{0}$ to $E_{1}$. Then there exists a sequence

$$
\begin{equation*}
\underline{E}_{0} \xrightarrow{D_{0}} \underline{E}_{1} \xrightarrow{D_{1}} \underline{E}_{2} \xrightarrow{D_{2}} \underline{E}_{3} \longrightarrow \ldots \tag{8.1}
\end{equation*}
$$

of regular differential operators $\mathcal{D}_{i}$ of order $\nu_{i}$ such that by passing to the jets we obtain exact sequences

$$
\begin{equation*}
J_{\mu+v_{i}}\left(E_{i}\right) \rightarrow J_{\mu}\left(E_{i+1}\right) \rightarrow J_{\mu-v_{i+1}}\left(E_{i+2}\right) \tag{8.2}
\end{equation*}
$$

for $i \geqslant 0$ and $\mu \geqslant v_{i+1}$.
Proof. It suffices to construct $\mathcal{D}_{1}$; the rest of (8.1) can then be obtained by iteration. We set $\nu_{1}=n+\mu_{1}\left(n\right.$, fiber $\left.\operatorname{dim} E_{0}, \nu_{0}\right)-\nu_{0}$, and define $E_{2}$ to be the cokernel of $\varrho_{\nu_{1}+\nu_{0}}\left(j_{\nu_{1}} \mathcal{D}_{0}\right): J_{\nu_{1}+\nu_{0}}\left(E_{0}\right) \rightarrow J_{v_{1}}\left(E_{1}\right)$. Since $\mathcal{D}_{0}$ is regular, $E_{2}$ is a vector bundle. Composing $j_{v_{1}}$ with the natural map $J_{\nu_{1}}\left(E_{1}\right) \rightarrow E_{2}$, we obtain a differential operator $\mathcal{D}_{1}$ of order $\nu_{1}$ from $E_{1}$ to $E_{2}$.

For $i=0,1,2$ we write $G_{i, 0}=E_{i}$ and $G_{i, \mu}=\operatorname{ker}\left(\pi: J_{\mu}\left(E_{i}\right) \rightarrow J_{\mu-1}\left(E_{i}\right)\right)$ for $\mu \geqslant 1$. We prove by induction on $\mu$ that the sequences

$$
\begin{equation*}
G_{0, \mu+v_{0}} \rightarrow G_{1, \mu} \rightarrow G_{2, \mu-v_{1}} \tag{8.3}
\end{equation*}
$$

are exact for $\mu \geqslant \nu_{1}$. (The maps here are $\varrho_{\mu+\nu_{0}}\left(j_{\mu} D_{0}\right)$ and $\varrho_{\mu}\left(j_{\mu-\nu_{1}} \mathcal{D}_{1}\right)$.) Indeed, the case $\mu=v_{1}$ follows from the definition of $E_{2}$, and the inductive step is obtained by chasing the diagram

where the vertical maps are $\delta^{\prime} s$ and the columns are exact because of the choice of $\nu_{1}$.
It now follows by induction on $\mu$ that the sequences (8.2) are exact for $i=0$ and $\mu \geqslant v_{1}$. The case $\mu=\nu_{1}$ is trivial, and the inductive step is furnished by the diagram:


16-682902 Acta mathematica 120. Imprimé le 24 juin 1968

Since the regularity of $\mathcal{D}_{1}$ follows from (8.2), (8.3), and the diagram above, the proof is complete.

The following proposition shows that as far as exactness is concerned, the sequence (8.1) is "the best possible."

Proposition 8.2. Let $\mathcal{D}_{0}$ and $\mathcal{D}_{1}$ be as above, and suppose there exists an operator $\mathcal{D}$ : $\underline{E} \rightarrow \underline{F}$ of order $\nu$ which makes $\underline{E}_{0} \xrightarrow{\mathcal{D}_{0}} \underline{E}_{1} \xrightarrow{\boldsymbol{D}} \underline{F}$ exact. Then $\underline{E}_{0} \xrightarrow{\mathcal{D}_{0}} \underline{E}_{1} \xrightarrow{\mathcal{D}_{1}} \underline{E}_{2}$ is exact.

Proof. Since $j_{\mu-\nu} \mathcal{D}$ satisfies the same hypotheses as $\bar{D}$, we may assume that $\nu \geqslant \nu_{1}$. Note that $0=\varrho_{v+v_{0}}\left(\mathcal{D} \mathcal{D}_{0}\right)=\varrho_{v}(\mathcal{D}) \varrho_{v+v_{0}}\left(j_{v} \mathcal{D}_{0}\right)$, and recall that the sequence

$$
J_{\nu+v_{0}}\left(E_{0}\right) \xrightarrow{\boldsymbol{o}_{\nu+v_{0}}\left(j_{\nu} \bar{D}_{0}\right)} J_{\nu}\left(E_{1}\right) \xrightarrow{\underline{Q}_{\nu}\left(\tilde{j}_{\nu-v_{1}} \mathcal{D}_{1}\right)} J_{\nu-v_{1}}\left(E_{2}\right)
$$

is exact. Thus we may factor $\varrho_{\nu}(\mathcal{D})$ through coker $\varrho_{\nu+\nu_{0}}\left(j_{\nu} \mathcal{D}_{0}\right)$, which is a bundle since $\mathcal{D}_{0}$ is regular, and extend the resulting map to a bundle map $h: J_{\nu-\nu_{1}}\left(E_{2}\right) \rightarrow F$. Thus $\varrho_{\nu}(\mathcal{D})=$ $h \varrho_{\nu}\left(j_{\nu-\nu_{1}} \mathcal{D}_{1}\right)$, and composing with $j_{\nu}$ we obtain $\mathcal{D}=h j_{\nu-\nu_{1}} \mathcal{D}_{1}$. Thus ker $\mathcal{D}_{1} \subset \operatorname{ker} \mathcal{D}=\operatorname{im} \mathcal{D}_{0}$, and the proof is complete.

The relationship between (8.1) and the first Spencer sequence is expressed by the commutative diagram

where $\theta$ is the solution sheaf for $\mathcal{D}_{0} s=0$ and $\mu$ is large. By Props. 6.2 and 8.1 the diagram is exact except possibly for the first row and first column. Thus by diagram chasing the cohomology of (8.1) is the same as the stable cohomolgy of the first Spencer sequences.

Proposition 8.3. Let $\mathcal{D}: \underline{E} \rightarrow \underline{F}$ be a regular differential operator of order $\mu_{0}$. Then for $\mu \geqslant \mu_{1}\left(n, m, \mu_{0}\right)$ the Spencer sequence (5.7) ${ }_{\mu}$ is exact
(i) if $M \subset \mathbf{R}^{n}$ and $\mathcal{D}$ has constant coefficients,
(ii) for real analytic germs if $M, E, F$, and $\varrho_{\mu_{0}}(\mathcal{D})$ are real analytic,
(iii) at $\underline{R_{\mu+n-1}^{1}}$ if and only if there exists an operator $\mathcal{D}^{\prime}$ making $\underline{E} \xrightarrow{D} \underline{\underline{F}} \xrightarrow{D^{\prime}} \underline{F}^{\prime}$ exact.

Proof. (iii) follows from Prop. 8.2 and the remark following (8.3); (i) depends in addition on the theorem of Ehrenpreis and Malgrange. By the remarks following (8.4) statement (ii) is equivalent to the classical Cartan-Kähler theorem. Recently, L. Ehrenpreis, V. Guillemin, and S. Sternberg [3] have obtained estimates which, together with diagram chasing, yield a simple proof of this theorem. Using similar estimates obtained by the author [17], C. Buttin has given another proof of (ii) in [2].

## Chapter II. The D-Neumann problem

## 1. The second Spencer sequence

At the end of Chapter I we saw how the exactness of the first Spencer sequences can be used to obtain existence theorems for the differential equation $\mathcal{D} s=t$. To this extent the theory generalizes the situation in complex analysis, where the Dolbeault sequence has proved to be an important tool for studying the Cauchy-Riemann equation. The problem of proving exactness is, of course, much more difficult in the general theory than in the case of the Dolbeault sequence; and, in fact, it is more difficult than it should be. To be specific, the sequence of symbol maps associated with (I.5.7) ${ }_{\mu}$ is exact only in the most trivial cases; thus the harmonic methods which establish exactness for the Dolbeault sequence cannot be applied to (I.5.7) $)_{\mu}$ even when " $D s=0$ " is the Cauchy-Riemann equation. Thus we are led to consider the second Spencer sequence

$$
\begin{equation*}
0 \rightarrow \theta \rightarrow \underline{C_{\mu}^{0}} \rightarrow \underline{C_{\mu}^{1}} \rightarrow \ldots \rightarrow \underline{C_{\mu}^{n}} \rightarrow 0 \tag{1.1}
\end{equation*}
$$

which will be constructed from (I.5.7) $\mu_{\mu}$ by factoring out the degeneracy in the symbol sequence.

Let $\mathcal{D}: \underline{E} \rightarrow \underline{F}$ be a regular differential operator of order $\mu_{0}$, and consider the corresponding data $\underline{g_{\mu}^{i}}$ and $\underline{R_{\mu}^{i}}$. For $\mu \geqslant \mu_{1}=\mu_{1}$ (n, fiber $\operatorname{dim} E, \mu_{0}$ ) define $\alpha g_{\mu}^{i}=\left\{\zeta \in g_{\mu}^{i} \mid \delta \zeta=0\right\}$. From the exactness of the $\delta$-sequences for $\mu \geqslant \mu_{1}$ we conclude that $\alpha g_{\mu}^{i}$ is a vector bundle; thus the cokernel of the inclusion map $\alpha g_{\mu+1}^{i} \rightarrow R_{\mu+1}^{i}$ is a vector bundle $C_{\mu}^{i}$. For $\mu \geqslant \mu_{1}$ we have an exact sequence

$$
\begin{equation*}
0 \longrightarrow \alpha g_{\mu+1}^{i} \longrightarrow R_{\mu+1}^{i} \xrightarrow{p} C_{\mu}^{i} \longrightarrow 0 \tag{1.2}
\end{equation*}
$$

and thus a commutative diagram

$$
\begin{align*}
& 0 \longrightarrow \frac{g_{\mu+2}^{i}}{\downarrow-\delta} \longrightarrow \frac{R_{\mu+2}^{i}}{\downarrow D} \longrightarrow \underset{\downarrow D^{\prime}}{\pi} \frac{R_{\mu+1}^{i}}{\longrightarrow} \longrightarrow 0  \tag{1.3}\\
& 0 \longrightarrow \underline{\alpha g_{\mu+1}^{i+1}} \longrightarrow \underline{R_{\mu+1}^{i+1}} \xrightarrow{p} \underline{C_{\mu}^{i+1}} \longrightarrow 0,
\end{align*}
$$

where the rows are exact and $D^{\prime}$ is induced by $D$. We claim that $D^{\prime}$ factors through $\underline{G_{\mu}^{i}}$. Indeed, if $\sigma \in \underline{\alpha g_{\mu+1}^{i}}$ then $\sigma=-\delta \tau$ for some $\tau \in \underline{g_{\mu+2}^{i-1}}$ and hence $\sigma=-\delta \pi \tau_{1}$ for some $\tau_{1} \in \underline{R_{\mu+3}^{i-1} ;}$ thus $D^{\prime} \sigma=-D^{\prime} \delta \pi \tau_{1}=D^{\prime} \pi D \tau_{1}=p D D \tau_{1}=0$. Accordingly, we obtain a differential operator $D^{\prime \prime}: \underline{C_{\mu}^{i}} \rightarrow C_{\mu}^{i+1}$ such that $D^{\prime}=D^{\prime \prime} p$. To show that $D^{\prime \prime}$ squares to zero we note that $p \pi^{2}: R_{\mu+3}^{i} \rightarrow \underline{C_{\mu}^{i}}$ is subjective and that $D^{\prime \prime} D^{\prime \prime} p \pi^{2}=D^{\prime \prime} D^{\prime} \pi^{2}=D^{\prime \prime} p D \pi=D^{\prime} D \pi=D^{\prime} \pi D=$ $p D D=0$. Finally, we claim that the kernel of $D^{\prime \prime}: \underline{C_{\mu}^{0}} \rightarrow \underline{C_{\mu}^{1}}$ is the solution sheaf $\theta$ for $\mathcal{D} s=0$. In fact, by (1.2) we have $C_{\mu}^{1}=R_{\mu+1}$, and by chasing (1.3) we infer that the sequence

$$
\begin{equation*}
0 \longrightarrow \theta \xrightarrow{j_{\mu+1}} R_{\mu+1} \xrightarrow{D_{1}} \underline{C_{\mu}^{1}} \tag{1.4}
\end{equation*}
$$

is exact. Thus the construction of (1.1) is complete. It follows from (i) of Prop. I.5.1 that $D^{\prime \prime}$ is a derivation in the sense that

$$
\begin{equation*}
D^{\prime \prime}(\xi \wedge \sigma)=d \xi \wedge \sigma+(-1)^{j} \xi \wedge D^{\prime \prime} \tag{1.5}
\end{equation*}
$$

for each section $\sigma$ of $C_{\mu}^{i}$ and each $j$-form $\xi$. In fact, writing $\sigma=p \pi \tau$, we find that

$$
D^{\prime \prime}(\xi \wedge \sigma)=D^{\prime \prime} p \pi(\xi \wedge \tau)=p D(\xi \wedge \tau)=p\left(d \xi \wedge \pi \tau+(-1)^{j} \xi \wedge D \tau\right)=d \xi \wedge \sigma+(-1)^{\prime} \xi \wedge D^{\prime \prime} \sigma .
$$

It will be convenient later to have a more explicit description of $C_{\mu}^{i}$. For $\mu \geqslant \mu_{0}$ we choose maps $P: R_{\mu} \rightarrow R_{\mu+1}$ such that $\pi P=1$; tensoring with 1 we thus obtain maps $P: R_{\mu}^{i} \rightarrow R_{\mu+1}^{i}$ with $\pi P=1$. Setting $Q=1-P_{\pi}$, we consider the commutative program

where the last column is induced and is exact. We claim that the map $R_{\mu+1}^{i}$ to $R_{\mu}^{i} \oplus \alpha g_{\mu}^{i+1}$ defined by $\sigma \rightarrow(\pi \sigma, \delta Q \sigma)$ induces an isomorphism

$$
\begin{equation*}
C_{\mu}^{i} \rightarrow R_{\mu}^{i} \oplus \alpha g_{\mu}^{i+1} \tag{1.7}
\end{equation*}
$$

Since $\pi \sigma=\delta Q \sigma=0$, when $\sigma \in \alpha g_{\mu+1}^{i}$, the map (1.7) is well defined. To prove injectivity we let $\sigma \in R_{\mu+1}^{i}$ satisfy $\pi \sigma=\delta Q \sigma=0$. Then since $\sigma=P \pi \sigma+Q \sigma=Q \sigma$, we have $\pi \sigma=\delta \sigma=0$. Thus $\sigma \in \alpha g_{\mu+1}^{i}=\operatorname{ker} p$. To prove surjectivity we let $\tau \in R_{\mu}^{i}, \zeta \in \alpha g_{\mu}^{i+1}$, choose $\xi \in g_{\mu+1}^{i}$ such that $\delta \xi=\zeta$, and note that (1.7) maps $p(P \tau+\xi)$ to ( $\tau, \zeta$ ). A straightforward calculation shows that $D^{\prime \prime}$ is given by

$$
(\sigma, \zeta) \rightarrow\left(D P \sigma-\zeta,(D P)^{2} \sigma-D P \zeta\right)
$$

in terms of the isomorphisms (1.7); however, we shall not use this fact.

## 2. The symbol sequence

Let $E$ and $F$ be vector bundles over $M, E$ having fiber dimension $m$. Let $\mathcal{D}$ be a regular differential operator of order $\mu_{0}$ from $E$ to $F$, let $y$ be a point in $M$, and $\xi$ be a non-zero cotangent vector at $y$. We choose a coordinate $x=\left(x^{1}, \ldots, x^{n}\right)$ on a small neighborhood $U$ of $y$, and by trivializing $\left(R_{\mu}^{i}\right)_{U}$ and $\left(\alpha g_{\mu}^{i+1}\right)_{U}$ for $i=0, \ldots, n$ we obtain trivializations for the bundles $\left(C_{\mu}^{i}\right)_{U}, i=0,1, \ldots, n$. Because of (1.5), the principal part of $D^{\prime \prime}: \underline{C}_{\mu}^{i} \rightarrow \underline{C}_{\mu}^{i+1}$ is given by $\sigma \rightarrow \sum_{1}^{n} d x^{\nu} \wedge \partial_{\nu} \sigma$ near $y$, where $\partial_{\nu}$ is defined by the coordinate $x$ and the trivializations. In terms of the isomorphisms (1.7) the principal part is given by $(\sigma, \zeta) \rightarrow\left(\sum_{1}^{n} d x^{\nu} \wedge \partial_{\nu} \sigma,-\sum_{1}^{n} d x^{\nu} \wedge \partial_{\nu} \zeta\right)$. Thus the symbol sequence of (1.1) at $\xi$ is the direct sum of the sequences

$$
\begin{gather*}
0 \longrightarrow\left(R_{\mu}\right)_{y} \xrightarrow{\xi \wedge}\left(R_{\mu}^{1}\right)_{y} \xrightarrow{\xi \wedge} \ldots \longrightarrow\left(R_{\mu}^{n}\right)_{y} \longrightarrow 0,  \tag{2.1}\\
\left.0 \longrightarrow\left(\alpha g_{\mu}^{1}\right)_{y} \xrightarrow{-\xi \wedge}\left(\alpha g_{\mu}^{2}\right)_{y} \xrightarrow{-\xi \wedge} \ldots \longrightarrow g_{\mu}^{n}\right)_{y} \longrightarrow 0 . \tag{2.2}
\end{gather*}
$$

The first sequence is always exact; the second is the subject of the following proposition due to D. G. Quillen.

Proposition 2.1. The sequence (2.2) is exact for $\mu \geqslant \mu_{1}\left(n, m, \mu_{0}\right)$ if and only if $\xi$ is not characteristic for $\mathcal{D}$.

Proof. By the remark at the end of $I$, section 6 we may assume that $\mu_{0}=1$; we may also assume that $\xi=d x^{n}$. Throughout the proof we will suppress the subscript $y$.

To prove necessity assume that $d x^{n}$ is characteristic for $\mathcal{D}$. Then by (I.4.4) there exists a non-zero element $\sigma$ of $g_{\mu}$ such that $\sigma_{\alpha}=0$ unless $\alpha_{n}=\mu$. Thus $\delta_{\nu} \sigma=0$ for $\nu=1, \ldots, n-1$, and $\xi \otimes \sigma \neq 0$ is in the kernel of the first map in (2.2).

To prove sufficiency assume that $d x^{n}$ is not characteristic, and let $\sigma \in \alpha g_{\mu}^{i}$ satisfy $d x^{n} \wedge \sigma=0$. Writing $H$ for the subspace of $T^{*}$ spanned by $d x^{1}, \ldots, d x^{n-1}$, we choose $\tau \in g_{\mu} \otimes \Lambda^{i-1} H$ such that $d x^{n} \wedge \tau=\sigma$. Then, setting $\delta^{\prime}=\sum_{1}^{n-1} d x^{\nu} \wedge \delta_{v}$, we obtain $-\delta \sigma=$ $d x^{n} \wedge \delta \tau=d x^{n} \wedge \delta^{\prime} \tau$ and hence $\delta^{\prime} \tau=0$. Thus, if the sequence

$$
\begin{equation*}
g_{\mu+1} \otimes \Lambda^{i-2} H \xrightarrow{\delta^{\prime}} g_{\mu} \otimes \Lambda^{i-1} H \xrightarrow{\delta^{\prime}} g_{\mu-1} \otimes \Lambda^{i} H \tag{2.3}
\end{equation*}
$$

is exact, we can write $\sigma=-\xi \wedge \delta^{\prime} \eta=-\xi \wedge \delta \eta$, where $\delta \eta \in g_{\mu}^{i-1}$. Therefore it suffices to show that (2.3) is exact for $\mu_{0} \geqslant \mu_{1}$.

For a polynomial $\sigma=\sum_{|\alpha|-\mu} \sigma_{\alpha} X^{\alpha} / \alpha!$ in $g_{\mu}$ we define

$$
\varphi \sigma=\sum_{\substack{|\alpha|=\mu \\ \alpha_{n}=0}} \sigma_{\alpha} X^{\alpha} / \alpha!
$$

Thus $\varphi$ is a mapping of $g_{\mu}$ into a space $h_{\mu}$ of homogeneous $\mathbf{R}^{m}$-valued polynomials in $X_{1}, \ldots, X_{n-1}$. We claim that $\varphi$ is an isomorphism for each $\mu \geqslant 1$. Indeed, suppose $\sigma \in g_{\mu}$, $\sigma \neq 0$, satisfies $\varphi \sigma=0$. Among all multi-indices $\alpha$ with $|\alpha|=\mu$ and $\sigma_{\alpha} \neq 0$ choose a multiindex $\beta$ for which $\beta_{n}$ is minimal. Since $\varphi \sigma=0$ we have $\beta_{n} \geqslant 1$, and by minimality we have $\delta_{\nu} \delta^{\beta-1_{n}} \sigma=0$ for $\nu=1, \ldots, n-1$. Thus $\delta^{\beta-1_{n}} \sigma$ is an element of $g_{1}$ which depends only on $X_{n}$. By (I.4.3) this contradicts the assumption that $d x^{n}$ is not characteristic. Since the isomorphisms $\varphi$ are compatible with $\delta_{1}, \ldots, \delta_{n-1}$, it now suffices to show that

$$
\begin{equation*}
h_{\mu+1} \otimes \Lambda^{i-2} H \xrightarrow{\delta} h_{\mu} \otimes \Lambda^{i-1} H \xrightarrow{\delta} h_{\mu-1} \otimes \Lambda^{i-2} H \tag{2.4}
\end{equation*}
$$

is exact for $\mu \geqslant \mu_{1}$.
Since the spaces $h_{\mu}$ do not come directly from a differential operator, we cannot immediately apply the proposition in I, section 7. Instead we introduce the inner product $\left\langle\sum X^{\alpha} \sigma_{\alpha} / \alpha!, \sum X^{\alpha} \tau_{\alpha} / \alpha!\right\rangle=\sum\left\langle\sigma_{\alpha}, \tau_{\alpha}\right\rangle / \alpha!$ on $h_{\mu}$ and note that the adjoint of $\delta_{\nu}$ is multiplication by $X_{\nu}$. Since $\delta_{v}\left(h_{\mu+1}\right) \subset h_{\mu}$ for $\nu=1, \ldots, n-1$, the space $h^{\perp}=\sum_{1}^{\infty} h_{\mu}^{\perp}$ is a submodule of the $\mathbf{R}\left[X_{1}, \ldots, X_{n-1}\right]$-module of all $\mathbf{R}^{m}$-valued polynomials in $X_{1}, \ldots, X_{n-1}$. Thus by the Hilbert basis theorem there exists an integer $\mu_{2}$ such that for $\mu \geqslant \mu_{2}$ we have $\sigma \in h_{\mu+1}^{\perp}$ if and only if $\sigma=X_{1} \sigma_{1}+\ldots+X_{n} \sigma_{n}$ for some $\sigma_{1}, \ldots, \sigma_{n} \in h_{\mu}^{\perp}$. Thus if a homogeneous polynomial $\sigma$ satisfies $\delta_{\nu} \sigma \in h_{\mu}$ for $\nu=1, \ldots, n-1$ then we can infer from $0=\sum_{\nu}\left\langle\delta_{\nu} \sigma, h_{\mu}^{\perp}\right\rangle=$ $\sum_{\nu}\left\langle\sigma, X_{\nu} h_{\mu}^{\perp}\right\rangle=\left\langle\sigma, h_{\mu+1}^{\perp}\right\rangle$ that $\sigma \in h_{\mu}$ if and only if $\delta^{\gamma} \sigma \in h_{\mu_{2}}$ for each $|\gamma|=\mu-\mu_{2}$. It now follows from (I.3.6) that the spaces $h_{\mu}, \mu \geqslant \mu_{2}$, are the $g_{\mu}$-data for a differential operator of order $\mu_{2}$. Thus by Prop. I.7.3 the sequence (2.4) and hence is exact for $\mu \geqslant \mu_{2}+$ $\mu_{1}\left(n, m, \mu_{0}\right)$. Using the diagram

we conclude by downward induction that (2.2) is exact for all $\mu \geqslant \mu_{1}$. The proof is complete.
Prop. 2.1, together with the following proposition, removes the difficulty described at the beginning of section 1 .

Proposition 2.2. For $\mu \geqslant \mu_{1}\left(n, m, \mu_{0}\right)$ the cohomology of the second Spencer sequence (1.1) is the same as the stable cohomology of the first Spencer sequences.

Proof. Consider the commutative diagram


For each $i$ we choose a map $q: C_{\mu}^{i} \rightarrow R_{\mu+1}^{i}$ such that $p q=1$; we claim that $p$ and $q$ furnish the required isomorphism in homology. Since $p q=\mathbf{1}$ modulo coboundaries, we need only show that $p$ maps cocycles to cocycles and coboundaries to coboundaries. The second assertion follows immediately from the diagram; to prove the first we let $\sigma \in \underline{R_{\mu+1}^{i}}$ satisfy $D \sigma=0$. By chasing the diagram we can find $\tau \in \underline{R_{\mu+2}^{i}}$ such that $\pi \tau=\sigma$ and $D \tau=0$. Thus $D^{\prime \prime} p \sigma=D^{\prime \prime} p \pi \tau=D^{\prime} \pi \tau=p D \tau=0$.

## 3. The $\boldsymbol{D}$-Neumann problem

Our first task is to fix the notation which will be used in the rest of this chapter.
Let $M$ be a smooth Riemannian $n$-manifold, and let $\Omega \subset M$ be a compact, smooth $n$-manifold-with-boundary which is imbedded smoothly in $M$. Thus from the Riemannian metric on $M$ we obtain Riemannian metrics on $\Omega$ and its boundary $\omega$. Let $E$ and $F$ be vector bundles over $M$, and let $\mathcal{D}$ be a regular elliptic differential operator from $E$ to $F$. Whenever the data $R_{\mu}, g_{\mu}$, etc. occur in the future, it will be tacitly assumed that $\mu$ is greater than the integer $\mu_{1}$ given in I, section 7 . In situations where only one value of $\mu>\mu_{1}$ occurs, the subscript will be suppressed. We will denote the operator in the second Spencer sequence by $D$ instead of $D^{\prime \prime}$.

We choose an inner product along the fibers of $J_{\mu}(E)$; using the Riemannian metric we thus obtain an inner product in each $J_{\mu}^{j}(E)$ and hence in each of the sub-bundles $R_{\mu}^{j}, g_{\mu}^{j}, \alpha g_{\mu}^{j}$. Using the isomorphism $C_{\mu}^{j} \approx R_{\mu}^{j} \oplus \alpha g_{\mu}^{j+1}$, we obtain an inner product in $C_{\mu}^{j}$.

We denote by $\Gamma\left(\Omega, C^{j}\right)$ the space of all smooth sections of $C^{j}$ over $\Omega$. In accordance with the usual definition for manifolds-with-boundary, each section in $\Gamma\left(\Omega, C^{j}\right)$ can be
extended smoothly across the boundary $\omega$. We refer to Hörmander [5] for the definitions of the spaces $\mathcal{H}_{(s)}\left(\Omega, C^{j}\right)$. In the sequel we shall always consider $\mathcal{H}_{(0)}\left(\Omega, C^{j}\right)=L_{2}\left(\Omega, C^{j}\right)$ as a Hilbert space with inner product $\langle\sigma, \tau\rangle=\int\langle\sigma, \tau\rangle_{x} d v$, where $d v$ is the Riemannian volume element and $\langle\cdot, \cdot\rangle_{x}$ is the inner product in $C^{j}$. The notation given here will also be applied to the bundles $R^{j}, g^{j}$, etc and to their restrictions to $\omega$.

With the introduction of the Fourier transform spaces above, we assume that all bundles occurring have complex fiber. With $i=\sqrt{-1}$ we write $D_{\nu}=-i \partial_{\nu}$ in a local coordinate.

Now let $D$ be the operator in the second Spencer sequence, and let $D^{*}$ be its formal adjoint. Define the Neumann space $\mathbf{N}^{j}$ to be the space of all sections $u \in \Gamma\left(\Omega, C^{j}\right)$ satisfying the boundary conditions

$$
\begin{align*}
& \langle D v, u\rangle=\left\langle v, D^{*} u\right\rangle \text { for each } \quad v \in \Gamma\left(\Omega, C^{j-1}\right),  \tag{3.1}\\
& \langle D v, D u\rangle=\left\langle v, D^{*} D u\right\rangle \text { for each } v \in \Gamma(\Omega, C) . \tag{3.2}
\end{align*}
$$

Define the harmonic space $\mathbf{H}^{j}$ to be the set of all sections $u \in \mathbf{N}^{j}$ which are annihilated by the laplacian $D D^{*}+D^{*} D$. Since $\left\langle\left(D D^{*}+D^{*} D\right) u, u\right\rangle=\|D u\|^{2}+\left\|D^{*} u\right\|^{2}$ for $u \in \mathbf{N}^{j}$, we have $\mathbf{H}^{j}=\left\{u \in \mathbf{N}^{j} \mid D u=D^{*} u=0\right\}$.

Definition. We say that the D-Neumann problem is solvable for $\mathcal{D}$ on $\Omega$ if $\mathbf{H}^{j}$ is closed in $L_{2}\left(\Omega, C^{j}\right)$ for $j=1, \ldots, n$ and if there exist bounded operators $N: L_{2}\left(\Omega, C^{j}\right) \rightarrow L_{2}\left(\Omega, C^{j}\right)$, $j=1, \ldots, n$, mapping $\Gamma\left(\Omega, C^{j}\right)$ into $\mathbf{N}^{j}$, such that:
(i) $N H=H N=0$, where $H: L_{2}\left(\Omega, C^{j}\right) \rightarrow \mathbf{H}^{j}$ is the orthogonal projection;
(ii) each $u \in \Gamma\left(\Omega, C^{j}\right)$ can be written

$$
\begin{equation*}
u=D D^{*} N u+D^{*} D N u+H u \tag{3.3}
\end{equation*}
$$

where the terms are mutually orthogonal in view of (3.1) and (3.2);
(iii) $D N=N D$ holds.

Note that (iii) follows from (i) and (ii). Indeed, if $u \in \Gamma\left(\Omega, C^{j}\right)$, then

$$
\left(D^{*} D+D D^{*}\right)(D N-N D) u=D\left(D^{*} D+D D^{*}\right) N u-\left(D^{*} D+D D^{*}\right) N D u=D u-D u=0 .
$$

Also $(D N-N D) u \in \mathbf{N}^{j}$ and $H(D N-N D) u=0$. It follows that $(D N-N D) u=0$.
In view of (iii) the decomposition (3.3) gives a cochain homotopy $1-H=D\left(D^{*} N\right)+$ $\left(D^{*} N\right) D$; thus the cohomology of the sequence

$$
0 \rightarrow \Gamma\left(\Omega, C^{0}\right) \rightarrow \Gamma\left(\Omega, C^{1}\right) \rightarrow \ldots \rightarrow \Gamma\left(\Omega, C^{n}\right) \rightarrow 0
$$

is isomorphic to $\mathbf{H}=\sum_{0}^{n} \mathbf{H}^{j}$. Since the argument following (I.8.4) and the arguments leading to Prop. II.2.2 work for sections as well as for germs, it follows that if the D-Neumann
problem is solvable for $\mathcal{D}$ on $\Omega$, then there exists an operator $\mathcal{D}_{1}: \underline{F} \rightarrow \underline{F}_{1}$ such that in the sequence

$$
\Gamma(\Omega, E) \xrightarrow{D} \Gamma(\Omega, F) \xrightarrow{D_{1}} \Gamma\left(\Omega, F_{1}\right)
$$

we have ker $\mathcal{D}_{1} / \mathrm{im} \mathcal{D} \approx \mathbf{H}^{\mathbf{1}}$. Moreover, this is the best possible result; for by the proof of Prop. I.8.2 if $\mathcal{D}^{\prime}: \underline{F} \rightarrow \underline{F}^{\prime}$ satisfies $D^{\prime} \mathcal{D}=0$, then ker $\mathcal{D}^{\prime} \supset \operatorname{ker} \mathcal{D}_{1}$.

## 4. General methods

In this section we recall some of the general Hilbert space methods which are relevant to the $D$-Neumann problem. Since much of the material presented here is classical, we will omit several proofs.

We first form the Friedrichs extension $L$ of $D D^{*}+D^{*} D$ on $\mathbf{N}^{j}$ (see [13], p. 335). This is done as follows: Complete $\mathbf{N}^{j}$ abstractly to a Hilbert space $\mathbf{B}^{j}$ with the Dirichlet inner product $Q(\mu, v)=\langle D u, D v\rangle+\left\langle D^{*} u, D^{*} v\right\rangle+\langle u, v\rangle$, and show that $\mathbf{B}^{j}$ can be considered as a subset of $L_{2}\left(\Omega, C^{j}\right)$. Define the domain of $L$ to be the space of all $u \in \mathbf{B}^{j}$ such that $v \rightarrow Q(v, u)$ extends to a bounded functional on $L_{2}\left(\Omega, C^{j}\right)$; and for such $u$ define $f=L u$ by $Q(\cdot, u)=$ $\langle\cdot, f\rangle+\langle\cdot, u\rangle$. The operator $L$ is self adjoint, and $L+I$ has an inverse which is a bounded operator from $L_{2}\left(\Omega, C^{j}\right)$ to $\mathbf{B}^{j}$.

If $u \in \mathbf{N}^{j}$ and $v \in \Gamma\left(\Omega, C^{j}\right)$, then $|\langle D v, u\rangle|=\left|\left\langle v, D^{*} u\right\rangle\right| \leqslant\|v\| Q(u, u)^{\frac{1}{t}}$. Thus for any $u \in \mathbf{B}^{j}, v \rightarrow\langle D v, u\rangle$ extends to a bounded functional on $L_{2}\left(\Omega, C^{j}\right)$, and hence $u$ satisfies the boundary condition (3.1). On the other hand, an element $u \in \mathbf{B}^{j}$ need not satisfy (3.2), even if $u$ is smooth. However, if $u \in \Gamma\left(\Omega, C^{j}\right)$ is in the domain of $L$, then $|\langle D v, D u\rangle| \leqslant$ $\left|\left\langle D^{*} v, D^{*} u\right\rangle\right|+|Q(v, u)|+|\langle v, u\rangle| \leqslant\|v\|\left\{\left\|D D^{*} u\right\|+\|L u\|+2\|u\|\right\}$ for $v \in \mathbf{N}^{j}$, and hence $u$ satisfies (3.2).

Proposition 4.1. Assume that $\mathcal{D}$ is elliptic and that the inclusions $\mathbf{B}^{j} \rightarrow L_{2}\left(\Omega, C^{j}\right)$ are completely continuous for $j \geqslant 1$. Then:
(i) we have $u \in \Gamma\left(\Omega, C^{j}\right)$ whenever $L u \in \Gamma\left(\Omega, C^{j}\right)$ and $j \geqslant 1$;
(ii) for $j \geqslant 1, \mathbf{H}^{j}$ is finite dimensional, and the range of $L$ on $\Gamma\left(\Omega, C^{j}\right)$ is closed;
(iii) the D-Neumann problem is solvable for $\mathcal{D}$ on $\Omega$.

Proof. (i) is a recent theorem due to J. J. Kohn and L. Nirenberg (see [9], Theorem 3). Our assumption that $\mathcal{D}$ is elliptic enters here via Prop. 2.1, which shows that $D D^{*}+D^{*} D$ is then elliptic. The Kohn-Nirenberg theorem requires that the boundary $\omega$ be non-characteristic for $D D^{*}+D^{*} D$.

Since $\mathbf{H}^{j}=$ ker $L$ by (i), statement (ii) is part of the standard theory of compact operators. To prove (iii) we first note that since $L$ is self adjoint, $\mathbf{1}-H$ is the orthogonal
projection on the range. Given $u \in L_{2}\left(\Omega, C^{j}\right)$, we define $v=N u$ to be the unique element in the domain of $L$ satisfying $H v=0, L v=u-H u$. Then $N$ is bounded because of the closed graph theorem, and it maps $\Gamma\left(\Omega, C^{j}\right)$ into $\mathbf{N}^{j}$ because of (i) and because of the remark preceeding this proposition.

## 5. Reduction to the boundary

As one easily verifies (see section 6 below), the boundary condition (3.1) on $u \in \Gamma\left(\Omega, C^{j}\right)$ is given by $B u=0$ on $\omega$ for a certain bundle map $B: C^{j} \rightarrow C^{j-1}$. Thus in order to establish the complete continuity required in the hypothesis of Prop. 4.1, it suffices to show that for some $0<r \leqslant 1$ the estimate

$$
\begin{equation*}
\|u\|_{(r)} \leqslant c\left\{Q(u)+{ }^{\omega}\|B u\|_{\left(\frac{1}{r}\right)}\right\} \tag{5.1}
\end{equation*}
$$

holds for all $u \in \Gamma\left(\Omega, C^{j}\right)$. Here $Q(u)=Q(u, u)^{\frac{1}{2}}=\left\{\|D u\|^{2}+\left\|D^{*} u\right\|^{2}+\|u\|^{2}\right\}^{\frac{1}{2}}$ is the Dirichlet norm for sections over $\Omega$, and $\|\cdot\|_{(r)}$ and ${ }^{w}\|\cdot\|_{\left(\frac{1}{2}\right)}$ are any of the equivalent norms in $\mathcal{H}_{(r)}\left(\Omega, C^{j}\right)$ and $\mathcal{H}_{\left(\frac{1}{2}\right)}\left(\omega, C^{j}\right)$ respectively. We begin our discussion of (5.1) with some technical material and a series of lemmata.

Recall that $\boldsymbol{H}_{(m, s)}\left(\mathbf{R}^{n}\right)$ is defined to be the space of all temperate distributions $u$ on $\mathbf{R}^{n}$ such that with $\xi^{\prime}=\left(\xi_{1}, \ldots, \xi_{n-1}\right)$, the norm

$$
\|u\|_{(m, s)}^{2}=(2 \pi)^{-n} \int\left(1+|\xi|^{2}\right)^{m}\left(\mathbf{1}+\left|\xi^{\prime}\right|^{2}\right)^{s}|\hat{u}(\xi)|^{2} d \xi
$$

is finite. The space $\mathcal{H}_{(m, s)}\left(\overline{\mathbf{R}}_{+}^{n}\right)$ is defined as the space of all distributions on the open upper half space $\mathbf{R}_{+}^{n}=\left\{x \in \mathbf{R}^{n} \mid x_{n}<0\right\}$ which can be extended to elements of $\boldsymbol{H}_{(m, s)}\left(\mathbf{R}^{n}\right)$. Thus $\mathcal{H}_{(m, s)}\left(\overline{\mathbf{R}}_{+}^{n}\right)$ is the quotient of $\boldsymbol{H}_{(m, s)}\left(\mathbf{R}^{n}\right)$ by the closed subspace of elements with support in $\overline{\mathbf{R}}_{-}^{n}=\left\{x \in \mathbf{R}^{n} \mid x_{n} \leqslant 0\right\}$. The space $\mathcal{H}_{(m, s)}\left(\overline{\mathbf{R}}_{-}^{n}\right)$ is given the quotient inner product and norm. See Hörmander [5] for the basic properties.

Lemma 5.1. Let s be a real number, $m$ a positive integer, and write $\mathbf{R}_{0}^{n}=\left\{x \in \mathbf{R}^{n} \mid x_{n}=0\right\}$. Then for each $u \in \boldsymbol{H}_{(m, s)}\left(\overline{\mathbf{R}}_{+}^{n}\right)$ the restriction $u \mid \mathbf{R}_{0}^{n}$ is a well-defined element of $\boldsymbol{\mathcal { H }}_{\left(m+s-\frac{1}{2}\right)}\left(\mathbf{R}_{0}^{n}\right)$ satisfying $\left\|\left(u \mid \mathbf{R}_{0}^{n}\right)\right\|_{\left(m+s-\frac{1}{2}\right)} \leqslant\|u\|_{(m, s)}$. Moreover, for each $v \in \mathcal{H}_{\left(m+s-\frac{1}{2}\right)}\left(\mathbf{R}_{0}^{n}\right)$ there exists $u \in \boldsymbol{\mathcal { H }}_{(m, s)}\left(\overline{\mathbf{R}}_{+}^{n}\right)$ such that $u \mid \mathbf{R}_{0}^{n}=v$.

Proof. See Hörmander [5], Theorems 2.5.6 and 2.5.7.
Lemma 5.2. Let $G \subset \overline{\mathbf{R}}_{+}^{n}$ be open in $\overline{\mathbf{R}}_{+}^{n}$, and let $P$ be an elliptic differential operator of order $k$ from the trivial bundle $G \times R^{a}$ to $G \times R^{b}$. Let $m, s, m_{1}, s_{1}$, be real numbers satisfying
$m+s=m_{1}+s_{1}$. Then for each compact $U \subset G$ there exists a constant $c$ such that

$$
\|u\|_{(m, s)} \leqslant c\left\{\|P u\|_{(m-k, s)}+\|u\|_{\left(m_{1}, s_{1}\right)}\right\}
$$

for sections $u$ of $G \times R^{a}$ with $\operatorname{supp} u \subset U$.
Proof. See Hörmander [7], Lemma 2.2.1.
Lemma 5.3. For each $0 \leqslant s \leqslant 1$ the estimate

$$
\|u\|_{(s)} \leqslant c\left\{Q(u)+{ }^{\omega}\|u\|_{\left(s-\frac{1}{2}\right)}\right\}
$$

holds for $u \in \Gamma\left(\Omega, C^{j}\right)$.
Proof. We first prove the lemma in the case $s=1$. By Lemma 5.1 the restriction map $u \rightarrow u \mid \omega$ is a bounded operator from $\mathcal{H}_{(\mathbf{1})}\left(\Omega, C^{j}\right)$ onto $\mathcal{H}_{\left(\frac{1}{2}\right)}\left(\omega, C^{j}\right)$ whose kernel $K$ is the closure in $\mathcal{H}_{(1)}\left(\Omega, C^{j}\right)$ of the space of smooth sections having support in the interior of $\Omega$. For $u \in K$ the estimate follows from Gårding's inequality; if $u$ is orthogonal to $K$, then $\|u\|_{(1)} \leqslant c^{\omega}\|u\|_{\left(\frac{1}{2}\right)}$ by the closed graph theorem. To prove the estimate we write $\pi$ for the orthogonal projection of $\mathcal{H}_{(1)}\left(\Omega, C^{j}\right)$ onto $K$ and observe that $\|u\|_{(1)}=\|\pi u\|_{(1)}+\|(1-\pi) u\|_{(1)} \leqslant$ $c\left\{Q(\pi u)+^{\omega}\|u\|_{\left(\frac{1}{2}\right)}\right\} \leqslant c\left\{Q(u)+^{\omega}\|u\|_{\left(\frac{1}{2}\right)}+Q((\mathbf{1}-\pi) u)\right\}$. Since $Q((\mathbf{1}-\pi) u) \leqslant\|(\mathbf{1}-\pi) u\|_{(1)} \leqslant{ }^{\omega}\|u\|_{\left(\frac{1}{( }\right)}$, we have

$$
\begin{equation*}
\|u\|_{(1)} \leqslant c\left\{Q(u)+{ }^{\omega}\|u\|_{\left(\frac{1}{2}\right)}\right\}, \quad \text { for } \quad u \in \Gamma\left(\Omega, C^{j}\right) \tag{5.2}
\end{equation*}
$$

We now use (5.2) to prove the lemma in general. Observe that it suffices to prove the required estimate locally, for $u \in \Gamma\left(\Omega, C^{j}\right)$ having support in a coordinate disk $U$ with coordinate ( $x^{1}, \ldots, x^{n}$ ). Since the interior case is simpler, we assume that $U$ is a boundary disk where $\Omega \cap U$ and $\omega \cap U$ are given by $x^{n} \geqslant 0$ and $x^{n}=0$ respectively. By Prop. 2.1 and the ellipticity of $\mathcal{D}$, the map

$$
s_{d x^{n}}(D) \oplus s_{d x^{n}}\left(D^{*}\right): C_{U}^{j} \rightarrow C_{U}^{j+1} \oplus C_{U}^{j-1}
$$

is injective. Thus we may choose frames in $C_{U}^{j}, C_{U}^{j+1}$, and $C_{U}^{j-1}$ in such a way that $s_{d x^{n}}(D)$ and $s_{d x^{n}}(D)$ and $s_{d x^{n}}\left(D^{*}\right)$ are represented by constant matrices; in these frames the coefficients of $\partial_{n}$ in $D$ and $D^{*}$ will then be constant.

Now let $u \in \Gamma\left(\Omega, C^{j}\right)$ have support in a compact set $U^{\prime}$ which is contained in the interior of $U$. Denote by $K$ the tangential pseudodifferential operator on $\overline{\mathbf{R}}_{+}^{n}$ with Fourier integral kernel $\varphi\left(\xi^{\prime}\right)\left|\xi^{\prime}\right|^{-1+s}$, where $\xi^{\prime}=\left(\xi_{1}, \ldots, \xi_{n-1}\right)$ and $\varphi \in C^{\infty}\left(R^{n-1}\right)$ is 0 on a neighborhood of the origin and 1 outside a slightly larger set. Let $\psi \in C_{0}^{\infty}(U)$ be 1 on a neighborhood of $U^{\prime}$. Using (5.2) we obtain

$$
\begin{equation*}
\|\psi K u\|_{(1)} \leqslant c\left\{Q(\psi K u)+{ }^{\omega}\|\psi K u\|_{\left(\frac{1}{2}\right)}\right\} . \tag{5.3}
\end{equation*}
$$

Since $K$ has tangential order $s-1$, we have ${ }^{\omega}\|\psi K u\|_{\left(\frac{1}{2}\right)} \leqslant c^{\omega}\|u\|_{\left(s-\frac{1}{2}\right)}$. Also, by the choice of frames, the operator $[\psi K, D]$ has tangential order $s-1$. Hence

$$
\|D \psi K u\| \leqslant\|\psi K D u\|+c\|u\|_{(0, s-1)} \leqslant c\{\|D u\|+\|u\|\}
$$

since $s-1 \leqslant 0$. Treating the other terms in $Q(\psi K u)$ similarly, we obtain

$$
\|\psi K u\|_{(1)} \leqslant c\left\{Q(u)+{ }^{\omega}\|u\|_{\left(s-\frac{1}{2}\right)}\right\} .
$$

Now note that $\|u\|_{(0, s)} \leqslant c\left\{\|K u\|_{(0,1)}+\|u\|\right\}=c\left\{\|K \psi u\|_{(0,1)}+\|u\|\right\} \leqslant c\left\{\|\psi K u\|_{(1)}+\|u\|_{(0, s-2)}\right.$ $+\|u\|\} \leqslant c\left\{\|\psi K u\|_{(1)}+\|u\|_{(1,-1)}\right\} \leqslant c\left\{\|\psi K u\|_{(1)}+Q(u)+\|u\|\right\}$, where we have used Lemma 5.2 to obtain the last inequality. We now have that $\|u\|_{(0, s)} \leqslant c\left\{Q(u)+{ }^{\omega}\|u\|_{\left(s-\frac{1}{2}\right)}\right\}$. Another application of Lemma 5.2 now yields

$$
\|u\|_{(s)} \leqslant c\left\{Q(u)+{ }^{\omega}\|u\|_{\left(s-\frac{1}{2}\right)}\right\}
$$

as required.
Lemma 5.4. The estimate (5.1) holds, provided that the estimate

$$
\begin{equation*}
{ }^{\omega}\|w\|_{\left(r-\frac{1}{2}\right)} \leqslant c\left\{\left\{^{\omega}\|D w\|_{\left(-\frac{1}{2}\right)}+{ }^{\omega}\left\|D^{*} w\right\|_{\left(-\frac{1}{2}\right)}+{ }^{\omega}\|w\|_{\left(-\frac{1}{2}\right)}+{ }^{\omega}\|B w\|_{\left(\frac{1}{2}\right)}\right\}\right. \tag{5.4}
\end{equation*}
$$

holds for all $w \in \Gamma\left(\Omega, C^{j}\right)$ satisfying $\left(D D^{*}+D^{*} D+I\right) w=0$.
Proof. Assume that (5.4) holds, and let $u \in \Gamma\left(\Omega, C^{j}\right)$. Choose $w \in \Gamma\left(\Omega, C^{j}\right)$ such that $\left(D D^{*}+D^{*} D+I\right) w=0$ and $w=u$ on $\omega$. Using (5.4) and Lemma 5.3 we obtain

$$
\|u\|_{(r)} \leqslant c\left\{Q(u)+{ }^{\omega}\|w\|_{\left(r-\frac{1}{2}\right)}\right\} \leqslant c\left\{Q(u)+{ }^{\omega}\|D w\|_{\left(-\frac{1}{2}\right)}+{ }^{\omega}\left\|D^{*} w\right\|_{\left(-\frac{1}{2}\right)}+{ }^{\omega}\|w\|_{\left(-\frac{1}{2}\right)}+{ }^{\omega}\|B w\|_{\left(\frac{1}{2}\right)}\right\} .
$$

If $\psi \in C^{\infty}(M)$ has support in a boundary coordinate disk, then by Lemma 5.1 and Lemma 5.2 we have ${ }^{\omega}\|\psi w\|_{\left(-\frac{1}{2}\right)} \leqslant\|\psi w\|_{(1,-1)} \leqslant c\left\{\left\|\left(D D^{*}+D^{*} D+I\right)(\psi w)\right\|_{\{-1,-1)}+\|\psi w\|\right\}$. If $\varphi$ has support in the same disk and if $\varphi=1$ in a neighborhood of $\operatorname{supp} \psi$, then we obtain $\left\|\left(D D^{*}+D^{*} D+I\right) \psi w\right\|_{(-1,-1)} \leqslant\left\|\psi\left(D D^{*}+D^{*} D+I\right) \varphi w\right\|_{(-1,-1)}+c\|\varphi w\|_{(0,-1)} \leqslant 0+c\|w\|$. Thus ${ }^{\omega}\|\psi w\|_{\left(-\frac{1}{2}\right)} \leqslant c\|w\|$, and since $\omega$ is compact we conclude that ${ }^{\omega}\|w\|_{\left(-\frac{1}{2}\right)} \leqslant c\|w\|$. In a similar fashion we find that ${ }^{\omega}\|D w\|_{\left(-\frac{1}{2}\right)} \leqslant c\|D w\|$ and ${ }^{\omega}\left\|D^{*} w\right\|_{\left(-\frac{1}{2}\right)} \leqslant c\left\|D^{*} w\right\|$. Substituting into the inequality above we have $\|u\|_{(r)} \leqslant c\left\{Q(u)+Q(w)+{ }^{w}\|B u\|_{\left(r-\frac{1}{2}\right)}\right\}$. Since $Q(w) \leqslant Q(u)$ by Dirichlet's principle, we now have $\|u\|_{(r)} \leqslant c\left\{Q(u)+{ }^{\omega}\|B u\|_{(\xi)}\right\}$ as required.

The estimate (5.4) is rather difficult to study directly because it presupposes the explicit solution of the Dirichlet problem. In his recent paper [7], L. Hörmander has approximated the operators in (5.4) with certain pseudo-differential operators on $\omega$, whose symbols are, at least in principle, easy to compute. Before stating Hörmander's theorem, we must introduce additional data.

Define $\eta$ to be the unit cotangent vector field $\eta: \omega \rightarrow T^{*}(M)$ which is orthogonal to $T^{*}(\omega)_{y}$ at every $y \in \omega$. Denote by $p(\xi)$ and $r(\xi)$ the principal symbols of $D$ and $D D^{*}+D^{*} D$ respectively. In the notation of Chapter I we have, for example, $p(\xi)=i s_{\xi}(D): C_{y}^{j} \rightarrow C_{y}^{j+1}$ for each $\xi \in I^{* *}(M)_{y}$; thus $p$ is a polynomial function of $\xi \in T^{*}(M)_{y}$ with values in Hom ( $\left.C_{y}^{j}, C_{y}^{j+1}\right)$.

Note that the principal symbol of $D^{*}$ is $p(\xi)^{*}$ and that $r(\xi)=p(\xi) p(\xi)^{*}+p(\xi)^{*} p(\xi)$, where the adjoints are defined by the inner product in the bundles $C^{j}$.

Now fix $y \in \omega, 0 \neq \xi^{\prime} \in T^{*}(\omega)_{y}$, and consider the initial value problem:

$$
\left\{\begin{array}{l}
r\left(\xi^{\prime}+\eta D_{t}\right) V(t)=0, \quad t \geqslant 0 \quad\left(D_{t}=-i \frac{d}{d t}\right)  \tag{5.5}\\
V(0)=v \in C_{y}^{j}
\end{array}\right.
$$

for a $C_{y^{\prime}}$-valued function on the half line $t \geqslant 0$. Here $r\left(\xi^{\prime}+\eta D_{t}\right)$ is defined by writing $D_{t}$ for $\lambda$ in the expansion

$$
\begin{equation*}
r\left(\xi^{\prime}+\lambda \eta\right)=r_{0}\left(\xi^{\prime}, \eta\right)+r_{1}\left(\xi^{\prime}, \eta\right) \lambda+r_{2}(\eta) \lambda^{2}, \quad \lambda \in \mathbf{C} . \tag{5.6}
\end{equation*}
$$

It is easy to verify that $r\left(\xi^{\prime}+\eta D_{t}\right)$ is an elliptic self-adjoint operator in one variable; by a trivial application of the general theory we conclude that (5.5) has a unique exponentially decreasing solution. Thus for each $\xi^{\prime} \in T^{*}(\omega)_{y}$ we have a linear map $h\left(\xi^{\prime}\right)$ from $C_{y}^{j}$ to $C_{y}^{j}$ defined by $h\left(\xi^{\prime}\right) v=D_{t} V(0)$, where $V(t)$ is the exponentially decreasing solution to (5.5). Now define

$$
\begin{align*}
k\left(\xi^{\prime}\right) & =p_{0}\left(\xi^{\prime}, \eta\right)+p_{1}(\eta) h\left(\xi^{\prime}\right) \\
k^{\prime}\left(\xi^{\prime}\right) & =p_{0}\left(\xi^{\prime}, \eta\right)^{*}+p_{1}(\eta)^{*} h\left(\xi^{\prime}\right) \tag{5.7}
\end{align*}
$$

where $p_{0}\left(\xi^{\prime}, \eta\right)$ and $p_{1}(\eta)$ are defined by an expansion similar to (5.6). We note that $k\left(\xi^{\prime}\right)$ and $k^{\prime}\left(\xi^{\prime}\right)$ are homogeneous of degree 1 in $\xi^{\prime} \in T^{*}(\omega)_{y}$, and we choose pseudo-differential operators $K$ and $K^{\prime}$ on $\omega$ with symbols $k\left(\xi^{\prime}\right)$ and $k^{\prime}\left(\xi^{\prime}\right)$ respectively.

Proposition 5.5. The estimate (5.1) holds, provided that the estimate

$$
\begin{equation*}
{ }^{\omega}\|v\|_{\left(r-\frac{1}{2}\right)} \leqslant c\left\{\left\{^{\omega}\|K v\|_{\left(-\frac{1}{2}\right)}+{ }^{\omega}\left\|K^{\prime} v\right\|_{\left(-\frac{1}{2}\right)}+{ }^{\omega}\|v\|_{\left(-\frac{1}{2}\right)}+{ }^{\omega}\|B v\|_{\left(\frac{1}{2}\right)}\right\}\right. \tag{5.8}
\end{equation*}
$$

holds for all $v \in \Gamma\left(\omega, C^{j}\right)$.
Proof. Let $w \in \Gamma\left(\Omega, C^{\prime}\right)$ satisfy $\left(D D^{*}+D^{*} D+I\right) w=0$, and let $v=w \mid \omega$. It follows from (2.3.15) in Hörmander [7] that

$$
\begin{aligned}
& { }^{\omega}\|K v-D w\|_{\left(-\frac{1}{2}\right)} \leqslant c\left\{^{\omega}\|v\|_{\left(-\frac{1}{2}\right)}+{ }^{\omega}\left\|w_{1}\right\|_{\left(-\frac{3}{2}\right)}\right\} \\
& { }^{\omega}\left\|K^{\prime} v-D^{*} w\right\|_{\left(-\frac{1}{2}\right)} \leqslant c\left\{^{\omega}\|v\|_{\left(-\frac{1}{2}\right)}+{ }^{\omega}\left\|w_{1}\right\|_{\left(-\frac{1}{2}\right)}\right\},
\end{aligned}
$$

where $w_{1}=-i(\partial / \partial n) w \mid \omega$ is the normal derivative of $w$ restricted to the boundary. As in the proof of Lemma 5.4 we have ${ }^{\omega}\|v\|_{\left(-\frac{1}{2}\right)} \leqslant c\|w\|$ and a similar argument shows that ${ }^{\omega}\left\|w_{1}\right\|_{\left(-\frac{1}{2}\right)} \leqslant c\|w\|$. Hence, we have ${ }^{\omega}\|w\|_{\left(r-\frac{1}{2}\right)} \leqslant c\left\{{ }^{\xi \omega}\|K v\|_{\left(-\frac{1}{2}\right)}+{ }^{w}\left\|K^{\prime} v\right\|_{\left(-\frac{1}{2}\right)}+{ }^{\omega}\|w\|_{\left(-\frac{1}{2}\right)}+\right.$ $\left.{ }^{\omega}\|B w\|_{\left(\frac{1}{2}\right)}\right\} \leqslant c\left\{\omega\|D w\|_{\left(-\frac{1}{2}\right)}+{ }^{\omega}\left\|D^{*} w\right\|_{\left(-\frac{1}{2}\right)}+{ }^{\omega}\|w\|_{\left(-\frac{1}{2}\right)}+\|w\|+{ }^{\omega}\|B w\|_{\left(\frac{1}{2}\right)}\right\}$. In the proof of Lemma 5.4 we showed that ${ }^{\omega}\|D w\|_{\left(-\frac{1}{2}\right)}+{ }^{\omega}\left\|D^{*} w\right\|_{\left(-\frac{1}{2}\right)}+{ }^{\omega}\|w\|_{\left(-\frac{1}{2}\right)} \leqslant c Q(w)$. Thus we have

$$
{ }^{\omega}\|w\|_{\left(r-\frac{1}{2}\right)} \leqslant c\left\{Q(w)+{ }^{\omega}\|B w\|_{\left(\frac{1}{2}\right)}\right\} .
$$

As in the proof of Lemma 5.4, this estimate, Dirichlet's principle, and Lemma 5.3 yield (5.1).

The following lemma will enable us to prove the converse of Prop. 5.5.

Lemma 5.6. Assume that (5.1) holds for all $u \in \Gamma\left(\Omega, C^{j}\right)$. Then the estimate

$$
\begin{equation*}
\|u\|_{(r+2)} \leqslant c\left\{\|D u\|_{(2)}+\left\|D^{*} u\right\|_{(2)}+\|u\|_{(2)}+{ }^{w}\|B u\|_{(5 / 2)}\right\} \tag{5.9}
\end{equation*}
$$

also holds for all $u \in \Gamma\left(\Omega, C^{j}\right)$.
Proof. Assume that (5.1) holds, and note that it suffices to prove (5.9) locally. Let $U$ be a coordinate disk and let $U^{\prime}$ be a somewhat smaller disk. Since the interior case is simpler, we shall assume that $U$ is a boundary disk. As in the proof of Lemma 5.3 we choose a tangential pseudodifferential operator $P: C_{0}^{\infty}(U) \rightarrow C_{0}^{\infty}(U)$ of tangential order 2 such that $[D, P]$ and $\left[D^{*}, P\right]$ have tangential order 2 and such that $\|u\|_{(0, r+2)} \leqslant c\left\{\|P u\|_{(r)}+\|u\|_{(2)}\right\}$ holds for $u$ with support in $U^{\prime}$. Using Lemma 5.2 and (5.1) we obtain $\|u\|_{(r+2)} \leqslant c\left\{\|D u\|_{(r)}+\right.$ $\left.\left\|D^{*} u\right\|_{(r)}+\|u\|_{(0, r+2)}\right\} \leqslant c\left\{\|D u\|_{(2)}+\left\|D^{*} u\right\|_{(2)}+\|u\|_{(2)}+\|D P u\|+\left\|D^{*} P u\right\|+\|P u\|+\right.$ $\left.{ }^{\omega}\|B P u\|_{\left(\frac{1}{2}\right)}\right\} \leqslant c\left\{\|D u\|_{(2)}+\left\|D^{*} u\right\|_{(2)}+\|u\|_{(2)}+{ }^{\omega}\|B u\|_{\left(\frac{(\pi}{2}\right)}\right\}$, as required.

Proposition 5.7. Assume that (5.1) holds for all $u \in \Gamma\left(\Omega, C^{j}\right)$. Then the estimate

$$
\begin{equation*}
{ }^{\omega}\|v\|_{\left(r+\frac{3}{3}\right)} \leqslant c\left\{{ }^{\omega}\|K v\|_{\left(\frac{3}{2}\right)}+{ }^{\omega}\left\|K^{\prime} v\right\|_{\left(\frac{3}{2}\right)}+{ }^{\omega}\|v\|_{\left(\frac{8}{2}\right)}+{ }^{\omega}\|B v\|_{\left(\frac{5}{2}\right)}\right\} \tag{5.10}
\end{equation*}
$$

holds for all $v \in \Gamma\left(\omega, C^{j}\right)$.
Proof. Assume that (5.1) holds and let $v \in \Gamma\left(\omega, C^{j}\right)$. Let $w$ be the unique element of $\Gamma\left(\Omega, C^{j}\right)$ such that $\left(D D^{*}+D^{*} D+I\right) w=0$ and $w=v$ on $\omega$. Then by Lemma 5.6 we have ${ }^{\omega}\|v\|_{\left(r+\frac{3}{2}\right)} \leqslant\|w\|_{(r+2)} \leqslant c\left\{\|D w\|_{(2)}+\left\|D^{*} w\right\|_{(2)}+\|w\|_{(2)}+{ }^{\omega}\|B v\|_{\left(\frac{1}{2}\right)}\right\}$. Using the well-known estimate

$$
\begin{equation*}
\|u\|_{(2)} \leqslant c\left\{\left\|\left(D D^{*}+D^{*} D+I\right) u\right\|+{ }^{\omega}\|u\|_{\left(\frac{1}{2}\right)}\right\} \tag{5.11}
\end{equation*}
$$

for the Dirichlet problem, we see that

$$
\|v\|_{\left(r+\frac{\beta}{2}\right)} \leqslant c\left\{\left\{^{(\omega)} \left\lvert\, D w\left\|_{\left(\frac{8}{\left(\frac{8}{2}\right)}\right.}+{ }^{\omega}\right\| D^{*} w\left\|_{\left(\frac{\beta}{2}\right)}+{ }^{\omega}\right\| w\left\|_{\left(\frac{3}{2}\right)}+{ }^{\omega}\right\| B w\right. \|_{\left(\frac{5}{2}\right)} .\right.\right.
$$

According to (2.3.15) in Hörmander [7] we have

$$
\begin{aligned}
& { }^{\omega}\|D w-K v\|_{\left(\frac{3}{2}\right)} \leqslant c\left\{{ }^{\{\omega}\|v\|_{\left(\frac{\hat{\xi}}{2}\right)}+{ }^{\omega}\left\|w_{1}\right\|_{\left(\frac{1}{2}\right)}\right\} \\
& { }^{\omega}\left\|D^{*} w-K^{\prime} v\right\|_{\left(\frac{1}{2}\right)} \leqslant c\left\{{ }^{\omega}\|v\|_{\left(\frac{3}{2}\right)}+{ }^{\omega}\left\|w_{1}\right\|_{\left(\frac{3}{2}\right)}\right\},
\end{aligned}
$$

where $w_{1}$ has the same meaning as in the proof of Prop. 5.5. Since ${ }^{\omega}\|v\|_{\left(\frac{3}{2}\right)}+{ }^{\omega}\left\|w_{1}\right\|_{\left(\frac{1}{2}\right)} \leqslant$ $c\|w\|_{(2)} \leqslant c^{\omega}\|w\|_{\left(\frac{3}{2}\right)}$ by Lemma 5.1 and (5.11), the estimate (5.10) now follows.

Proposition 5.8. For each real number s the estimate

$$
\begin{equation*}
{ }^{\omega}\|v\|_{(r+s)} \leqslant c\left\{{ }^{\omega}\|K v\|_{(s)}+{ }^{\omega}\left\|K^{\prime} v\right\|_{(s)}+{ }^{\omega}\|v\|_{(s)}+{ }^{\omega}\|B v\|_{(s+1)}\right\} \tag{5.12}
\end{equation*}
$$

is equivalent to (5.1).
Proof. In view of Prop. 5.5 and Prop. 5.7 it is enough to prove that the estimates (5.12) $)_{s}$ are all equivalent. However, this follows easily using pseudodifferential operators.

## 6. Local analysis

We first discuss the boundary condition (3.1). Let $U \subset M$ be a boundary coordinate disk for $\Omega$ with coordinate $x=\left(x^{1}, \ldots, x^{n}\right)$. Assume that $U \cap \Omega=\left\{x \in U \mid x^{n} \geqslant 0\right\}$ and that $U \cap \omega=\left\{x \in U \mid x^{n}=0\right\}$; in fact, assume that $x^{n}$ is the geodesic distance from $x \in U \cap \Omega$ to the boundary $\omega$. Also choose trivializations for the bundles $C_{U}^{j}$. Now note that $u \in \Gamma\left(\Omega, C^{j}\right)$ satisfies (3.1) if and only if the mapping

$$
\begin{equation*}
\Gamma\left(\Omega, C^{j-1}\right) \ni v \rightarrow\langle D v, u\rangle \tag{6.1}
\end{equation*}
$$

extends to a bounded linear functional on $L_{2}\left(\Omega, C^{j-1}\right)$. Thus the validity of (3.1) depends only on the principal part of $D$, which is given by $v \rightarrow \Sigma_{1}^{n} d x^{\nu} \wedge \partial_{\nu} v$ in the local coordinate $x$ (see section 2). It also follows that (3.1) is a local condition on the boundary values of $u$. Thus let $u$ have support in $U$ and consider

$$
\left\langle\sum_{1}^{n} d x^{\nu} \wedge \partial_{\nu} v, u\right\rangle=\sum_{1}^{n} \int_{x_{n} \geqslant 0}\left\langle d x^{\nu} \wedge \partial_{\nu} v, u\right\rangle_{x} f(x) d x
$$

where $f$ is the density for the volume measure. Integrating by parts, we find that (6.1) is equal to a bounded functional plus the mapping

$$
v \rightarrow-\int_{x_{n}=0}\langle v, B u\rangle_{x^{\prime}} f\left(x^{\prime}\right) d x^{\prime}
$$

where $x^{\prime}=\left(x^{1}, \ldots, x^{n-1}\right)$ and $B: C_{x^{\prime}}^{j} \rightarrow C_{x^{\prime}}^{j-1}$ is the adjoint of $d x^{n} \wedge$. If $B u=0$ on $\omega$, then (3.1) holds. Conversely, if (3.1) holds, then for any $w \in \Gamma\left(\Omega, C^{j-1}\right)$ with support in the interior of $\Omega$ we have

$$
\left|\int_{x_{n}=0}\langle B u, B u\rangle_{x^{\prime}} f\left(x^{\prime}\right) d x^{\prime}\right| \leqslant c\|B u-w\| .
$$

For suitable $w$ the $L_{2}$ norm $\|B u-w\|$ is arbitrarily small; thus $B u=0$ on $\omega$. If we define $a(y)$ to be the geodesic distance from $y \in \Omega$ to the boundary $\omega$, then $B: C_{\omega}^{j} \rightarrow C_{\omega}^{j-1}$ may be described globally as the adjoint of $d a \wedge \cdot$.

Expressed in terms of the isomorphism (1.7), $d a \wedge \cdot$ becomes the direct sum of the map-
pings $d a \wedge \cdot: R^{j-1} \rightarrow R^{j}$ and $-d a \wedge \cdot: \alpha g^{j} \rightarrow \alpha g^{j+1}$. Since $C^{j} \approx R^{j} \oplus \alpha g^{j+1}$ is an orthogonal decomposition, the adjoint $B$ is a direct sum $B=B^{1} \oplus B^{2}: R^{j} \oplus \alpha g^{j+1} \rightarrow R^{j-1} \oplus \alpha g^{j}$. As we noted in section 2, the principal symbol $p(\xi)=i s_{\xi}(D)$ has a similar decomposition $p(\xi)=p^{1}(\xi)+$ $p^{2}(\xi)$. Thus we have decompositions $p(\xi)^{*}=p^{1}(\xi)^{*} \oplus p^{2}(\xi)^{*}, r(\xi)=r^{1}(\xi) \oplus r^{2}(\xi), k(\xi)=k^{1}(\xi) \oplus$ $k^{2}(\xi)$, etc., corresponding to the decompositions $C^{j} \approx R^{j} \oplus \alpha g^{j+1}$. Since we may choose the pseudo-differential operators $K$ and $K^{\prime}$ as direct sums $K=K^{1}+K^{2}$ and $K^{\prime}=K^{1^{\prime}}+K^{2^{\prime}}$, we find that the estimate $(5.12)_{s}$ holds if and only if the estimates

$$
\begin{align*}
& { }^{\omega}\|\sigma\|_{(r+s)} \leqslant c\left\{\left\{^{\omega}\left\|K^{1} \sigma\right\|_{(s)}+{ }^{\omega}\left\|K^{1} \sigma\right\|_{(s)}+{ }^{\omega}\|\sigma\|_{(s)}+{ }^{\omega}\left\|B^{1}\right\|_{(s+1)}\right\}\right.  \tag{6.2}\\
& { }^{\omega}\|\zeta\|_{(r+s)} \leqslant c\left\{{ }^{\omega}\left\|K^{2} \zeta\right\|_{(s)}+{ }^{\omega}\left\|K^{2} \zeta\right\|_{(s)}+{ }^{\omega}\|\zeta\|_{(s)}+{ }^{\omega}\left\|B^{2} \zeta\right\|_{(s+1)}\right\} \tag{6.3}
\end{align*}
$$

hold for all $\sigma \in \Gamma\left(\omega, R^{j}\right)$ and $\zeta \in \Gamma\left(\omega, \alpha g^{j+1}\right)$ respectively.
In order to study the estimates $(6.2)_{s}$ and (6.3) we choose a boundary coordinate disk $U$, as above, with coordinate $x$. We also choose an orthonormal frame $\eta^{1}, \ldots, \eta^{n}$ in the real cotangent bundle over $U$; that is, we choose sections $\eta^{1}, \ldots, \eta^{n}$ of $T^{*}(N)_{U}$ such that at each $y \in U, \eta^{1}, \ldots, \eta^{n}$ form an orthonormal basis for $T^{*}(M)_{y}$. Assuming that $x^{n}$ gives the geodesic distance from $x \in U \cap \Omega$ to $\omega$, we may take $\eta^{n}=d x^{n}$ over $U \cap \Omega$. Taking exterior products of the forms $\eta^{\nu}$, we obtain orthonormal frames in the bundles $\Lambda^{j} T^{*}(M)_{U}$; choosing orthonormal frames in $R_{U}$ and $g_{U}$, we thus obtain orthonormal frames in each of the bundles $g_{U}^{j}$ and $R_{U}^{j}$. We also choose orthonormal frames in the bundles $\alpha g_{U}^{j}$.

As we noted in section 2, the principal symbol of $D$ is given by

$$
p(\xi) u=i s_{\xi}(D) u=\sum_{1}^{n} i \eta^{v} \wedge \xi_{\nu} u \quad \text { for } \quad \xi=\xi_{1} \eta^{1}+\ldots+\xi_{n} \eta^{n} \in T^{*}(M)_{y}
$$

and $u \in C_{y}^{j}$. Therefore, we have

$$
\begin{align*}
p^{1}(\xi) \sigma & =i \sum_{1}^{n} \eta^{\nu} \wedge \xi_{\nu} \sigma \\
p^{2}(\xi) \zeta & =-i \sum_{1}^{n} \eta^{\nu} \wedge \xi_{\nu} \zeta \\
p^{1}(\xi)^{*} \sigma & =-i \sum_{1}^{n} \xi_{\nu} \sigma \bar{\wedge} \frac{\partial}{\partial \eta^{\nu}},  \tag{6.4}\\
p^{2}(\xi)^{*} \zeta & =i \sum_{1}^{n} \xi_{\nu} \alpha\left(\zeta \bar{\wedge} \frac{\partial}{\partial \eta^{\nu}}\right),
\end{align*}
$$

where $\partial / \partial \eta^{\nu}$ is the vector field dual to $\eta^{v}$ and $\alpha$ is the orthogonal projection of $g^{j}$ onto $\alpha g^{j}$. Using the identities

$$
\left(\eta^{v} \wedge \sigma\right) \bar{\wedge} \frac{\partial}{\partial \eta^{\mu}}+\eta^{v} \wedge\left(\sigma \bar{\wedge} \frac{\partial}{\partial \eta^{\mu}}\right)=\left\{\begin{array}{lll}
\sigma & \text { if } & \nu=\mu \\
0 & \text { if } & \nu \neq \mu
\end{array}\right.
$$

we find that $r^{1}(\xi) \sigma=\sum_{1}^{n} \xi_{v}^{2} \sigma=|\xi|^{2} \sigma$. Thus for $\xi^{\prime}=\xi_{1} \eta^{1}+\ldots \xi_{n-1} \eta^{n-1} \in T^{* *}(\omega)_{y}$ the equation $r^{1}\left(\xi^{\prime}+\eta^{n} D_{t}\right) V(t)=\left|\xi^{\prime}\right|^{2} V(t)+D_{t}^{2} V(t)=0$ has exponentially decreasing solutions $V(t)=\exp \left(-\left|\xi^{\prime}\right| t\right) V(0)$, and we find that $\hbar^{1}\left(\xi^{\prime}\right) \sigma=i\left|\xi^{\prime}\right| \sigma$. Therefore, the operators (6.2) s have symbols:

$$
\begin{align*}
k^{1}\left(\xi^{\prime}\right) \sigma & =i \sum_{1}^{n-1} \eta^{\nu} \wedge \xi_{v} \sigma-\eta^{n} \wedge\left|\xi^{\prime}\right| \sigma, \\
k^{1}\left(\xi^{\prime}\right) \sigma & =-i \sum_{1}^{n-1} \xi_{\nu} \sigma \bar{\wedge} \frac{\partial}{\partial \eta^{v}}+\left|\xi^{\prime}\right| \sigma \bar{\wedge} \frac{\partial}{\partial \eta^{n}},  \tag{6.5}\\
B^{1} \sigma & =\sigma \bar{\wedge} \frac{\partial}{\partial \eta^{n}} .
\end{align*}
$$

We claim that the map $\sigma \rightarrow\left(k^{1}\left(\xi^{\prime}\right) \sigma, k^{1^{\prime}}\left(\xi^{\prime}\right) \sigma, B^{1} \sigma\right)$ is injective if $\xi \neq 0$; indeed, if $k^{1}\left(\xi^{\prime}\right) \sigma=k^{1}\left(\xi^{\prime}\right) \sigma=B^{1} \sigma=0$, then

$$
\left|\xi^{\prime}\right| \sigma=\left(\eta^{n} \wedge\left|\xi^{\prime}\right| \sigma\right) \bar{\wedge} \frac{\partial}{\partial \eta^{n}}+\eta^{n} \wedge\left(\left|\xi^{\prime}\right| \sigma \bar{\wedge} \frac{\partial}{\partial \eta^{n}}\right)=\left(\eta^{n} \wedge\left|\xi^{\prime}\right| \sigma\right) \bar{\wedge} \frac{\partial}{\partial \eta^{n}}=-\left(k^{1}\left(\xi^{\prime}\right) \sigma\right) \bar{\wedge} \frac{\partial}{\partial \eta^{n}}=0
$$

Thus the pseudo-differential operator $K^{1} \oplus K^{1} \oplus B^{1}$ is elliptic, and consequently the estimates $(6.2)_{s}$ hold with $r=1$.

The symbols of the operators occurring in (6.3) are given by

$$
\begin{align*}
k^{2}\left(\xi^{\prime}\right) \zeta & =i \sum_{1}^{n-1} \eta^{v} \wedge \xi_{v} \zeta+i \eta^{n} \wedge h^{2}\left(\xi^{\prime}\right) \zeta \\
k^{2^{\prime}}\left(\xi^{\prime}\right) \zeta & =-i \sum_{1}^{n-1} \alpha\left(\xi_{v} \zeta \bar{\wedge} \frac{\partial}{\partial \eta_{v}}\right)-i \alpha\left(h^{2}\left(\xi^{\prime}\right) \zeta \pi \frac{\partial}{\partial \eta^{n}}\right)  \tag{6.6}\\
B^{2} \zeta & =\alpha\left(\zeta \bar{\Lambda} \frac{\partial}{\partial \eta^{n}}\right)
\end{align*}
$$

Suppose that $k^{2}\left(\xi^{\prime}\right) \zeta=k^{2 \prime}\left(\xi^{\prime}\right) \zeta=B^{2} \zeta=0$. We apply $-i \alpha\left(\cdot \bar{\wedge}\left(\partial / \partial \eta^{n}\right)\right)$ to the first line in (6.6), $i \eta^{n} \wedge \cdot$ to the second line, and add. We obtain

$$
\begin{equation*}
N M\left(\xi^{\prime}\right) \zeta=h^{2}\left(\xi^{\prime}\right) \zeta \tag{6.7}
\end{equation*}
$$

where

$$
\begin{aligned}
N^{-1} \tau & =\eta^{n} \wedge \alpha\left(\tau \pi \frac{\partial}{\partial \eta^{n}}\right)+\alpha\left[\left(\eta^{n} \wedge \tau\right) \pi \frac{\partial}{\partial \eta^{n}}\right] \\
M\left(\xi^{\prime}\right) \zeta & =\sum_{1}^{n-1} \xi_{\nu}\left\{\eta^{n} \wedge \alpha\left(\zeta \bar{\wedge} \frac{\partial}{\partial \eta^{v}}\right)+\alpha\left[\left(\eta^{p} \wedge \zeta\right) \bar{\wedge} \frac{\partial}{\partial \eta^{n}}\right]\right\}
\end{aligned}
$$

It is readily verified that $V(t)=\exp \left(i N M\left(\xi^{\prime}\right) t\right) \zeta$ is a solution to $r^{2}\left(\xi^{\prime}+\eta^{n} D_{t}\right) V(t)=0$, $t \geqslant 0$. In view of (6.7) and the definition of $h^{2}\left(\xi^{\prime}\right)$ we see that $V(t)$ is exponentially decreasing. 17-682902 Acta mathematica 120. Imprimé le 24 juin 1968

Thus $\zeta$ belongs to the direct sum of those spaces in the Jordan decomposition which correspond to eigenvalues $\lambda$ of $N M\left(\xi^{\prime}\right)$ satisfying $\operatorname{Im} \lambda>0$. Since this argument can be reversed, we obtain:

Proposition 6.1. A non-zero cotangent vector $\xi^{\prime} \in T^{*}(\omega)_{y}$ is characteristic for the pseudodifferential operator $K^{2} \oplus K^{2} \oplus B^{2}$ it and only it the kernel of $B^{2}$ in $\left(\alpha g^{j+1}\right)_{y}$ has a non-trivial intersection with the subspace of $\left(\alpha g^{i+1}\right)_{y}$ corresponding, in the sense of the Jordan decomposition theorem, to the eigenvalues of $N M\left(\xi^{\prime}\right)$ with positive imaginary part.

The estimates $(6.3)_{s}$ hold with $r=1$ if and only if $K^{2} \oplus K^{2^{\prime}} \oplus B^{2}$ has no characterictics; thus Prop. 6.1 gives a necessary and sufficient condition for $(6.3)_{s}$ to hold with $r=1$. Because of Prop. 5.7 we have:

Corollary 6.2. The estimate (5.1) holds with $r=1$, if and only if for each $y \in \omega$ the kernel of $B^{2}$ in $\left(\alpha g^{j+1}\right)_{y}$ has a trivial intersection with the subspace of $\left(\alpha g^{j+1}\right)_{y}$ corresponding to the eigenvalues of $N M\left(\xi^{\prime}\right)$ with positive imaginary part.

Thus Corollary 6.2 gives a necessary condition for the solvability of the D-Neumann problem. The condition is unrealistic, however, because it fails to hold even for the CauchyRiemann equation. In general one expects the solvability of the $D$-Neumann problem to depend on higher order properties of the boundary $\omega$ and of the symbols of the operators involved. Thus one is forced to consider the estimates $(6.3)_{s}$ for values $0<r<1$, and perhaps even for arbitrarily small positive values of $r$. In his paper [7], L. Hörmander gives a necessary and sufficient condition for the validity of estimates like (6.3)s with $r=\frac{1}{2}$. Since we are not able to simplify Hörmander's condition in this setting, we do not state it here. In Chapter III we will apply Hörmander's condition in a more tractible context.

## Chapter III. The $\boldsymbol{D}_{\boldsymbol{b}}$-problem

## 1. Restriction to the boundary

In this chapter we construct a sequence of differential operators on $\omega$ by restricting the second Spencer sequence for $\mathcal{D}$. This construction generalizes the $\bar{\partial}_{b}$-sequence of KohnRossi (see [8] and [11]) and provides some information about the convexity required for the solvability of the $D$-Neumann problem. We retain the notation of Chapter II and the assumption that $\mathcal{D}$ is elliptic.

Let $t: \omega \rightarrow M$ denote the inclusion, and choose a real function $a \in C^{\infty}(M)$ such that $a(y)=0$ and $d a_{y} \neq 0$ whenever $y \in \omega$. Then for each $y \in \omega$ and each $j=0,1, \ldots, n$ we obtain a
surjective map $\iota^{*}: \Lambda^{j} T^{*}(M)_{y} \rightarrow \Lambda^{j} T^{*}(\omega)_{y}$, whose kernel consists of all elements $\xi \in \Lambda^{j} T^{*}(M)_{y}$ satisfying $d a \wedge \xi=0$. Accordingly, for each $y \in \omega$ we obtain exact sequences

$$
\begin{align*}
& 0 \longrightarrow\left(R_{\mu}^{j}\right)_{y}^{a} \longrightarrow\left(R_{\mu}^{j}\right)_{y} \xrightarrow{\mathbf{1} \otimes \Delta^{*}}\left(R_{\mu} \otimes \Lambda^{j} T^{*}(\omega)\right)_{y} \longrightarrow 0  \tag{1.1}\\
& 0 \longrightarrow\left(g_{\mu}^{j}\right)_{y}^{a} \longrightarrow\left(g_{\mu}^{j}\right)_{y} \xrightarrow{\mathbf{1} \otimes \iota^{*}}\left(g_{\mu} \otimes \Lambda^{j} T^{*}(\omega)\right)_{y} \longrightarrow 0 \tag{1.2}
\end{align*}
$$

where $\left(R_{\mu}^{j}\right)_{y}^{a}=\left\{\sigma \in\left(R_{\mu}^{j}\right)_{y} \mid d a \wedge \sigma=0\right\}$ and similarly for $\left(g_{\mu}^{j}\right)_{y}^{a}$. Since $\delta$ anti-commutes with $d a \wedge \cdot$, we obtain the diagram

where $\delta_{b}$ is induced by $\delta$. Assuming that $\mu$ is sufficiently large, we know that the middle column is exact. It follows from the ellipticity of $\mathcal{D}$ that the first column is also exact. In fact, let $\zeta \in\left(g_{\mu-1}^{j+1}\right)_{y}^{a}$ satisfy $\delta \zeta=0$. Since $d a \wedge \zeta=0$, Prop. II.2.1 shows that $\zeta=d a \wedge \zeta^{\prime}$ for some $\zeta^{\prime} \in\left(g_{\mu-1}^{j}\right)_{y}$ satisfying $\delta \zeta^{\prime}=0$. Since $\zeta^{\prime}=-\delta \zeta^{\prime \prime}$ for some $\zeta^{\prime \prime} \in\left(g_{\mu}^{i-1}\right)_{y}$, we have $\zeta=\delta\left(d a \wedge \zeta^{\prime \prime}\right)$ and $d a \wedge \zeta^{\prime \prime} \in\left(g_{\mu}^{i}\right)_{y}^{a}$. We may now conclude that the third column in the diagram is exact. Writing $\alpha_{b} g_{\mu}^{i}=\left\{\zeta \in g_{\mu} \otimes \Lambda^{j} T^{*}(\omega) \mid \delta_{b} \zeta=0\right\}$ and $\left(\alpha g_{\mu}^{j}\right)_{y}^{a}=\left\{\zeta \in\left(g_{\mu}^{j}\right)_{y}^{a} \mid \delta \zeta=0\right\}$, we thus obtain a diagram

with exact columns. The middle row is exact by (1.2); and if $j=n-1$, then the bottom row is exact. Thus by induction the top row is exact for all $j=0,1, \ldots, n$. Note that we can use the exactness on the right to show that $\alpha_{b} j_{\mu}^{j}$ is a vector bundle over $\omega$.

From the top row in (1.3) we obtain an exact sequence

$$
\begin{equation*}
0 \longrightarrow \Gamma_{a}\left(\Omega, \alpha g_{\mu}^{i}\right) \longrightarrow \Gamma\left(\Omega, \alpha g_{\mu}^{j}\right) \xrightarrow{e} \Gamma\left(\omega, \alpha_{b} g_{\mu}^{j}\right) \longrightarrow 0, \tag{1.4}
\end{equation*}
$$

where $\Gamma_{a}(\Omega, \cdot)$ denotes the space of smooth sections $\zeta$ satisfying $d a \wedge \zeta=0$ on $\omega$ and where the restriction map $\varrho$ is defined by $\varrho \zeta=i^{*} \zeta \mid \omega$. If we write $R_{b, \mu}^{j}$ for the bundle $R_{\mu} \otimes \Lambda^{j} T^{*}(\omega)$ over $\omega$, then (1.1) yields a similar sequence:

$$
\begin{equation*}
0 \longrightarrow \Gamma_{a}\left(\Omega, R_{\mu}^{j}\right) \longrightarrow \Gamma\left(\Omega, R_{\mu}^{j}\right) \xrightarrow{e} \Gamma\left(\omega, R_{b, \mu}^{j}\right) \longrightarrow 0 . \tag{1.5}
\end{equation*}
$$

Note that the restriction maps $\varrho$ are compatible with exterior multiplication in the sense that $\varrho(\xi \wedge \sigma)=\varrho \xi \wedge \varrho \sigma$ if $\xi$ is a $\nu$-form on $M$ and $\sigma$ is a section of $R_{\mu}^{j}$ or $\alpha g_{\mu}^{j}$.

Now define the bundle $C_{b, \mu}^{j}$ over $\omega$ by the exact sequence

$$
0 \rightarrow \alpha_{b} g_{\mu+1}^{j} \rightarrow R_{b, \mu+1}^{j} \rightarrow C_{b, \mu}^{j} \rightarrow 0
$$

and consider the diagram


By (1.4) and (1.5) the rows are exact, and the two columns on the right are exact because of the definitions of $C_{\mu}^{j}$ and $C_{b, \mu}^{j}$. We claim that the left column is also exact. Since exactness at the other places is easily verified, it is sufficient to show that $\Gamma_{a}\left(\Omega, R_{\mu+1}^{j}\right) \rightarrow \Gamma_{a}\left(\Omega, C_{\mu}^{j}\right)$ is surjective. Thus let $\sigma$ be a section of $C_{\mu}^{j}$ such that $d a \wedge \sigma=0$ on $\omega$. Write $p$ for the mapping $R_{\mu+1}^{j} \rightarrow C_{\mu}^{j}$, and choose a section $\tau$ of $R_{\mu+1}^{j}$ such that $p \tau=\sigma$ on $\Omega$. Since $d a \wedge \sigma=0$ on $\omega$, we find that $(d a \wedge \tau) \mid \omega$ is a section of $\alpha g_{\mu+1}^{j+1}$. By Prop.II.2.1 there exists $\tau^{\prime} \in \Gamma\left(\omega, \alpha g_{\mu+1}^{j}\right)$ such that $d a \wedge \tau^{\prime}=d a \wedge \tau$ on $\omega$. If $\tau^{\prime \prime} \in \Gamma\left(\Omega, \alpha g_{p+1}^{j}\right)$ is any extension of $\tau^{\prime}$, then $p\left(\tau-\tau^{\prime \prime}\right)=\sigma$ on $\Omega$ and $d a \wedge\left(\tau-\tau^{\prime \prime}\right)=0$ on $\omega$. Thus the required surjectivity has been established. Diagram (1.6) now yields an exact sequence

$$
\begin{equation*}
0 \longrightarrow \Gamma_{a}\left(\Omega, C_{\mu}^{j}\right) \longrightarrow \Gamma\left(\Omega, C_{\mu}^{j}\right) \xrightarrow{e} \Gamma\left(\omega, C_{b, \mu}^{j}\right) \longrightarrow 0 \tag{1.7}
\end{equation*}
$$

As before $\varrho$ is compatible with exterior multiplication.
We claim that the operator $D$ in the second Spencer sequence maps $\Gamma_{a}\left(\Omega, C_{\mu}^{j}\right)$ into $\Gamma_{a}\left(\Omega, C_{\mu}^{j+1}\right)$. Indeed, if $\sigma \in \Gamma_{a}\left(\Omega, C_{\mu}^{j}\right)$, then there exists $\tau \in \Gamma\left(\Omega, C_{\mu}^{j+1}\right)$ such that $d a \wedge \sigma=a \tau$ in a neighborhood of $\omega$. Thus

$$
d a \wedge D \sigma=-D(d a \wedge \sigma)=-D(a \tau)=-d a \wedge \tau-a D \tau=-a D \tau=0
$$

on $\omega$. Using the sequences (1.7) we thus obtain an induced operator $D_{b}: C_{b, \mu}^{j} \rightarrow C_{b, \mu}^{j+1}$. Since $D^{2}=0$, it follows that $D_{b}^{2}=0$; moreover, $D_{b}$ is a derivation in the sense that

$$
\begin{equation*}
D_{b}(\xi \wedge \sigma)=d \xi \wedge \sigma+(-1)^{v} \xi \wedge D_{b} \sigma \tag{1.8}
\end{equation*}
$$

for a $\nu$-form $\xi$ on $\omega$ and a section $\sigma$ of $C_{b, \mu}^{j}$. To prove this choose $\tau \in \Gamma\left(\Omega, C_{\mu}^{j}\right)$ and $\eta \in \Gamma\left(\Omega, \Lambda^{\prime} T^{*}(M)\right)$ such that $\varrho \tau=\sigma$ and $\varrho \eta=\xi$. Then

$$
D_{b}(\xi \wedge \sigma)=\varrho\left(d \eta \wedge \tau+(-1)^{\nu} \eta \wedge D \tau\right)=\varrho d \eta \wedge \sigma+(-1)^{\nu} \xi \wedge D_{b} \sigma .
$$

In a local coordinate it is easy to verify that $\varrho d \eta=d \varrho \eta=d \xi$; thus (1.8) holds.

## 2. The symbol sequence

Our purpose here is to investigate the sequence of symbol maps which is associated with the $D_{b}$-sequence

$$
\begin{equation*}
0 \rightarrow \underline{C_{b, \mu}^{0}} \rightarrow \underline{C_{b, \mu}^{1}} \rightarrow \ldots \rightarrow \underline{C_{b, \mu}^{n-1}} \rightarrow 0 \tag{2.1}
\end{equation*}
$$

introduced in section 1. In view of (1.8) we have that $s_{\xi}\left(D_{b}\right)=\xi \wedge$ for a non-zero cotangent vector $\xi \in T^{*}(\omega)_{y}$. If we introduce isomorphisms $C_{b, \mu}^{j} \approx R_{b, \mu}^{j} \oplus \alpha_{b} g_{\mu}^{j+1}$ as in II, section 1 , then the symbol sequence of (2.1) at $\xi$ is the direct sum of the sequences:

$$
\begin{align*}
& 0 \longrightarrow\left(R_{b, \mu}^{0}\right) \xrightarrow{\xi \wedge}\left(R_{b, \mu}^{1}\right)_{y} \xrightarrow{\xi \wedge} \ldots \longrightarrow\left(R_{b, \mu}^{n-1}\right)_{y} \longrightarrow 0  \tag{2.2}\\
& 0 \longrightarrow\left(\alpha_{b} g_{\mu}^{1}\right)_{y} \xrightarrow{-\xi \wedge}\left(\alpha_{b} g_{\mu}^{2}\right)_{y} \xrightarrow{-\xi \wedge} \ldots \longrightarrow\left(\alpha_{b} g_{\mu}^{n-1}\right)_{y} \longrightarrow 0 . \tag{2.3}
\end{align*}
$$

The first sequence is always exact; we begin our discussion of the second with the following:

Definition. Let $\xi_{1}$ and $\xi_{2}$ be linearly independent elements of $T^{*}(M)_{y}$, and let $P$ be the subspace which they span. Then $\xi_{1} \wedge \xi_{2}$ is said to be characteristic for $\mathcal{D}: \underline{E} \rightarrow \underline{F}$ if the composition

$$
S^{\mu_{0}} P \otimes E_{y} \subset S^{\mu_{0}} T_{y}^{*} \otimes E_{y} \rightarrow J_{\mu_{0}}(E)_{y} \xrightarrow{\varrho_{\mu_{0}(\mathcal{D})}} F_{y}
$$

has a non-trivial kernel.
If $x=\left(x^{1}, \ldots, x^{n}\right)$ is a local coordinate at $y$ and if $\xi_{1}=d x^{n-1}, \xi_{2}=d x^{n}$, then $\xi_{1} \wedge \xi_{2}$ is characteristic for $\mathcal{D}$ if and only if $\left(g_{\mu_{0}}\right)_{y}$ contains a non-zero element $\sigma$ satisfying $\delta_{1} \sigma=\ldots=$ $\delta_{n-2} \sigma=0$. If $\xi_{1} \wedge \xi_{2}$ is characteristic for $\mathcal{D}$, it does not follow that $\xi_{1} \wedge \xi_{2}$ is characteristic for $j_{\nu} \mathcal{D}, \nu>0$. For example, $\mu_{0}=1, n=2$, and suppose that $\left(g_{1}\right)_{y}$ consists of all real multiples
of $e X^{1}+f X^{2}$, where $e$ and $f$ are linearly independent elements of $\mathbf{R}^{2}$. For each $\sigma \in\left(g_{2}\right)_{y}$ there exist real numbers $t_{1}$ and $t_{2}$ such that $\delta_{1} \sigma=t_{1}\left(e X^{1}+f X^{2}\right)$ and $\delta_{2} \sigma=t_{2}\left(e X^{1}+j X^{2}\right)$. Then $t_{1} f=\delta_{2} \delta_{1} \sigma=\delta_{1} \delta_{2} \sigma=t_{2} e$; and by linear independence, $t_{1}=t_{2}=0$. It follows that $\sigma=0$ and hence $\left(g_{2}\right)_{y}=0$. We find that $d x^{1} \wedge d x^{2}$ is characteristic for $\mathcal{D}$, but not for $j_{1} \mathcal{D}$.

If $\mathcal{D}$ is elliptic and involutive, however, then $\xi_{1} \wedge \xi_{2}$ is characteristic for $\mathcal{D}$ if and only if it is characteristic for $j_{\nu} \mathcal{D}$. Indeed, this will follow from the next proposition.

Proposition 2.1. Let $\mu_{1}$ be the integer defined in $I$, section 7, and let $d a \in T^{*}(M)_{y}$ be orthogonal to $T^{*}(\omega)_{y}$. Then the sequence (2.3) is exact for $\mu \geqslant \mu_{1}$ if and only if $\xi \wedge d a$ is not characteristic for $j_{\mu_{1}-\mu_{0}} \mathcal{D}$.

Proof. For this proof we may assume that $\bar{D}$ is involutive and of order 1 . Then $\delta_{b}$ sequences are exact for $\mu \geqslant 1$, and the cohomology of (2.3) is independent of $\mu \geqslant 1$. Indeed this follows from the argument used in concluding the proof of Prop. II.2.I.

We introduce a coordinate $x=\left(x^{1}, \ldots, x^{n}\right)$ on a neighborhood of $y$ in $M$; we assume that $d x^{1}, \ldots, d x^{n-1} \in T^{*}(\omega)_{y}$ and that $d x^{n}=d a$. We may also assume that $\xi=d x^{n-1}$. Using the definition of $\delta_{b}$, we find that $\delta_{b}=\sum_{1}^{n-1} d x^{\nu} \wedge \delta_{\nu}$ in the fibers over $y$. Thus the kernel of $-d x^{n-1} \wedge \cdot$ in $\left(\alpha_{b} g_{\mu}^{1}\right)_{y}$ consists of all elements of the form $d x^{n-1} \otimes \sigma$, where $\sigma \in g_{\mu}$ satisfies $\delta_{1} \sigma=\ldots=\delta_{n-1} \sigma=0$. Since the cohomology of (2.3) is independent of $\mu$, we see that $d x^{n-1} \wedge d x^{n}$ is characteristic for $\mathcal{D}$. We also see that the condition in the proposition is necessary if (2.3) is to be exact.

The proof of sufficiency follows the proof of Prop. II.2.1 very closely. Using the arguments given there, we see that it suffices to show that the condition implies the exactness of

$$
\begin{equation*}
g_{\mu+1} \otimes \Lambda^{i-2} H \rightarrow g_{\mu} \otimes \Lambda^{i-1} H \rightarrow g_{\mu-1} \otimes \Lambda^{i} H \tag{2.4}
\end{equation*}
$$

for large $\mu$. Here $\delta^{\prime}=\Sigma_{1}^{n-2} d x^{\nu} \wedge \delta_{\nu}$, and $H$ is the subspace of $T^{*}(\omega)_{y}$ spanned by $d x^{1}, \ldots$, $d x^{n-2}$. Arguing as in the proof of Prop. II.2.1, we can identify the spaces $g_{\mu}$ with spaces of polynomials in $n-2$ variables and conclude, as before, that (2.4) is exact.

Note that there may be a large space of $\xi \in T^{*}(\omega)_{y}$ for which (2.3) is not exact. For example, let $\mathcal{D}$ be the determined operator given in a local coordinate by $\mathcal{D} s=\Sigma_{1}^{n} A_{\nu} \partial_{\nu} s$, where $A_{\nu}$ is a non-singular matrix. Assume that $\Omega$ is defined by $x^{n} \geqslant 0$ and that the metric is euclidean in the coordinate $x$. Then for any $f \in E_{y}$ we may set $e=-A_{n-1}^{-1} A_{n} f$ and obtain an element $e X^{n-1}+f X^{n} \in\left(g_{1}\right)_{y}$. Thus $d x^{n-1} \wedge d x^{n}$ is characteristic for $\mathcal{D}$; in fact, for any $0 \neq \xi \in T^{*}(\omega)_{y}, \xi \wedge d x^{n}$ is characteristic for $\mathcal{D}$. Since $\mathcal{D}$ is involutive, (2.3) is never exact.

In general, however, the space of characteristic $\xi$ 's will be a proper subspace of $T^{*}(\omega)_{y}$. If $\mathcal{D} s=0$ gives the Cauchy-Riemann equation, then (2.3) fails to be exact for $\xi$ lying in a 1 -dimensional subspace. If $\mathcal{D}$ is the gradient operator, then (2.3) is always exact.

## 3. The $\boldsymbol{D}_{\boldsymbol{b}}$-problem

For $j=1, \ldots, n-1$ let $\mathbf{H}_{b}^{j}$ be the space of all $u \in \Gamma\left(\omega, C_{b}^{j}\right)$ satisfying $D_{b} u=D_{b}^{*} u=0$.
Definition: We say that the $D_{b}$-problem is solvable for $\mathcal{D}$ on $\omega$ up to dimension $m$ if $\mathbf{H}_{b}^{j}$ is a closed subspace of $L_{2}\left(\omega, C_{b}^{j}\right)$ for $j=1, \ldots, m$ and if there exist bounded operators $N_{b}: L_{2}\left(\omega, C_{b}^{j}\right) \rightarrow L_{2}\left(\omega, C_{b}^{j}\right), j=1, \ldots, m$, mapping smooth sections to smooth sections, such that:
(i) $\quad N_{b} H_{b}=H_{b} N_{b}=0$, where $H_{b}$ is the orthogonal projection onto $\mathbf{H}_{b}^{j}$;
(ii) each $u \in \Gamma\left(\omega, C_{b}^{j}\right)$ can be written

$$
\begin{equation*}
u=D_{b} D_{b}^{*} N_{b} u+D_{b}^{*} D_{b} N_{b} u+H_{b} u \tag{3.1}
\end{equation*}
$$

where the terms are mutually orthogonal;
(iii) $\quad N_{b}$ commutes with $D_{b}$ and $D_{b}^{*}$.

Using the arguments described in II, section 5, we obtain:
Proposition 3.1. Assume that for some $0<r \leqslant 1$ and for $j=1, \ldots, m$ the estimate

$$
\begin{equation*}
\|u\|_{(r)} \leqslant c\left\{\left\|D_{b} u\right\|+\left\|D_{b}^{*} u\right\|+\|u\|\right\} \tag{3.2}
\end{equation*}
$$

holds for all $u \in \Gamma\left(\omega, C_{b}^{j}\right)$. Then the $D_{b}$-problem is solvable for $\mathcal{D}$ on $\omega$ up to dimension $m$.
Now recall the exact sequence (1.7) and consider the commutative diagram

where $T_{a}, T$, and $T_{b}$ are defined as the kernels in the corresponding rows. If $y \in \omega$ and if $\sigma \in C_{y}^{0}$ satisfies $d y \wedge \sigma=0$, then $\sigma=0$ because of Prop. II.2.1 and the ellipticity of $\mathcal{D}$. Thus $\Gamma_{a}\left(\Omega, C^{0}\right)$ consists of those sections in $\Gamma\left(\Omega, C^{0}\right)$ which vanish on $\omega$. It also follows that $C_{b}^{0}$ is isomorphic to the restricted bundle $C_{\omega}^{0}$, and thus we may consider $T_{b}$ as a subspace of $\Gamma\left(\omega, C^{0}\right)$. If the top row is exact at $\Gamma_{a}\left(\Omega, C^{1}\right)$, then by diagram chasing we infer that the restriction map $T \rightarrow T_{b}$ is surjective. Thus $v \in \Gamma\left(\omega, C^{0}\right)$ is the boundary value of a section $u \in \Gamma\left(\Omega, C^{0}\right)$ satisfying $D u=0$ if and only if $D_{b} v=0$. Recall from II, section 1 that $C_{\mu}^{0}$ is
isomorphic to $R_{\mu+1}$ and that the canonical operator $j_{\mu+1}$ gives an isomorphism of $T$ with the space of sections $u \in \Gamma(\Omega, E)$ satisfying $\mathcal{D} u=0$. Thus, under the exactness assumption above, the condition $D_{b} v=0$ is necessary and sufficient for $v \in \Gamma\left(\omega, R_{\mu+1}\right)$ to be the Cauchy data for a solution to $j_{\mu-\mu_{0}+2} D u=0$.

The exactness properties of the top row in (3.3) can be studied by a boundary problem very similar to the $D$-Neumann problem; in fact, the new problem is obtained by replacing (II.3.1) and (II.3.2) by the adjoint boundary conditions. Thus the fundamental estimate is obtained from (II.5.1) by replacing $B$ with $B^{*}=d a \wedge \cdot$.

The purpose of diagram (3.3) is to compare the exactness properties of the three rows. It follows by diagram chasing, for example, that if any two rows have finite dimensional cohomology, then the same is true for the third row. It is probably true that if the problems corresponding to any two rows are solvable, then the third problem is also solvable. For our purposes the following proposition is relevant.

Proposition 3.1. Recall the notation of $I I$, section 5, and assume that $h(\xi)$ commutes with the boundary operator B. Assume that the estimate (3.2) holds for $u \in \Gamma\left(\omega, C_{b}^{j-1}\right)$, where $j \geqslant 2$. Then the estimate (II.5.1) holds for $u \in \Gamma\left(\Omega, C^{j-1}\right)$.

Proof. The principal symbol of $D_{b}$ splits into a direct sum $q(\xi)=i s_{\xi}\left(D_{b}\right)=q^{1}(\xi) \oplus q^{2}(\xi)$ corresponding to the decomposition $C_{b}^{j} \approx R_{b}^{j} \oplus \alpha_{b} g^{j+1}$. For the purpose of this proof we may assume that $D_{b}$ has a similar decomposition $D_{b}=D_{b}^{1} \oplus D_{b}^{2}$; this is because the estimate (3.2) depends only on $q(\xi)$. From the hypothesis of the proposition we now obtain the estimate

$$
\begin{equation*}
\|\zeta\|_{(r)} \leqslant c\left\{\left\|D_{b}^{2} \zeta\right\|+\left\|D_{b}^{2 *} \zeta\right\|+\|\zeta\|\right\} \tag{3.4}
\end{equation*}
$$

for $\zeta \in \Gamma\left(\omega, \alpha_{b} g^{j}\right)$.
We rewrite the exact sequence

$$
\begin{equation*}
0 \longrightarrow\left(\alpha g^{j}\right)^{a} \longrightarrow \alpha g^{j} \xrightarrow{\iota^{*}} \alpha_{b} g^{j} \longrightarrow 0 \tag{3.5}
\end{equation*}
$$

from the diagram (1.3). We assume that the inner product in $\alpha_{b} g^{j}$ is the quotient inner product defined by (3.5). Thus the adjoint $t$ of $\iota^{*}$ is the splitting of (3.5) with least norm. It follows that $t \iota^{*}$ is the orthogonal projection of $\alpha g^{j}$ onto the orthogonal complement of $\left(\alpha g^{j}\right)^{a}$; that is, $t \iota^{*}$ is the orthogonal projection onto the kernel of $B^{2}$.

From (II.5.10) we have

$$
\begin{aligned}
& k^{2}(\xi) \zeta=p_{0}^{2}(\xi) \zeta+d a \wedge h^{2}(\xi) \zeta \\
& k^{2 \prime}(\xi) \zeta=p_{0}^{2}(\xi)^{*} \zeta+B^{2} h^{2}(\xi) \zeta
\end{aligned}
$$

where $p_{0}^{2}(\xi) \zeta=\xi \wedge \zeta$. Since $\iota^{*}$ is compatible with exterior multiplication, we have $q^{2}(\xi) \iota^{*}=$ $\iota^{*} p_{0}^{2}(\xi)$. Taking adjoints, we obtain $t q^{2}(\xi)^{*}=p_{0}^{2}(\xi)^{*} t$. Note that $\iota^{*} p_{0}^{2}(\xi)=\iota^{*} k^{2}(\xi)$ and that $t q^{2}(\xi)^{*}=k^{2 \prime}(\xi) t$ since $B^{2} h^{2}(\xi) t=h^{2}(\xi) B^{2} t=0$. We thus obtain

$$
\begin{gathered}
q^{2}(\xi)=\iota^{*} k^{2}(\xi) t \\
q^{2}(\xi)^{*}=\iota^{*} k^{2 \prime}(\xi) t
\end{gathered}
$$

and hence

$$
\begin{array}{r}
\left\|D_{b}^{2} \zeta\right\| \leqslant c\left\{\left\|K^{2} t \zeta\right\|+\|\zeta\|\right\} \\
\left\|D_{0}^{2 *} \zeta\right\| \leqslant c\left\{\left\|K^{2} t \zeta\right\|+\|\zeta\|\right\} \tag{3.6}
\end{array}
$$

for $\zeta \in \Gamma\left(\omega, \alpha_{b} g^{j}\right)$.
For $\zeta \in \Gamma\left(\omega, \alpha g^{j}\right)$ we have

$$
\begin{equation*}
\|\zeta\|_{(r)} \leqslant\left\|t_{\iota^{*}} \zeta\right\|_{(r)}+\left\|\left(\mathbf{1}-t \iota^{*}\right) \zeta\right\|_{(r)} \tag{3.7}
\end{equation*}
$$

Using (3.4) and (3.6) we see that

$$
\left\|t^{*} \zeta\right\|_{(r)} \leqslant c\left\|\iota^{*} \zeta\right\|_{(r)} \leqslant c\left\{\left\|D_{b}^{2} \iota^{*} \zeta\right\|+\left\|D_{b}^{2 *} \iota^{*} \zeta\right\|+\left\|\iota^{*} \zeta\right\|\right\} \leqslant c\left\{\left\|K^{2} t \iota^{*} \zeta\right\|+\left\|K^{2} t \iota^{*} \zeta\right\|+\|\zeta\|\right\} .
$$

Note that $\left\|K^{2}\left(1-t \iota^{*}\right) \zeta\right\| \leqslant c\left\|\left(1-t \iota^{*}\right) \zeta\right\|_{(1)} \leqslant c\left\{\left\|B^{2} \zeta\right\|_{(1)}+\|\zeta\|\right\}$. A similar estimate holds for $K^{2 \prime}\left(1-t \iota^{*}\right) \zeta$, and hence we obtain

$$
\left\|t \iota^{*} \zeta\right\|_{(r)} \leqslant c\left\{\left\|K^{2} \zeta\right\|+\left\|K^{2 \prime} \zeta\right\|+\|\zeta\|+\left\|B^{2} \zeta\right\|_{(1)}\right\} .
$$

Combining this estimate with (3.7) and the estimate $\left\|\left(1-t_{\iota}{ }^{*}\right) \zeta\right\|_{(r)} \leqslant c\left\{\left\|B^{2} \zeta\right\|_{(1)}+\|\zeta\|\right\}$, we obtain the estimate (II.6.3) for $\zeta \in \Gamma\left(\omega, \alpha g_{\mu}^{i}\right)$. By the results of II, section 5 and II, section 6 we conclude that (II.5.1) holds for $u \in \Gamma\left(\Omega, C^{i-1}\right)$. The proof is complete.

We close this section with a cautioning word about diagram (3.3). Namely, consider the end of that diagram:


On the summand $\alpha g^{n}$ of $C^{n-1}$ the boundary condition defining $\Gamma_{a}\left(\Omega, C^{n-1}\right)$ vanishes; thus the cohomology of the top row will often be infinite dimensional in dimension $j=n-1$.

Consequently, we cannot expect the bottom row always to be well-behaved at $j=n-2$. It is also possible for this phenomenon to occur in dimension $j<n-2$; in section 5 below we discuss a case where the $D_{b}$-problem is solvable only up to dimension $\frac{1}{2} n-2$. In general we expect the $D_{b}$-problem to be well-behaved for $j=1, \ldots, m-2$, where $m$ is the "cohomological dimension" of $\mathcal{D}: \underline{E} \rightarrow \underline{F}$; that is, where $m$ is the length of the shortest sequence

$$
0 \rightarrow \underline{E} \rightarrow \underline{\underline{F}} \rightarrow \underline{F}_{2} \rightarrow \ldots \rightarrow \underline{F}_{m} \rightarrow 0
$$

of differential operators having the same cohomology as the Spencer sequence for $\mathcal{D}$.

## 4. Hörmander's condition

In this section we use a recent theorem due to L. Hörmander in order to study the estimate

$$
\begin{equation*}
\|u\|_{\left(\frac{1}{2}\right)} \leqslant c\left\{\left\|D_{b} u\right\|+\left\|D_{b}^{*} u\right\|+\|u\|\right\}, \quad u \in \Gamma\left(\omega, C_{b}^{j}\right) \tag{4.1}
\end{equation*}
$$

which is a special case of (3.2). Before stating Hörmander's theorem we must introduce new notation. Let $U \subset \omega$ be a coordinate disk with coordinate $y=\left(y^{1}, \ldots, y^{n-1}\right)$; letting $\left(y^{1}, \ldots, y^{n-1} ; \xi_{1}, \ldots, \xi_{n-1}\right)$ correspond to the cotangent vector $\xi_{1} d y^{1}+\ldots+\xi_{n-1} d y^{n-1}$ in $T^{*}(\omega) y$, we obtain a coordinate $(y, \xi)$ on $T^{*}(\omega)_{U}$. After choosing orthonormal frames in the bundles $\left(C_{b}^{f}\right)_{U}$, we may identify the principal symbol of $D_{b}$ with a matrix-valued function $q(y, \xi)$. We define

$$
q^{(\nu)}(y, \xi)=\frac{\partial}{\partial \xi_{\nu}} q(y, \xi) \quad \text { and } \quad q_{(\nu)}(y, \xi)=\frac{\partial}{\partial y^{\nu}} q(y, \xi)
$$

For each $(y, \xi) \in T^{*}(\omega)$ we define a differential operator $Q(y, \xi)$ by setting

$$
\begin{equation*}
Q(y, \xi) v=\sum_{v} q^{(v)}(y, \xi) D_{v} v-\frac{1}{2} \sum_{v} q(y, \xi) \xi_{v} D_{v} v+\sum_{\nu} q_{(v)}(y, \xi) x^{v} v \tag{4.2}
\end{equation*}
$$

for $\left(C_{b}^{j}\right)_{y}$-valued functions $v$ of the variable $x=\left(x^{1}, \ldots, x^{n-1}\right) \in \mathbf{R}^{n-1}$. We write $Q(y, \xi)^{*}$ for the formal adjoint of $Q(y, \xi)$.

Proposition 4.1. The estimate (4.1) holds if and only if for every compact subset $K$ of $\omega$ there exist constants $c$ and $N$ and a function $\varepsilon: \mathbf{R} \rightarrow \mathbf{R}$ vanishing at $+\infty$ such that the estimate

$$
\begin{equation*}
\|v\|^{2} \leqslant c\left\{\|q(y, \xi) \lambda v+Q(y, \xi) v\|^{2}+\left\|q(y, \xi)^{*} \lambda v+Q(y, \xi)^{*} v\right\|^{2}+\varepsilon(\lambda) \sum_{|x|+|\beta| \leqslant N}\left\|x^{\alpha} D^{\beta} v\right\|^{2}\right\} \tag{4.3}
\end{equation*}
$$

holds for all $|\xi|=1, y \in K$, and all $v \in C_{0}^{\infty}\left(\mathbf{R}^{n-1},\left(C_{b}^{j}\right)_{y}\right)$.

Proof. See Hörmander [7], Theorem 1.1.4 and formula (1.1.18)'.
The estimate (4.3) is rather cumbersome; under additional assumptions Hörmander gives a simpler necessary and sufficient condition.

Proposition 4.2. Assume that the dimension of the kernel of $q(y, \xi) \oplus q(y, \xi)^{*}$ has locally constant dimension on the set where it is not 0 . Also assume that for each compact subset $K$ of $\omega$ there exists a constant $c$ such that

$$
d(y, \xi)\|e\| \leqslant c\left\{\|q(y, \xi) e\|+\left\|q(y, \xi)^{*} e\right\|\right\}
$$

for all $y \in K,|\xi|=1$, and $e \in\left(C_{b}^{\prime}\right)_{y}$, where $d(y, \xi)$ denotes the distance from $(y, \xi)$ to the characteristic variety. Let $H(y, \xi)$ denote the orthogonal projection of $\left(C_{b}^{j}\right)_{y}$ onto the kernel of $q(y, \xi) \oplus$ $q(y, \xi)^{*}$. Then (4.1) holds if and only if for every compact subset $K$ of $\omega$ there exists a constant c such that the estimate

$$
\begin{equation*}
\|v\| \leqslant c\left\{\|H(y, \xi) Q(y, \xi) v\|+\left\|H(y, \xi) Q(y, \xi)^{*} v\right\|\right\} \tag{4.4}
\end{equation*}
$$

holds for all $y \in K,|\xi|=1$, and all $v \in C^{\infty}\left(\mathbf{R}^{n-1}\left(C_{b}^{j}\right)_{y}\right)$ satisfying $H(y, \xi) v=v$.
Proof. See Hörmander [7], Theorem 1.1.7.

## 5. An example

Let $n=2 m$ and let $M$ be a complex manifold of complex dimension $m$; let $\Omega \subset M$ and $\omega \subset \Omega$ be as before. Let $S$ be the bundle of holomorphic tangent vectors over $M$, and let $\bar{S}$ denote the conjugate bundle. Choose an inner product along the fibers of $S$; this induces an inner product on $\bar{S}$ and, hence, on the complexified tangent bundle $T_{c}(M)=S \oplus \bar{S}$. By construction, the conjugation map is a unitary map of $T_{c}(M)$ onto itself; and the restriction of the inner product to $T(M)=\left\{X \in T_{c}(M) \mid \bar{X}=X\right\}$ defines a Riemannian metric on $M$.

Let $E$ be the trivial complex line bundle over $M$, and let $\bar{S}^{*}$ be the bundle dual to $\bar{S}$. Define the differential operator
by setting

$$
\begin{equation*}
\mathcal{D}: \underline{E} \rightarrow \underline{S}^{*} \tag{5.1}
\end{equation*}
$$

$$
\begin{equation*}
D s=\sum_{1}^{m} \frac{\partial s}{\partial \bar{z}^{»}} d \bar{z}^{v} \tag{5.2}
\end{equation*}
$$

in a local complex coordinate $z=\left(z^{1}, \ldots, z^{m}\right)$. Formula (5.2) does not depend on the choice of coordinate, and thus (5.1) is well defined. Note that " $D s=0$ " is the Cauchy-Riemann equation in $m$ complex variables. It is easily verified that $\mathcal{D}$ is elliptic and involutive.

Lemma 5.1. Let $y \in \omega$. Then there exist sections $Z^{1}, \ldots, Z^{m}$ of $S^{*}$ defined on a neighborhood $U$ of $y$ in $M$ such that: (i) for each $x \in U \cap \Omega$ the covectors $Z^{1}, \ldots, Z^{m}, \bar{Z}^{1}, \ldots, \bar{Z}^{m}$ form an ortho-
normal basis for $T_{c}^{*}(M)_{x}$; and (ii) for each $x \in U \cap \omega$ the covectors $Z^{1}, \ldots, Z^{m-1}, \bar{Z}^{1}, \ldots, \bar{Z}^{m-1}$, $\operatorname{Re} Z^{m}$ form an orthonormal basis for $T_{c}^{*}(\omega)$.

Proof. For each $x \in U \cap \omega$ define $S_{b, x}^{*}$ to be the space of all holomorphic cotangent vectors at $x$ which belong to $T_{c}^{*}(\omega)$. Since " $Y \in T_{c}^{*}(\omega)$ " gives at most one linear condition on the fiber $S_{x}^{*}$, the complex dimension of $S_{b, x}^{*}$ is either $m$ or $m-1$. If the dimension were $m$, then $T_{c}^{*}(\omega)_{x}$ would contain every holomorphic cotangent vector; and since $T_{c}^{*}(\omega)$ is stable under conjugation, this would imply that $T_{c}^{*}(\omega)_{x}$ contains $T_{c}^{*}(M)_{x}$. The contradiction shows that $S_{b, x}^{*}$ has complex dimension $m-1$, and hence $S_{b}^{*}=U S_{b, x}^{*}$ is a subbundle of $T_{c}^{*}(\omega)$.

Now choose sections $Z^{1}, \ldots, Z^{m-1}$ of $S_{b}^{*}$ in a neighborhood of $y$ which give an orthonormal basis in each fiber $S_{b, x}^{*}$. Without loss of generality $Z^{1}, \ldots, Z^{m-1}$ can be extended to an orthonormal set of sections of $S^{*}$ over a neighborhood of $y$ in $M$.

Choose a section $X$ of $T_{c}^{*}(M)$ over $U$ such that $Z^{1}, \ldots, Z^{m-1}, \bar{Z}^{1}, \ldots, \bar{Z}^{m-1}, X$ form an orthonormal basis for $T_{c}^{*}(\omega)_{x}$ for each $x \in U$. Replacing $X$ by $(X+\bar{X}) / 2$ if necessary, we may assume that $X=\bar{X}$. We may also assume that $X$ has length 1 over each $x \in U \cap \Omega$.

Now let $Z^{m}$ be a section of $S^{*}$ over $U$ such that $Z^{1}, \ldots, Z^{m}$ give an orthonormal basis in the fibers of $S^{*}$ over $U$. Since $X$ is orthogonal to $Z^{k}$ and $\bar{Z}^{k}$ for $k=1, \ldots, m-1$, we have $X=a Z^{m}+b \bar{Z}^{m}$ for some $a, b \in \mathbb{C}$. Without loss of generality we may assume that $a$ is real, and hence from $X=\bar{X}$ we conclude that $a=b$. We now have $X=2 a \operatorname{Re} Z^{m}$, and since $|X|=\left|\operatorname{Re} Z^{m}\right|$, we must have $2 a=1$. The proof is now complete.

Note that $Y^{m}=\operatorname{Im} Z^{m}$ is orthogonal to $T_{c}^{*}(\omega)_{x}$ at each $x \in \omega$. Also, if $X^{m}=\operatorname{Re} Z^{m}$, then $\xi= \pm X^{m}$ are the only cotangent vectors of unit length for which $\xi \wedge Y^{m}$ is characteristic for $\mathcal{D}$. Indeed, this is because the equation " $\mathcal{D} s=0$ " is equivalent to

$$
\frac{\partial s}{\partial \bar{Z}^{k}}=0 \quad(k=1, \ldots, m)
$$

where $\partial / \partial \bar{Z}^{k}$ is the vector field dual to $\bar{Z}^{k}$. Hence $\xi= \pm X^{m}$ are the only unit cotangent vectors for which the symbol of $D_{b} D_{b}^{*}+D_{b}^{*} D_{b}$ is not injective. Denoting the symbol of $D_{b} D_{b}^{*}+D_{b}^{*} D_{b}$ at $\xi$ by $\Delta(\xi)$, we state:

Lemma 5.2. An element $\zeta$ of $\alpha_{b} g_{x}^{i+1}$ is in the kernel of $\Delta\left(X^{m}\right)$ if and only if it has the form

$$
\begin{equation*}
\zeta=\left(X^{m} \wedge Z\right) \otimes \sigma \tag{5.3}
\end{equation*}
$$

where $X^{m}=\operatorname{Re} Z^{m}, Z \in \Lambda^{\prime} \mathcal{S}_{b}^{*}$, and $\sigma \in g_{x}$ satisfies $\delta_{Z^{k}} \sigma=\delta_{Z^{k}} \sigma=0$ for $k=1, \ldots, m-1$. Here $\delta_{Z^{k}}$ and $\delta_{\bar{Z} k}$ are the bundle maps representing $\partial / \partial Z^{k}$ and $\partial / \partial \bar{Z}^{k}$ in the sense of jets.

Proof. If $\alpha_{b}$ denotes the orthogonal projection of $g \otimes \Lambda^{j+1} T^{*}(\omega)$ onto $\alpha_{b} g^{j+1}$, then

$$
\begin{equation*}
\Delta\left(X^{m}\right) \zeta=X^{m} \wedge \alpha_{b}\left(\zeta \bar{\wedge} \frac{\partial}{\partial X^{m}}\right)+\alpha_{b}\left[\left(X^{m} \wedge \zeta\right) \bar{\wedge} \frac{\partial}{\partial X^{m}}\right] \tag{5.4}
\end{equation*}
$$

Also, for $\zeta \in g \otimes \Lambda^{j+1} T^{*}(\omega)$ the element $\delta_{b} \zeta$ is given by

$$
\begin{equation*}
\delta_{b} \zeta=\sum_{1}^{m-1} Z^{v} \wedge \delta_{Z^{v}} \zeta+X^{m} \wedge \delta_{X^{m}} \zeta \tag{5.5}
\end{equation*}
$$

To prove sufficiency note that if $\zeta$ has the form (5.3), then $\delta_{b} \zeta=0$ and $X^{m} \wedge \zeta=0$. Also $\zeta \bar{\wedge} \partial / \partial X^{m}$ is orthogonal to $\alpha_{b} g^{3}$. Indeed, (5.5) shows that $\alpha_{b} g^{j}$ is contained in the ideal generated by $X^{m}$ and the $Z^{k}$ 's; by assumption $\zeta \bar{\Lambda} \partial / \partial X^{m}$ involves only $\bar{Z}^{k}$ 's. Thus $\alpha_{b}\left(\zeta \bar{\lambda} \partial / \partial X^{m}\right)=0$ and hence $\Delta\left(X^{m}\right) \zeta=0$.

To prove the necessity of (5.3) let $\zeta \in \alpha_{b} g^{j+1}$ satisfy $\Delta\left(X^{m}\right) \zeta=0$. Since $X^{m} \wedge \zeta=0$, we have $\zeta=X^{m} \wedge \tau$ for some $\tau \in g \otimes \wedge^{j}\left(S_{b}^{*}+\bar{S}_{b}^{*}\right)$. Since $\delta_{b} \zeta=0$, we find that $\tau$ is annihilated by

$$
\begin{equation*}
\delta_{b}^{\prime}=\sum_{1}^{m-1} Z^{y} \wedge \delta_{Z^{p}} \tag{5.6}
\end{equation*}
$$

If we consider $g=g_{\mu}$ as a subset of $S^{\mu} T_{c}^{*}(M)$, then $g$ consists of all homogeneous polynomials of degree $\mu$ in $Z^{1}, \ldots, Z^{m}$. It follows that $\delta_{Z^{1}}: g_{\mu+1} \rightarrow g_{\mu}$ is surjective, and thus we may choose $\eta \in g_{\mu+1} \otimes \Lambda^{j-1}\left(S_{b}^{*}+\bar{S}_{b}^{*}\right)$ such that $\delta_{Z^{\prime}} \eta=\tau \wedge \partial / \partial Z^{1}$. Arguing as in the proof of Prop. I.6.1, we see that $\eta^{\prime}=\tau-\delta_{b} \eta$ satisfies $\delta_{Z^{\prime}} \eta^{\prime}=0$ and $\eta^{\prime} \wedge \partial / \partial Z^{1}=0$. Repeating the argument several times, we obtain $\tau^{\prime} \in g_{\mu+1} \otimes \Lambda^{j-1}\left(S_{b}^{*}+\bar{S}_{b}^{*}\right)$ such that $\tau^{\prime \prime}=\tau-\delta_{b}^{\prime} \tau^{\prime}$ involves only $\bar{Z}^{k}$ 's and satisfies $\delta_{z} k \tau^{\prime \prime}=0$ for $k=1, \ldots, m-1$. Multiplying by $X^{m}$ on the left, we now obtain

$$
\begin{equation*}
\zeta^{\prime \prime}=\zeta-X^{m} \wedge \delta_{b} \tau^{\prime} \tag{5.7}
\end{equation*}
$$

where $\zeta^{\prime \prime}$ has the form (5.3). By the first part of the proof $\zeta^{\prime \prime}$ is annihilated by $\Delta\left(X^{m}\right)$; by hypothesis the same is true for $\zeta$. But the last term on the right of (5.7) is in the range of $X^{m} \wedge \cdot: \alpha_{b} g^{j} \rightarrow \alpha_{b} g^{j+1}$ and is thus orthogonal to the kernel of $\Delta\left(X^{m}\right)$. We conclude that $\zeta=\zeta^{\prime \prime}$, and the proof is complete.

Let $H$ denote the orthogonal projection of $C_{b}^{j}=R_{b}^{j} \oplus \alpha_{b} g^{j+1}$ onto the space of all $\zeta \in \alpha_{b} g^{j+1}$ having the form (5.3). We have:

Lemma 5.3. If $q(x, \xi)$ denotes the symbol of $D_{b}$ at $\xi=\xi_{1} Z^{1}+\bar{\xi}_{1} \bar{Z}^{1}+\ldots+\xi_{m-1} Z^{m-1}+$ $\xi_{m-1} Z^{\bar{m}-1}+\xi_{m} X^{m} \in T^{*}(\omega)_{x}$, then

$$
\begin{equation*}
\|q(x, \xi) \zeta\|^{2}+\|q(x, \xi) \zeta\|^{2}=2\left(\sum_{1}^{m-1}\left|\xi_{\nu}\right|^{2}\right) \zeta \tag{5.8}
\end{equation*}
$$

for $\zeta$ satisfying $H \zeta=\zeta$.

Proof. Let $\zeta$ satisfy $H \zeta=\zeta$, and let $\alpha_{b}$ denote the orthogonal projection of $g \otimes \wedge^{j} T^{*}(\omega)$ onto $\alpha_{b} g^{j}$. Then

$$
\begin{aligned}
\|q(x, \xi) \zeta\|^{2}+\left\|q(x, \xi)^{*} \zeta\right\|^{2} & =\left\|\sum\left(\xi_{v} Z^{\nu}+\bar{\xi}_{v} \bar{Z}^{\nu}\right) \wedge \zeta\right\|^{2}+\left\|\alpha_{b}\left(\zeta \bar{\wedge} \partial / \partial\left[\xi_{\nu} Z^{\nu}+\bar{\xi}_{\nu} \bar{Z}^{\nu}\right]\right)\right\|^{2} \\
& =\| \sum\left(\xi_{\nu} Z^{\nu}+\bar{\xi}_{\nu} \bar{Z}^{v}\left(\wedge \zeta\left\|^{2}+\right\| \sum \zeta \bar{\wedge} \partial / \partial\left(\xi_{v} Z^{\nu}+\bar{\xi}_{v} \bar{Z}^{v}\right) \|^{2}\right.\right. \\
& =\sum\left\langle Q_{\nu, \mu} \zeta, \zeta\right\rangle,
\end{aligned}
$$

where $Q_{v, \mu} \zeta=\left[\left(\xi_{\nu} Z^{v}+\bar{\xi}_{\nu} \bar{Z}^{v}\right) \wedge \zeta\right] \wedge\left(\xi_{\nu} \frac{\partial}{\partial Z^{v}}+\bar{\xi}_{\nu} \frac{\partial}{\partial \bar{Z}^{\nu}}\right)+\left(\xi_{\nu} Z^{v}+\bar{\xi}_{\nu} \bar{Z}^{\nu}\right) \wedge\left[\zeta \bar{\wedge}\left(\xi_{\nu} \frac{\partial}{\partial Z^{v}}+\bar{\xi}_{\nu} \frac{\partial}{\partial \bar{Z}^{v}}\right)\right]$

$$
=\sum 2 \delta_{v, \mu}\left|\xi_{\nu}\right|^{2}=2 \sum\left|\xi_{\nu}\right|^{2}
$$

Now let $y$ be a coordinate defined on a coordinate disk $U \subset \omega$; let $q(y, \xi)$ and $Q(y, \xi)$ have the meaning described in section 4.

Lemma 5.4. If $\mathcal{D}$ is given by (5.1), then the estimate (4.1) holds for all $u$ with support in $U$ if and only if for every compact $K \subset U$ there exists a constant $c$ such that

$$
\|v\|^{2} \leqslant c\left\{\|H Q(y, \xi) v\|^{2}+\left\|H Q(y, \xi)^{*} v\right\|^{2}\right\}
$$

holds for $\xi= \pm X^{m}$, for all $y \in K$, and for all $v \in C_{0}^{\infty}\left(\mathbf{R}^{n-1},\left(C_{b}^{j}\right)_{y}\right)$ satisfying $H v=v$.
Proof. We claim that

$$
\begin{equation*}
\|(\mathbf{1}-H) v\|^{2}+\|q(y, \xi) H v\|^{2}+\left\|q(y, \xi)^{*} H v\right\|^{2} \leqslant c\left\{\|q(y, \xi) v\|^{2}+\left\|q(y, \xi)^{*} v\right\|^{2}\right\} \tag{5.9}
\end{equation*}
$$

holds with a constant $c$ which is uniform in $|\xi|=1$ and for $y$ in a compact subset of $U$. In fact, if (5.9) does not hold for any $c$, there exist sequences $\left\{y_{\nu}\right\},\left\{\xi_{\nu}\right\}$, and $\left\{v_{\nu}\right\}$ such that

$$
\mathrm{I}=\left\|(\mathbf{1}-H) v_{\nu}\right\|^{2}+\left\|q\left(y_{\nu}, \xi_{\nu}\right) H v_{\nu}\right\|^{2}+\left\|q\left(y_{\nu}, \xi_{\nu}\right)^{*} H v_{\nu}\right\|^{2}
$$

but

$$
\left\|q\left(y_{\nu}, \xi_{\nu}\right) v_{\nu}\right\|^{2}+\left\|q\left(y_{\nu}, \xi_{\nu}\right) v_{\nu}\right\|^{2} \leqslant 1 / \nu
$$

Without loss of generality we may assume that $y_{\nu} \rightarrow y, \xi_{\nu} \rightarrow \xi$, and $v_{\nu} \rightarrow v$ as $v \rightarrow \infty$. By continuity we must have $q(y, \xi) v=q(y, \xi) v=0$. Hence $\xi= \pm X^{m}$ and $H v=v$. But this contradicts

$$
\mathbf{1}=\|(\mathbf{1}-H) v\|^{2}+\|q(y, \xi) H v\|^{2}+\left\|q(y, \xi)^{*} H v\right\|^{2}
$$

Therefore (5.9) holds for some constant $c$. If $d(y, \xi)$ denotes the distance from $(y, \xi)$ to the characteristic variety, then by Lemma $5.3\|q(y, \xi) H v\|^{2}+\left\|q(y, \xi)^{*} H v\right\|^{2}=(d(y, \xi))^{2}\|H v\|^{2}$. Hence if $|\xi|=1$ then (5.9) implies that

$$
d(y, \xi)\|v\| \leqslant \sqrt{c}\left\{\|q(y, \xi) v\|+\left\|q(y, \xi)^{*} v\right\|\right\}
$$

The lemma now follows from Lemma 4.2.

We now compute the operators $H Q(y, \xi)$ and $H Q(y, \xi)^{*}$ occurring in (4.4). First note that if $H v=v$, then

$$
H q(y, \xi) v=\sum_{1}^{m-1}\left\{H\left(Z^{k} \wedge t_{k}(y, \xi) v\right)+H\left(\bar{Z}^{k} \wedge t_{k}(y, \xi) v\right)\right\}=\sum_{1}^{m-1} \bar{Z}^{k} \wedge \bar{t}_{k}(y, \xi) v
$$

where $t_{k}(y, \xi)$ is the symbol of the vector field $\partial / \partial Z^{k}$. Also

$$
H q(y, \xi)^{*} v=\sum_{1}^{m-1} H \alpha_{b}\left(\bar{t}_{k}(y, \xi) v \bar{\wedge} \partial / \partial Z^{k}+t_{k}(y, \xi) v \bar{\wedge} \partial / \partial \bar{Z}^{k}\right)=\sum_{1}^{m-1} t_{k}(y, \xi) v \bar{\wedge} \partial / \partial \bar{Z}^{k}
$$

If $T_{k}(y, \xi)$ denotes the operator $t_{k}(y, D)+\sum_{1}^{n-1} t_{k(v)}(y, \xi) x^{y}$ and if $T_{k}(y, \xi)$ denotes the operator obtained from $T_{k}(y, \xi)$ by putting a bar over occurrence of $t$, then

$$
\left\{\begin{array}{l}
H Q(y, \xi) v=\sum \bar{Z}^{k} \wedge \bar{T}_{k}(y, \xi) v  \tag{5.10}\\
H Q(y, \xi)^{*} v=\sum T_{k}(y, \xi) v \bar{\wedge} \partial / \partial \bar{Z}^{k}
\end{array}\right.
$$

for $v \in C_{0}^{\infty}\left(\mathbf{R}^{n-1},\left(C_{b}^{j}\right)_{y}\right)$ satisfying $H v=v$.
We now set $\xi=s X^{m}$, where $s= \pm 1$, and evaluate the expression

$$
\begin{equation*}
\|H Q(y, \xi) v\|^{2}+\left\|H Q(y, \xi)^{*} v\right\|^{2} \tag{5.11}
\end{equation*}
$$

for $v$ satisfying $H v=v$. The first term in (5.11) is equal to

$$
\begin{aligned}
\sum_{\nu, \mu}\left\langle\bar{Z}^{v} \wedge\right. & \left.\bar{T}_{v}(y, \xi) v, \bar{Z}^{\mu} \wedge \bar{T}_{\mu}(y, \xi) v\right\rangle \\
& =\sum_{v, \mu}\left(\bar{Z}^{v} \wedge \bar{T}_{\nu}(y, \xi) v\right) \wedge \partial / \partial \bar{Z}^{\mu}, \bar{T}_{\mu}(y, \xi) v \\
& =\sum_{\nu}\left\|\bar{T}_{\nu}(y, \xi) v\right\|^{2}-\sum_{\nu, \mu}\left\langle\bar{T}_{\nu}(y, \xi) v \bar{\wedge} \partial / \partial \bar{Z}^{v}, \bar{T}_{\mu}(y, \xi) v \bar{\wedge} \partial / \partial \bar{Z}^{\mu}\right\rangle
\end{aligned}
$$

The second term in (5.11) is equal to

$$
\begin{aligned}
& \sum_{v, \mu}\left\langle T_{\nu}(y, \xi) v \pi \partial / \partial \bar{Z}^{v}, T_{\mu}(y, \xi) v \bar{\wedge} \partial / \partial \bar{Z}^{\mu}\right\rangle \\
&= \sum_{v, \mu}\left\langle\bar{T}_{\nu}(y, \xi) T_{\mu}(y, \xi) v \bar{\Lambda} \partial / \partial \bar{Z}^{\mu}, v \pi \partial / \partial \bar{Z}^{\nu}\right\rangle \\
&= \sum\left\langle\bar{T}_{v}(y, \xi) v \bar{\pi} \partial / \partial \bar{Z}^{\mu}, \bar{T}_{\mu}(y, \xi) v \bar{\wedge} \partial / \partial \bar{Z}^{y}\right\rangle \\
& \quad+\sum\left\langle\left[\bar{T}_{\nu}(y, \xi), T_{\mu}(y, \xi)\right] v \bar{\wedge} \partial / \partial \bar{Z}^{\mu}, v \bar{\wedge} \partial / \partial \bar{Z}^{\nu}\right\rangle
\end{aligned}
$$

where $\left[\widehat{T}_{\nu}(y, \xi), T_{\mu}(y, \xi)\right]=\bar{T}_{\nu}(y, \xi) T_{\mu}(y, \xi)-T_{\mu}(y, \xi) \bar{T}_{\nu}(y, \xi)$. We now find that (5.11) is equal to

$$
\begin{equation*}
\sum\left\|\bar{T}_{\nu}(y, \xi) v\right\|^{2}+\sum\left\langle\left[\bar{T}_{v}(y, \xi), T_{\mu}(y, \xi)\right] v \pi \partial / \partial \bar{Z}^{\mu}, v \pi \partial / \partial \bar{Z}^{v}\right\rangle \tag{5.12}
\end{equation*}
$$

A straightforward computation shows that

$$
\left[\bar{T}_{v}(y, \xi), T_{\mu}(y, \xi)\right]=-i \sum\left\{\bar{t}_{\nu}^{(k)}(y, \xi) t_{\mu(k)}(y, \xi)-\bar{t}_{\nu(k)}(y, \xi) t_{\mu}^{(k)}(y, \xi)\right\}
$$

which is the principal symbol of $\left[\partial / \partial \bar{Z}^{\nu}, \partial / \partial Z^{\mu}\right]$ at $(y, \xi)$. It follows that $\left[\bar{T}_{\nu}\left(y, X^{m}\right)\right.$, $\left.T_{\mu}\left(y, X^{m}\right)\right]=c_{\nu \mu}$ satisfies $c_{\nu \mu}=\bar{c}_{\mu v}$. Without loss of generality the Hermitian matrix $\left\{c_{\nu \mu}\right\}$ is in diagonal form so that $c_{\nu \mu}=\lambda_{\nu}$ if $\nu=\mu$ and $c_{\nu \mu}=0$ otherwise. We now have [ $\bar{T}_{\nu}(y, \xi)$, $\left.T_{\mu}(y, \xi)\right]=s c_{\nu \mu}$ if $\xi=s X^{m}$ so that (5.12) becomes

$$
\begin{equation*}
\sum\left\|\bar{T}_{v}(y, \xi) v\right\|^{2}+\sum s \lambda_{v}\left\|v \pi \partial / \partial \bar{Z}^{v}\right\|^{2} \tag{5.13}
\end{equation*}
$$

Integrating by parts, we see that

$$
\left\|\bar{T}_{v}(y, \xi) v\right\|^{2}=\left\|T_{\nu}(y, \xi) v\right\|^{2}-\left\langle\left[\bar{T}_{v}(y, \xi), T_{\nu}(y, \xi)\right] v, v\right\rangle=\left\|T_{\nu}(y, \xi) v\right\|^{2}-s \lambda_{\nu}\|v\|^{2}
$$

Thus (5.13) is equal to

$$
\begin{equation*}
\sum\left\|T_{v}(y, \xi) v\right\|^{2}-\sum s \lambda_{\nu}\left\|\bar{Z}^{v} \wedge v\right\|^{2} \tag{5.14}
\end{equation*}
$$

Proposition 5.5. (See J.J. Kohn [8].) Assume that for each $y \in \omega$ the eigenvalues of the matrix $c_{\nu \mu}=\left[\bar{T}_{\nu}\left(y, X^{m}\right), T_{\mu}\left(y, X^{m}\right)\right]$ are either all strictly positive or all strictly negative. Then the $D_{b}$-problem for the operator (5.1) on $\omega$ is solvable up to dimension $m-2$.

Proof. If $1 \leqslant j \leqslant m-2$ and if $v \in C_{0}^{\infty}\left(\mathbf{R}^{n-1},\left(C_{b}^{j}\right)_{y}\right)$ satisfies $H v=v$, then the estimates

$$
\begin{aligned}
& \|v\|^{2} \leqslant c \sum_{1}^{m-1}\left\|Z^{v} \wedge v\right\|^{2} \\
& \|v\|^{2} \leqslant c \sum_{1}^{m-1}\left\|v \bar{\wedge} \partial / \partial \bar{Z}^{v}\right\|^{2}
\end{aligned}
$$

hold. Using either (5.13) or (5.14) according as $s \lambda_{v}>0$ or $s \lambda_{v}<0$, we see that $\|v\|^{2}$ is majorized by a constant multiple of (5.11). The proposition now follows from Lemma 5.4 and Prop. 3.1.
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