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1. Introduction 

I t  is a mat ter  of general agreement tha t  the L~(/x) spaces (1 ~<p ~< co and # a measure) 

and the C(K) spaces (K compact Hausdorff) are among the most important  Banach spaces. 

A central par t  of Banaeh space theory is devoted to the investigation of the special pro- 

perties of these spaces and some closely related spaces. This par t  of Banach space theory 

is often called the theory of the classical Banach spaces. I t  is our feeling tha t  in order 

to get a well rounded theory of the classical Banaeh spaces, in the framework of the iso- 

metric theory, it is worthwhile to take as the main objects of the investigation the class 

of Banaeh spaces X for which X* =L~(#) for some 1 ~<p ~< co and some measure #. Let  us 

examine briefly the relation of this lat ter  class of spaces to those mentioned in the first 

sentence. Since for 1 < p  < ~ the Lv(#) spaces are reflexive it is clear tha t  X* =Lv(ju) if 

and only if X=Lq(#)  ( p - l + q - i = l ) .  Grothendieck [6] proved the non obvious fact tha t  

if X* =Loo(#) then X =LI(#).  Well-known results of F. Riesz and Kakutan i  show tha t  if 

X=C(K) then X* =Li(#) for a suitable #. There are, however, Banach spaces X which 

are not isometric to C(K) spaces while their duals are L~(#) spaces. These are thus the 

only spaces which should be included in the geometric theory of the classical Banach 

spaces and which are not "classical" in the strict sense. 

The-most  important  geometric properties of the Banach spaces C(K) are shared 

exactly by  the class of all spaces whose duals are LI(#) spaces. Examples of such properties 

are the extension properties for compact operators which were studied in [14]. The C(K) 
spaces are singled out from all the spaces whose duals are Li(#) mainly by  the fact tha t  

they have natural  additional structure as algebras or vector lattices. (There is, though, 

also a pure Banaeh space theoretic proper ty  which singles out the C(K) spaces among 
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the general preduals of L1, cf. section 4 below.) Another fact which shows that  the ex- 

tension of the notion of classical spaces which we use, is a natural one, is the following 

(cf. [16] and [12] and their references): Let  X be a separable Banach space. Then X* is 

an L~(~u) space if and only if X can be represented as X =  U~=I E~ where E l c  E~c E 8 ... 

and for every n, En is isometric to the n-dlmensional Lq space (i.e. En=l~ in the usual 

notation) where p-x + q-1 = 1 (q = 1 resp. ~o if p = ~ resp. 1). Let  us mention in passing 

that  for the isomorphic (rather than isometric) theory of Banaeh spaces there is a different 

natural setting for the study of the classical Banach spaces namely tha t  of the F~ spaces 

which were introduced in [16]. In  the present paper we shall be concerned only with the 

isometric theory of the classical spaces and more precisely with the study of those spaces 

which are not strictly "classical" i.e. those whose duals are L 1 spaces. 

Several subclasses of the class of spaces whose duals are L 1 spaces (besides the C(K) 

spaces) have already been studied extensively in the literature and were found to be of 

importance in other areas of mathematical analysis. This in particular is the case for those 

spaces which can be ordered in a way compatible with the duality and the natural order 

of LI(#) i.e. the simplex spaces (see section 4 below for details). Most of the results which 

were proved for simplex spaces can be extended to the general case of spaces whose duals 

are L1 spaces. In  section 2 we extend the separation theorem of Edwards [3] and the 

selection theorem of the first named author [10] to this general setting. Among the corol- 

laries of the selection theorem is the result that  every separable Banach space X whose 

dual is a nonseparable LI(#) space contains a subspaee isometric to C(K) with K the 

Cantor set and hence contains a copy of every separable Banach space. I t  seems to us 

tha t  the setting of section 2 is the natural one for the separation and selection theorems in 

Banach space theory. This setting is probably also the natural one in other contexts. For 

example the difficulties encountered in the theory of polytopes of Alfsen [1] and Phelps 

[20] seem to stem from the fact that  their starting point was the Choquet simplexes in- 

stead of unit balls of LI(~) in a w* compact topology in which the positive cone is not 

necessarily closed. I t  is also very likely that  general preduals of LI(/~) will find a natural 

role in areas like potential theory or C* algebras which will generalize the present role 

of Choquet simplexes in these areas. 

In  section 3 the generalized separation theorem of section 2 is used in proving a 

theorem which characterizes preduals of LI(/~ ) by the structure of their finite-dimensional 

subspaces. (A weaker version of this result was proved in [12].) For separable infinite- 

dimensional preduals of Lx(~u ) the characterization theorem implies easily the existence 

of a representation of the type mentioned already above. Every  such space X can be writ- 

ten as [Jn%l En where EncEn §  x and En=l~ (the space of n-tuples x=(21 ..... 2n) with 
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Ilxll = m a x  12,1) for every n. We thus obtain a different and more t ransparent  proof of 

the results of Michael and Petczyfiski [19]. 

Section 4, which is to a large extent  an introduction to section 5, is devoted to the 

question of functional representation of the preduals Of Ll(#). We give there the defini- 

tions of the main classes of spaces whose duals are L 1 spaces and recall some results of 

[17]. We also make there some comments on the relation between simplex spaces and 

the general preduals of LI(/~ ). 

Every  representation of a space X as (J~=l En with E . c  E,+ 1 and En=l~ gives rise 

in a natural  way to a triangular matr ix  A = ( a , . n } ~ s .  �9 �9 with Z,=~ {a,.~ { < 1 for every n. 

We can thus associate with every infinite-dimensional separable predual of an L 1 space a 

class of such traingular matrices called the representing matrices of X. Conversely every 

such matr ix  A is a representing matr ix  for a uniquely defined space whose dual is an L 1 

space. Section 5 is devoted to the s tudy of some special examples, as well as the proof of 

some consequences, of this correspondence between preduals of Ll(;U ) and their  represent- 

ing matrices. We show in particular tha t  every metrizable infinite-dimensional Choquet 
r ~P2 

simplex is an inverse limit of a system AI~--A~-~--A a . . . .  where for every n, A n is an 

n- dimensional simplex, and ~ is a surjective affine map. We also give a simple proof 

of the existence of a space constructed first by  Gurarii [7]. 

2. Separation and selection theorems 

Let  us first introduce some definitions. The unit ball of a Banach space X is denoted 

by  B(X). A face E of B(X*) will be said to be essentially w*-closed if cony (F  0 - F)  is 

w*-closed. Obviously a w*-closed face is essentially w*-closed and simple examples show 

that  the converse is false. A subset H of B(X*) is called a facial section if there is a face 

F of ~(X*) such tha t  H = c o n v  (F  0 - F ) .  A real or vector valued function / defined on 

a symmetric (with respect to 0) set in a linear space is said to be symmetric i f / ( - x )  = - / ( x )  

for every x in the domain of definition of / .  All the Banach spaces we consider in this paper  

will be over the reals. 

LEMMA 2.1. Let X be a Banach space whose dual is an L 1 space. Let F be an essentially 

w*-closed /ace o/ B(X*). Then the linear subspace V o] X* algebraically spanned by F is 

w*-closed and V N B(X*) =cony  (F U - F ) .  

Proo]. By a classical result [cf. 2, p. 43] the first assertion is a consequence of the 

second. Clearly we have to prove only tha t  V N B(X*) =cony  (F  U - F ) .  

Let  G be a maximal  proper face of B(X*) containing F.  We order X* by  taking as 
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the  positive cone the cone generated by  G. Wi th  this order X* is an  abstract  L space (i.e. 

order isomorphic and isometric to Ll(~u ) for some #). Indeed,  we assumed tha t  X* is isometric 

to Ll(v ) for some measure v defined on a measure space ~ .  We m a y  assume t h a t  v is 

well behaved in the  sense tha t  X**=Lo~(~, ). Since G is a maximal  face of B(X*) there  is 

an extreme point  yJ of B(X**) such t h a t  G = B(X*) N {x*; ~(x*) = 1}. Since y~ E ext  B(X**), 

I~(t)] = 1  a.e. Define the measure # on ~ by  d#=~d~,. I t  is clear t h a t  the  positive cone 

of LI(#) is the  cone generated by  G. Le t  x* E V N B(X*), x* 4:0. Then  there are x~, x~ E F 

and ~1, ~ > 0  such tha t  * * * x =~lXl-O~x2. The case a l ' a ~ = 0  can be easily dealt  with so we 

assume a l . a ~ > 0 .  I t  follows tha t  x*+=x*V 0~<~1x1" i.e. alx~=x*+§ with y*EG and 

a~>0. Suppose tha t  x*+=~0. Then  x*+/]ix*+]l eG and x~ = (]lx*+l[/~l)(x*+/lix*+]l)+(~/o~)y*. 

Since X* is an L space, ~1 = ~ +  [[x*+[I and hence x*+/iix*+ll e y  (recall t ha t  F is a face 

of B(X*)). Similarly if x*-= - ( x *  A 0) 4=0 then x*-/iix*- H EF.  Thus if x*+~:0 and x * - 4 0  

have x* = IIx*+ll( *+/ltx,+ll ) + IIx,- lI(x.- / l lx , -I i )econv (F  u - (recall that  

i.e. Ilx*+ll § Ilx*-[I ~< 1). The inclusion relation obviously holds also if ei ther x *+ or x*- are 0 

and  this proves the  lemma. 

We shall now prove the  generalization of Edwards  separation theorem [3] to our 

present setting. 

THEOREM 2.1. Let X be a Banach space with X*=LI( ju  ) /or some #. Let g: B(X*)-+ 

( _ c~, c~] be a concave w*-lower semicontinuous/unction satis/ying 

g(x*)+g(-x*)/> 0, x*eB(X*). (2.1) 

Let F be an essentially w*-closed /ace o /B(X*)  and assume that / is a w*-continuous a/line 

symmetric real-valued/unction on H = c o n v  (F  U - - F )  such that/<~gl ~" Then there exists a 

w*-continuous a/line symmetric extension o / / t o  a/unction h on B(X*) such that h <.g. 

Remark. Clearly, a function h on B(X*) is w*-continuous affine and symmetr ic  if and 

only if h(x*)=x*(x) for some xEX .  

Proo/. I t  is easy to see t h a t  wi thout  loss of general i ty we m a y  assume t h a t  g is finite 

and bounded from above on B(X*). We shall prove first the  existence of h under  the as- 

sumpt ion  tha t  for some e > 0 

g(x*) +g( -x* )  >1 2e, x*EB(X*) and g(x*) >~ /(x*) +e, x*EH. (2.2) 

We m a y  also assume tha t  g is continuous. Indeed,  l e t / '  be a continuous extension of 

/ to  B(X*) with g(x* )>/ ' ( x* )>-g ( - x* )  and  pu t  ]l(X*)=�89 Then [1 is 

continuous symmetr ic  on B(X*) and/ l (x*)  <g(x*), x*E B(X*). B y  a result  of Mokobodzki 
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[5, Lemma 5.2] and a routine compactness argument we may find a continuous concave 

function gl on B(X*) such that  g l 4 g  and fl(x*)<gl(x*), x*EB(X*).  Clearly gl satisfies 

(2.2) for some ~'. 

Thus, let g be continuous concave and assume (2.2) holds for it. Let  G be a maximal 

proper face of B(X*) which contains F and order X* by taking the cone generated by G 

as the positive cone. Let  V be the subspace of X* spanned by  F. The function f admits 

a w*-continuous linear extension to V which we shall also denote b y / .  (Observe that  / 

can be represented by  an element of space X / V  x where V" is the subspace of X orthogonal 

to V). Consider the following sets in X * x  R (topologized by the product topology with 

X* taken in the w*-topology). 

A 1 = {(x*, g(x*)); x* E B(X*)}  

A S = {(x*, ](x*)); x* E V}. 

We want to prove that  the closed convex hull of A 1 is disjoint from A S. From Lemma 9.6 

in [21] it follows that  for any x*EB(X*)  one has 

inf {r: (x*, r) Ec-5-n~ (A1) } = inf {r: (x*, r) Econv (A1) }. 

I t  is enough then to show that  if (x*, r)E cony (A1) and x* E H then r >t e +/(x*). 
$ n Let x*EH and (x*, r)Econv (A1). Then there are {x },=1 in B(X*) and {/t,}~=l with 

n _ n /t, >~ 0, ~]/t, = 1, x* = ~*~1 #,x~ and r - Z,=I tt,g(x~). Since B(X*) = cony (G U - G) and 

H = c o n v  ( F U - F )  there are y*,z~EG, y* , z*EF  and 1>~2,,~>~0 such that  x~=~,y~+ 

(1 - ~ l ) ( - z * ) ,  i=1 ,  2 .... n, and x*=)~y*+(1 - ~ ) ( - z * ) .  I t  follows that  

n 

Z / ~ Y ~  + (1 - ~ ) z *  = ~#~(1 - - ~ ) z * + 2 y * ,  (2.3) 
t = l  i = 1  

and by the fact tha t  g is concave, 

n n 
* ~ * #~(1 - ;~,) g( - z~ ) + ~ lu~ t g(Yt) <- r. (2.4) 

~ = I  i = l  

From (2.3) and the decomposition lemma for vector lattices (cf. e.g. [21, Lemma 9.1]) 

there are u~*j6G and ~.j>~0, i, ]=1,  2 ..... n + l  such that  

n + l  

#i ~Y~ ~ ~.sui.j, l <.i<~n (2.5) 
J ~ l  

n + l  

#,(1 - 2j) z~ = ~ a~.jul*j, 1 ~< ~" ~< n (2.6) 
i = l  
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n + l  n+X 

u* (2.7) 2y*=  ~ ~,.~+~u~.=+~, ( 1 - 2 ) z * =  ~ ~n+~.i ~+1.~. 
| = I  I - I  

From these equations and the additivity of the norm on the non-negative elements 

in X* we get 
n + l  n + l  

lu, 2~ = ~ ~.~, #r - ~r = ~ ~,.~, (2.8) 
I=X i = l  

n+X n + l  

~ :  ~ ~,.n+l, I-A= ~ ~n+l.j. (2.9) 
~=i I =X 

From (2.5), (2.6) and (2.8) it follows that  

n + l  

tt~tig(y~)~ ~ ~,.sg(ui.j), 1 ~<i~<n, 

n + l  

/x j (1-Xj)g( -z~)~  ~ ~.jg(-u,*j), 1 ~<]~<n. 
t~X 

By (2.2) and (2.4) 

~> ~ ~ ~,jg(ut.t) ~- ~ ~-- ~i,]g(--Ul,j)~2,~ 0~1,t = ~t.n+xg(U|.n+l)'~ ~n+l,tg(Un+l.t)  
~=i J=X J = l  |=X |=XI=X i=X j = l  

> 2 ~  ~l , j  -}- ~ ~ t , n + l / ( U t : r t + l ) - ~ - 8 ~  ~ | . n + X - -  ~ O~n+l,J/(U:+l,j)'~-~" ~ n + l . J "  
i = l  j = l  i = l  i + l  J=X J = l  

(We used in the last step also the fact that  by  (2.7) and the fact tha t  F is a face of B(X*), 

u~*n+x and u*+l. j belong to F whenever ~, . ,+x#0 resp. ~ + l . j # 0 . )  Hence by  (2.7), (2.8) 

and (2.9) 

r>~/(y*)-(1-~)/(z*)+e I~l~+ (1 - t~)  uj =I(x*)+e, 

and this proves our assertion concerning cony A 1. The linear manifold As is closed by  

Lemma 2.1 and cony A x is compact. Thus there is a closed hyperplane C in X* • R such 

that  C fl c o n v A l =  r and A~cC. We define now h on B(X*) by the requirement that  

(x*, h(x*))tiC, x* e B(X*). I t  is obvious that  this h has all the required properties. 

We pass now to the proof of the theorem in the general case (i.e. if we do not assume 

(2.2)). The technique for doing this is similar to tha t  used by Edwards in [3]. Let  / and g 

be as in the statement of the theorem. 

By the preceding argument there is a w*-eontinuous h I on X* such that  h I [ ~(x*) <9 + 
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and hi I H= ]. Assume t h a t  we have found {h~}~:, all w*-continuous linear extensions of / 

so tha t  

h~[ s(x*) < g + (~)~ i = 1, 2 . . . . .  n 

' + :  i = 2 , 3  . . . . .  n .  

12~n+l]. then  gn+l is concave, w*-lower semicontinuous, and Le t  g , ~ z = m i n  [h ,+(~)  n+l, g+~a!  J, 

gn+:>~/+ (~)=+1 on H. Fur thermore,  g=+:(x*)+gn+:(-x*)>~�89 n for x* in B(X*). Indeed,  

if h=(x*)<~g(x*) and h=(-x*)~<g(-x*), then  g~+l(x*)+g~:(-x*)=(~)~+: while if h~(x*)> 

g(x*), then  g(-x*)>~-g(x*) and ]hn(x*)-g(x*)]<(~) n, hence g~:(x*)+g~l(-x*)>~ 

rain [h=(x*), g(x*)] - m a x  [h=(x*), g(x*)] + 2(a~) n+1 =2(w "+: - [h=(x*) -g(x*) ] ~> �89 A similar 

a rgument  applies if hn(-x*)  > g ( - x * ) .  Thus gn+: satisfies (2.2) for some e > 0  and hence 

there  exists a w*-eontinuous linear extension h=+ 1 of / such t h a t  h=+:] z(x.)~<9+(~) ~+1 

and, for x* in B(X*), we have h~(x*)+(])=+l>~h~+:(x*)=-h,+l(-x*)>~h=(x*)-(~)'*, i.e. 

[[h~:-hnH ~<(~)~+x. The sequence {h~}~: converges in norm to  an h which has all the  

desired properties. 

Remark. From the  first pa r t  of the  proof it follows t h a t  if g satisfies (2.2) for a suitable 

e > 0 then  h can be chosen such tha t  g(x*)> h(x*) for every x* E B(X*). 

We pass now to the  proof of a selection theorem for certain set valued maps  defined 

on B(X*). This theorem is a generalization of [10, Theorem 3.1] which in tu rn  part ial ly 

generalized a selection theorem of Michael [18]. The proof given here is a modification of 

L6ger 's  [13] simpler p roof  of [10, Theorem 3.1]. First  we need some additional notations.  

I f  E is a locally convex space we denote  b y  c(E) the  set of all convex non e m p t y  subsets 

of E and by  5(E) the set of all closed sets in c(E). A map ~ from a convex subset C of a 

linear space into c(E) is called convex if 

~t(p(Xl)§ 0~<~<1,  x: , x2 E C. 

The m a p  r is said to be lower semicontinuous if 

{x; ~(x) N U # O} is open for every open U in E. 

We say tha t  ~0 is symmetr ic  if - ~ ( x )  = ~ ( - x )  whenever  x, - x E C. B y  a selection for 

we mean  a m a p / :  C ~ E  such tha t  ](x)E~(x) for every xeC.  

THEOREM 2.2..Let X be a Banach space such that X* is an .L:(I~) space and let E be a 

•rechgt space. Let qJ: B(X*)-+5(E) be a convex symmetric w*-lower semicontinuaus map. Then 

q~ admits a w*-continuous a/line symmetric selection h. Moreover, i/1~ is an essentially closed 
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/ace o /B(X*) ,  H = c o n v  (F  U - F )  a n d / :  H-+E a w*-continuous a/line symmetric selection 

o/q)]g then the selection h can be chosen so that h [H =/. 

The proof of Theorem 2.2 is based on the following result which ensures the existence 

of approximate selections. 

LwMMA 2.2. Let X be a Banach space with X* =Ll(~t ), let E be a locally convex space 

and let q~: B(X*)->c(E) be convex symmetric and w*.lower semicontinuous. Let F, H and ] 

be as in the statement o/Theorem 2.2. Then/or every neighborhood U o/ the origin in E there 

is a w*-continuous symmetric a/fine h: B(X*)-~ E such that h(x*) EqJ(x*) + U, x* E B(X*) and 

h(x*) -/(x*) E U whenever x* EH. 

Proo/. We shall first prove the lemma if dim E < ~ by  induction on the dimension. 

Assume tha t  E = R i.e. dim E = 1 and let U be a symmetric open interval in R. Define 

g(x*) = sup (~v(x*) + U), x* E B(X*). 

Then g is a w*-lower semicontinuous concave function which satisfies (2.2) for a suitable 

e>0 .  The existence of a suitable h follows from Theorem 2.1 and the remark following 

its proof. 

Assume now that  the lemma is valid for RL Let  E = R ~ + I = R  • R ~ and let p, q be 

the canonic projections of E onto R and R n respectively. Let  Up and Uq be symmetric 

neighborhoods of the origin in R and R = respectively so that  Up • Uq is contained in the 

given neighborhood U in E. By Theorem 2.1 and the preceding argument there is a w*- 

continuous affine symmetric function k: B(X*)-+R which extends p c /  and for which 

k(x*)Epoq~(x*)+�89 for every x*EB(X*). The map  v~: B(X*)-+c(E) defined by  v~(x*)= 

p-l(k(x*) + �89 is convex symmetric and w*-lower semicontinuous. Moreover, its graph, 

tha t  is the set {x*,p-i(k(x*)+�89 is open in B(X*)xR n+i. I t  is easy to 

check (cf. [5, Lemma 8.2]) tha t  the map ~v: B(X*)-~c(E), defined by 

w(x*) = p-l(k(x*) + �89 n q~(x*) 

is convex symmetric and w*-lower semicontinuous. The same properties are shared by  

the map qo~v: B(X*) ~c(R'~), and qo/is a selection of qo~ Ix. From the induction hypothesis 

it follows tha t  there exists a w*-continuous affine symmetric selection ~ of x*-+ q o~v(x*) + Uq 

such tha t  ~(x*)Eqo/(x*)+Uq for x*EH. I t  is easy to check tha t  h: B ( X * ) ~ E = R  •  ~ 

defined by  h(x*) = (k(x*), ~(x*)) has all the desired properties. 

We pass now to the general case. We assume as we clearly may  tha t  U is an absolutely 

convex neighborhood of 0 in E. For y E E define 
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G~ = {x* E B(X*); yEqJ(x*) + �89 } 

173 

G'~ = {x*EH; yE/(x*) +�88 

Since q is w*-lower semicontinuous and / is w*-continuous, {Gy}y~ and {G~}~E~ are open 

coverings of B(X*) and H respectively. Hence there are {Yt}~=l in E such that  B(X*)= 

I.J 7=i Gy, and H =  U~=i Gy~. Consider the maps ~i: B(X*)~c(R~) and ~o~: H~c(R  ~) defined 

by 

~)1(z*) = {~ = (~i) e Rn; z~n=l 2,y, E~(x*) + �89 

and ~/)2(x*) = {~ = (~t) eRn; ~ = 1  2,y,e/(x*) +�88 

I t  is easy to check that  both maps are convex symmetric and w*-lower semieontinuous. Let  
n W be an absolutely convex neighbourhood of the origin in R n such that  (~u,) E W ~  ~:~=l#~Yt 

�88 By the first part  of the proof the map x * ~ ( x * ) +  W of H into c(R ~) admits a w*- 

continuous affine symmetric selection k (note that  by Lemma 2.1 and elementary properties 

of L i spaces the subspace V spanned by H is a dual L i space). Clearly k(x*)Eyh(x* ) for 

x* E H. Applying again the finite-dimensional case, which we already established, we get 

a w*-eontinuous symmetric affine h'= (hi . . . .  , h~): B(X*)~ R n such that  h'(x*)E~)l(x* ) + W, 

x*EB(X*) and h'(x*)-k(x*)EW for x*EH. I t  is easy to check that  h(x*)= Z~=I h~(x*)yi 

has all the desired properties. 

Proo/ o/ Theorem 2.2. Clearly it  suffices to prove only the second assertion of the 

theorem. Let  (p~}=~l be an increasing sequence of seminorms on E which determines its 

topology. For y E E and r >0  put  B~(y, r) = {z E E: p~(y, z) <r}. By repeated use of 

h ~ Lemma 2.2 we construct a sequence { =)n=l of w*-continuous affine symmetric functions 

from B(X*) to E so that  

hx(x*) E(p(x*) + B~(0, �89 

hx(x* ) - /(x*) E Bi(O, �89 

and for n > 1 

x* E B(X*); 

x* EH 

h~(x*) E~(x*) N Bn_~(h~_x(x*), 2 -n+~) + B,~(0, 2-~), x*E B(X*); 

h~(x*) -/(~*) ~ BAO, 2- % 

h The completeness of E guarantees that  the sequence { ~}~=l converges uniformly to a 

function h: B(X*)-',-E which has all the desired properties. 

We state now without proof a few corollaries of Theorem 2.2. Their proofs are similar 

to those of the corresponding results for simplexes (cf. [10]). 
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COROLLARY 1. Let X* be a n  L 1 space. Let H be a w*.metrizable and closed/acial section 

o /B(X*) .  Then there is a w*-continuous a/line symmetric map o/ B(X*) onto H whose re- 

striction to H is the identity. 

Corollary 1 may be phrased also as follows. Let X and H be as above and let V be 

the subspace of X* spanned by H. By Lemma 2.1 V=  (X/V• * where V • is the annihilator 

of V in X. Denote by v2: X ~ X / V  • the natural quotient map. With this notation Corollary 

1 asserts that  there is an isometry into T: X / V z ~ X  so that  y~o T is the identity of X / V  • 

I t  follows that  Toy~ is a projection of norm 1 from X onto T(X/V• 

COROLLARY 2. Let X be a Banach space such that X*=LI(/z ) /or some/~. Let Y c Z  

be Banach spaces so that every y* E Y* has a unique norm preserving extension to an element 

~)* EZ*. Assume also that the map y* ~ ) *  is continuous in the respective norm topologies. Then 

every compact operator/tom Y to X has a compact norm preserving extension to an operator 

/rom Z to X .  

Let us single out the following special case of Corollary 1 above. 

T ~ o l ~ M  2.3. Let X be a separable Banach space such that X* is a non-separable 

LI(I~ ) space. Then X contains a subspace isometric to C(K). K the Cantor set, on which there 

is a projection o/norm 1. 

Proo]. Since X is separable and X* is not separable the set ext B(X*) is in its w* 

topology an uncountable complete metric space (cf. [15]). The map x*-~ - x *  is a homeo- 

morphism of ext B(X*) onto itself. Hence there is a relatively closed uncountable subset 

K 1 of ext B(X*) such that  K 1 N ( -K1)  = z .  By a classical result [9, p. 408, p. 445] K I has 

a subset K homeomorphic to the Cantor set. By [24], F = c o n v  (K) (the closure in the 

w*-topology) is a w*-closed face of B(X*). Apply now Corollary 1 to the facial section 

H = cony (/V (J _ F) of B(X*). I t  is easy to verify that  (with the notation of the remark 

after the statement of the Corollary) X / V  • is isometric to C(K) and thus X has a subspace 

isometric to C(K) on which there is a projection of norm 1. 

In  connection with Theorem 2.3 let us mention two other recent results. 

1. Zippin [23]. Every infinite-dimensional Banach space whose dual is an L 1 space 

has a subspace isometric to c o (the space of all sequences tending to 0). 

2. Lazar [11], Every infinite-dimensional Banach space whose dual is an L 1 space 

and which is not polyhedral (i.e. it has finite dimensional subspaces whose unit balls are 

not polytopes) has a subspace isometric to c (the space of convergent sequences). 
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3. The structure theorem and the existence of representing matrices 

An impor tan t  p roper ty  of Banach  spaces whose duals are L 1 spaces is t ha t  t hey  are 

rich with finite dimensional subspaces which are isometric to  1 m for some m (recall t h a t  

l~ is the  space of n tuples 2=(21,  2~ ... . .  ~[~) with II~[[ =maxi<t<m[2~l ). A strong result  

in this direction is: 

T~EOREM 3.1. Let X be a Banach space such that X* is a n  L 1 space. Let F 1 and F2 

be /inite-dimensional subspaces o~ X such that the unit cell o/ F 1 is a polytope. Then/or 

every e > 0  there exists a subspace E o/ X such that E ~  F1, E = l ~  /or some m < ~  and 

d(x, E)<~s/or every x E F  2 with ]lx]l ~1. 

B y  d(x, E) we denote the distance of x f rom E, i.e. inf { l lx-y l l ;  Y E E}. Before we prove 

the  theorem let us make some remarks.  Since the uni t  ball of every subspace of l~ is a 

polytopc the  assumption we made on F 1 is clearly necessary. Theorem 3.1 is a simultaneous 

generalization of [14, Cor. 2 to Theorem 7.9] which is the special case 2'  2 = {0} of the theorem 

and the  main  result of [12] which is weaker t h a n  the  case F 1 = {0} of the  theorem. Theorem 

3.1 is actual ly a characterizat ion of spaces whose duals are L 1 spaces. Even  if we assume 

only t h a t  X has the p roper ty  expressed in the  theorem with F 1 = {0} it follows t h a t  X* 

is an L 1 space (cf. [12] and [14, Theorem 6.1]). 

The proof of Theorem 3.1 is based on two lemmas. This first one is a generalization 

of L e m m a  2.1 of [10]. 

L E P T A  3.1. Let X be a Banach space whose dual is an L 1 space. Let {/~}~=1, {g~}~=~ 

U n and { j}j=~ be realvalued /unctions on B(X*) with {/,} and {q~} a/line and w*-continuous. 

Let {x*}~=l be extreme points o/B(X*).  Assume that 

g~<~ ~ ~i.juj<~/i , l <~i<.n 
j = l  

/or some scalars ~ .  ~ and that 

- % ( x * ) = u j ( - x * ) ,  l~<j~<m, x*EB(X*). 

X m Then there are { ]}~=1 in X such that 

gi(x*)<~ ~ ~i,~x*(xj)</i(x*), l <-i <n, x*EB(X*) 
,~1 

and x*(x~)=uj(xk), l<~]<~m, l<<.k<p. 
1 2 -  712905 A c t a  m a t h e m a t i c a  126. I rnpr lm~ lo 8 Avri l  1971 

(3.1) 

(3.2) 
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Proo/. B y  induc t ion  on m. L e t  m = l  so (3.1) reduces  t o  g,~.lUl<~f~, 1 <~i<~n. There  

is no loss of gene ra l i ty  to  assume t h a t  a, .  z = 1 for eve ry  i. Define g: B(X*)->R b y  g(x*)= 

min  {/,(x*), -g,(-x*); 1 <~ i <~n}. Then  g is w*-continuous and  concave on B(X*). W e  have  

also t h a t  g(x*) >~Ul(X*) for x* E B( X*) and  hence b y  (3.2) g(x*) + g( - x*) >10, x* E B(X*). B y  

Theorem 2.1 (with H = c o n v  {q-x~; 1 <~k<~p}) t he re  is an  xzEX such t h a t  x*(xt)=uz(x~) 

for eve ry  k a n d  xl(x* ) <~g(x*), x*E B(X*). This  proves  t he  l emma  for m = 1. 

Suppose now t h a t  t he  l e m m a  holds for m -  1. W e  m a y  assume wi thou t  loss of gener-  

a l i t y  t h a t  a~.m is e i ther  0 or  1 for eve ry  i. W e  get  f rom (3.1) t h a t  

m-I  m-1 

g~ - ~ a~.i ul < u~ </~ - ~ a~.j u t 
1=1 j ~ l  

if cz,.,n 4 0. Hence  the  funct ions  {ui}~Z 1 sa t i s fy  

m-1 

g, - L < Y (~r.t - ~.J) uj -<</~ - g,, 
i=1 

g~(x*) + g,( - x*) < 

if ar.,n = as.m = 1, and  

m - 1  

(~z,d - ~s.r ut (x*) <~ lr(X*) + Is( -- X*), X* E B(X*) 
i=1 

m 1 

t=1 

if a~.m = 0. B y  the  induc t ion  hypothes i s  we can f ind {xj}~_-] 1 in X such t h a t  

x~(xj)=uj(x*), l <~j<<.m-l,l <k<~p 

m - 1  m - 1  

gr(X*)-  ~ arjx*(xj)~/,(x*)- ~ a~.jx*(xi), x*EB(X*) 
1=1 t = 1  

(3.3) 

(3.4) 

m-1 
gr (x*) + Vs( -- x*) < Z (~.S-- a,.j) z* (ZS) < / r  (X*) + L( -- x*), x*eB(X*) 

t=1 
(3.5) 

whenever O~r, m ~ g s , m  " ~ "  1, and 

m--1 
g,(x*) < ~ ~ j * ( z j )  <l , (x*) ,  

1=1 

if ~.m = 0. P u t  now 

x* EB(X*) (3.6) 

I m - I  } rn-I 
g(x*)=  min  Jr(x*)- ~ O~r.jX*(Xj), - g r ( - x * ) -  ~ :r �9 

~r,m=l:oL t=1 1=1 



BANACH SPACES W H O S E  DUALS ARE L 1 SPACES 177 

Obviously g is concave and w*-continuous and by  (3.4) and (3.5), g(x*)+g(-x*) >~0. By 

(3.1), (3.2) and (3.3) * >~ * g(xk)~u~(x~), k = l ,  2 ..... p. Applying once more Theorem 2.1 we 

find an xmEX which together with {xr ~ satisfies all the requirements of the lemma. 

LWM~A 3.2. Let W be a compact absolutely convex subset ot Rn+I=R • R ~ such that 

its canonical projection on R n is a polytope. Denote by p and q the canonical pro~ections o/ 

R ~+1 onto R and R ~ respectively. Then/or every e > 0  there are distinct extreme points (ej}j=l 

o[ W and realvalued symmetric/unctions {2j}j~l de/ined on W such that 2r 1/or every j 

and,/or every w E W 

I~,(w)l ~<1, [p(w)- ~ ]t~(w)p(e,)l<-..e , q(w)= ~ ,~,(w)q(ej). 
t=1 =1 j ~ l  

Proo/. Let  W' be a symmetric polytope whose vertices are extreme points of W, 

such tha t  qW=qW'  and for every yEqW 

{t; t E R, (t, y) e W} = {t; t e R, (t, y) E W'} + [ - e, ~]. 

Let {ej)~=l be vertices of W' so tha t  W ' = c o n v  {•  1 ~<i~<m} and e,___ej~=0 for i ~ j .  For 

w e W '  define real numbers (2j(w)}~=l so that ,  ~j(ej)=l ,  2 j ( w ) = - 2 j ( - w ) ,  ~ = l  ... . .  m, 

Z?~I [~j(w)l =1 and w= Zj~l 2j(w)ej. We extend the functions (2s}j= ~ to W by  defining 

for w E W ~ W' 2~(w)= 2j(w'), 1 <~j ~< m, where w'E W' is defined by  

q(w') = q(w) and I p(w) -p(w')[  = min { IV(W) -p(w")],  w" e W', q(w") = q(w)). 

I t  is easy to check tha t  the ~j have all the desired properties. 

Proo/ o/ Theorem 3.1. Let  X, F1, F 2 and e > 0  be given. A simple inductive argument  

shows tha t  without loss of generality we may  assume tha t  dim F2=l .  Let  {Y~}7=1 be 

a basis of F 1 and let z be a unit vector in F~. Consider the map T: X * ~ R  • R n defined 

by  Tx*=(x*(z), x*(yl) , x*(y~) . . . . .  x*(yn) ) and put  W=TB(X*) .  By Lemma 3.2 there are 

{ej}~=leext W and symmetric functions (~tj}T_I defined on W such tha t  ~tj(ej)=l for 

every i and 

I&(Tx*)[ <.1, x*eB(X*) 
J=l 

~c*(y~)= Z 2r +I, l • i •n ,  x*eB(X*), 
1=1 
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[x*(~)- ~ Aj(Tx*)el[<e, x*EB(X*). 
t=1 

Here  we used the  nota t ion  ej=(e~, e~, ..., e~+l), 1 ~<j~<m. Le t  uj: B(X*)-+R be defined b y  

uj(x*) =)~j(Tx*) and choose {x~}~n=~ E ext  B(X*) so t h a t  er = Tx*. Then  for every  )', uj(x*)= 1 

and  for every  x* E B(X*) 

x*(y,) = ~ uj(x*) ~+1 ej , i = 1  . . . . .  n 
j = l  

?n 

- ~ < x*(~) - ~ uj(x*) e~ < ~, 
t=1  

- l ~ O j u j ( x * ) < l ,  O j = _ l  . . . . .  m. 
J = l  

X m B y  L e m m a  3.1 there  are { j } j = l  i n  X such t h a t  

~+lxj, i =  1,2 . . . .  ,n (3.7) Yt = el 
i = 1  

m 

Ilz-  ~ elxjII ~< ~, (3.8) 
j = l  

II ~Ojxjll<l, O j = + l , J  = 1  . . . . .  m (3.9) 
t = 1  

and H xj [[ ~ xj (xj) = 1. (3.10) 

Le t  E be the  subspace of X spanned b y  {xj}•=l. B y  (3.7) E ~  F 1 and  b y  (3.8) d(x, E) <~e 

for every  x E F  2 with ]]xl] ~<1. B y  (3.9) and  (3.10) E = l  m and this concludes the  proof  of 

the  theorem.  

For  separable  spaces Theorem 3.1 yields easily a slightly s t ronger  version of the  

ma in  result  of [19]. 

T~r]~OR~M 3.2. Let X be a separable infinite dimensional Banach space such that X* 

is an L 1 space. Let F be a finite-dimensional space whose unit ball is a polytope. Then there 

exists a sequence (En}~= 1 o//inite-dimensional subspaces o / X  such that EI~ .F, E~+I~ En 

and m, E~ =l:r /or every n and X = U ~=x ~ E~. 

Proo]. Le t  {x~}~%z be a dense sequence in the  uni t  ball  of X.  B y  Theorem 3.1 we can 

cons t ruc t  induct ively  a sequence {E~}n=l of f ini te-dimensional  subspaces of X such t h a t  
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E 1 ~ F and for every n E=+ 1D E=, E~ = l ~  and d(x~, E~)<~ 1In. I t  is clear tha t  X = U ~=I E~ 

and this concludes the proof. 

The rest of this section is devoted to some simple facts concerning isometric em- 

beddings of an l~ space into an l~ space with n<m.  Let {e~}t= 1 be the usual unit vector 

basis in l~, i.e. e~ = (0, 0 . . . .  ,0,  1, 0, ...) with 1 only in the i ' th  place. By  an admissible basis 
e n in l~ we mean a basis of the form {~p ~}~=1 where IP is an isometry of l~, i.e. a basis of the 

e n form {0, =(~)}~=1 where 0~ = +_ 1 and z a permutat ion of {1, 2 ..... n}. I t  is easy to see (cf. 
U n [19]) tha t  if { ~}~=1 is an admissible basis in l~ and T: l ~ l ~  is a linear isometry then there 

exists an admissible basis {v~}~=~ in t~ such tha t  Tu,=v t+ ~ = + 1  at,jvj with Z~=~]a,,jl ~<1 

for every n + l  <~i<m. Conversely, for every such {Vi}~n=l and {ai, f}n~g~ m the equation 

above defines an isometric embedding of l~ into l~. I t  follows in particular tha t  if 2'j = 

Span {(Tu~)~=l, Vn+l, V=+2 ..... Vr then 2'r is isometric to / ~ ( n + l  ~<]~<m). Thus (as 

observed in [19]) whenever F =  E with F = / ~  and E = l ~ ,  there exist {Fr such tha t  

- ~  F ,+~= .. .= Fm_~= E with Fr Hence if in the statement of Theorem 3.2 dim F=O 

or 1 we can take the E= given by  the theorem so tha t  dim En=n (i.e. E~=l~). 

Let now X =  Un%1 E~ with En~En+~ and En=l ~ for every n. Choose a unit vector 

e~.l in Ex (this is just a choice of direction). By  the description made above of the general 

form of an isometry from l~ into t~+l ~ we can choose inductively for every n >~ 2 admissible 

bases {e~.n}~=~ in En so tha t  

e~.n : e i , n + l - b a i , n e n + l , n +  1, I <~i<n, n : 1, 2, 3 .... (3.H) 

and ~ n = 1 , 2 , 3  . . . .  (3.12) 
i = 1  

The triangular matr ix  A = (a~.~} ~=1.2,...1<i<n which we associate with X in this manner  is 

called a representing matrix o / X .  

The matrix A is not determined uniquely by  the representation X = U ~%1 E~. Indeed, 

in every step of the inductive construction of the bases (e~.~}~l we have a choice of sign 

in the definition of e~. ~. I f  for one fixed n we replace en. n by  -en.  ~ then in order to pre- 

serve the vahdi ty  of (3.11) we have to replace ea. m by  -en,m for every m > n .  The effect 

this operation has on the matr ix  A is to replace a~.~_ 1 by  -a~.~_ 1 for 1 <~i<~n-1 and 

a~,m by  -a~.m for m >~ n. I t  is easy to see tha t  up to this operation of changing suitable 

signs the matr ix  A is determined uniquely by  the representation X = U ~%1 E~. In  particular 

to every such representation there corresponds one and only one matr ix  A which satisfies 

for every n 



180 A. J .  LAZAR A N D  J .  L I N D E N S T R A U S S  

~ai.n>~0 and if ~ a ~ . ~ - 0  then a~o.,>0 (3.13) 
| = I  i = l  

provided tha t  a~. ~ : 0 for i ~<i 0 and [ a~0. n [ > 0. A separable infinite-dimensional Banach 

space X with X* =/51 does not have a unique representation as X = [J ~-1 E~ with En= En+l 

and E~ =l~ .  Different representations of the same space give rise, in general, to entirely 

different matrices A. This leads to some difficult problems which will be mentioned in 

Section 5. 

Every  triangular matr ix  A satisfying (3.12) is a representing matrix of a uniquely 

defined Banaeh space whose dual is L r Indeed, if {e,.~},~l denotes the unit vector basis 

of l~ then (3.11) defines for every n an isometric embedding of l~ -1 in l~ and with identi- 

fication of l~ -1 as a subspace of 1~r n=2, 3, ... the Banach space X =  Un~ loo has an L 1 

dual and A is a matr ix  representing this X. I t  follows tha t  there is a one to one correspond- 

ence between all representations of all separable infinite dimensional X with L1 duals as 

X =  L J ~ I  E~ with E n c  En+l and En = l~ ,  and all tr iangular matrices A satisfying (3.12) 

and (3.13). 

4. Functional representations 

In  this section we introduce some special classes of spaces whose duals are L 1 spaces 

and give some orientation on the relation between these classes. The section is essentially 

a summary  of [17] with some additions. Facts brought in this section without a reference 

or a comment concerning their proof may  be either found explicitely in [17] or follow 

easily from the results of [17]. First the definitions. In  cases where there can be no con- 

fusion we shall use the same notations for a class of Banaeh spaces and a general represen- 

tat ive of this class. In  all the function spaces we take the supremum norm. 

C(K) spaces: The spaces of continuous functions on compact Hausdorff spaces K. 

Co(K ) spaces: The spaces of continuous functions on compact Hausdorff spaces K 

which vanish at  a fixed point of K. Or, equivalently, the spaces of continuous functions 

on locally compact Hausdorff spaces which vanish at infinity. 

Co-(K) spaces: The spaces of all continuous functions / on compact Hausdorff spaces 

K which satisfy ](ak) = -/(k) for all k EK, where a: K--->K is a homeomorphism of period 2 

(i.e. a2 =identi ty).  

Cz(K ) spaces: Those C~(K) spaces in which the homeomorphism a has no fixed points. 

M spaces: Sublattices of C(K) spaces or, equivalently (by [8]) spaces X which can be 

represented as follows: there is a compact Hausdorff space K and a set A of triples 

{k~, k~, ~}~A with k 1, k~EK and ~>~0 such tha t  X is the set of all /EC(K) which 

satisfy/(k~) =2 j (k~)  for all ~eA.  
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G spaces: Spaces defined like the explicit definition of M spaces only that  now the 

~a are allowed to be arbitrary real numbers (i.e. may also be negative). 

A(S) spaces: Spaces of affine continuous functions on compact Choquet simplexes S. 

(For information on simplexes el. e.g. [21].) 

Ao(S ) spaces: Spaces of affine continuous functions on compact Choquet simplexes S 

which vanish at one fixed extreme point of S (these are the simplex spaces in the termino- 

logy of [4]). 

For all these classes of Banach spaces the duals are L 1 spaces. The relations between 

those classes are clarified by the following diagram 

X *  = L I ( ~ )  } 

Here A-~ B means that  every space of class A is also of class B. From the diagram it is 

possible also to read the intersection of two classes. I t  is the common "source" of these 

classes in the diagram. For example 

Ao(S) N G = M, C~(K) n A(S) = C(K), etc. 

Here are properties which characterize some of the classes above among all Banach 

spaces whose duals are L 1 spaces. Let X be a Banaeh space such that  X* =LI(#) for some/u. 

Then 

(i) X is an A(S) space if and only if ext B(X) =~.  

(ii) X is a C~(K) space if and only if ext B(X*) is w*-closed. 

(iii) X is a C(K) space if and only if ext B(X) ~ and ext B(X*) is w*-closed. 

(iv) X is an Ao(S ) space if and only if X can be ordered so that X* is an Ll(/u ) as an 

ordered Banach space. Stated otherwise: X =Ao(S ) if and only if X* is isometric to Ll(/u ) 

in such a way that  the positive cone of LI(#) is the image of a w*-closed set. (This assertion 

is an immediate consequence of the definition.) 

The class of spaces whose duals are L 1 spaces is closed under some natural operations: 

direct sums with the supremum norm, tensor products with the smallest cross norm and 

projections of norm 1 which are of particular interest. Let B be a class of Banach spaces. 

We denote by ~(B) the class of all Banaeh spaces Y for which there is an X ~  Y with 

X e B and a projection of norm 1 from X onto Y. Then 
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g(C(K)) = g(Co(K)) = 7e(Cz(K)) = x~(C~(K)) = C~(K) 

g(M) = ~(G) = G. 

I t  is likely tha t  z~(A(S))=ze(Ao(S))= (X; X*=LI(/~) }. The next  proposition shows tha t  

g(A(S)) =z~(Ao(S)) and in the next  section we show tha t  z~(A(S)) contains all the separable 

spaces whose dual is an L 1 space. 

P R o P o s I T I O N 4.1. Let X be a simplex space. Then there is a simplex S so that X is 

isometric to a subspace o/ Y = A ( S )  on which there is a projection of norm 1. 

Proof. By our assumption X = A 0 ( S  ) for some simplex S. We m a y  clearly assume 

tha t  the extreme point of S on which all the functions of X vanish is the origin of the 

linear space V which contains S. Let  V 1 be a linear space isomorphic to V by  a (topological) 

isomorphism y~. Let  S be the convex hull of {(v, 0), yES} U ((0, ~v), vES} in the direct 

sum V| V 1. I t  is easy to verify tha t  S is a simplex, and tha t  for eve ry /EAo(S  ) there is 

one and only one function F = T / i n  A(S) which satisfies F(v, 0) =/(v) and F(0, y~v) = - / (v )  

for every vES. This map T: X-> Y = A ( S )  is an isometry. Let  P be the operator from Y 

to X defined by  PF(v)=(F(v ,  0 ) - F ( 0 ,  v2v))/2, yES. Then T P  is a projection of norm 1 

from Y onto TX.  

As mentioned above, a Banach space X with X* = L  1 is an A(S) space if and only if 

the unit ball of X has at least one extreme point. I t  thus looks as if the relation between 

general preduals of LI(~U ) and A(S) spaces is similar to the relation between general Banach 

algebras and Banaeh algebras with identity. I.e. tha t  by  suitably adjoining an extreme 

point to a predual of an L 1 space we get an A(S) space. This is obviously the case if X is 

a simplex space Ao(S ) - we have just to add to X the constant functions. However, in 

general the situation is not as simple, and it seems tha t  the natural  way to reduce (if 

possible) questions on general preduals of L 1 to A (S) spaces is by  using projections of norm 

1 (in the sense of Theorem 5.5 below). As an example of the fact tha t  a simple "adjoining 

of an extreme point"  is not possible we take the subspace X of C(0, 1) consisting of all 

the functions which satisfy 2](0)= - / (1 /3)  and 2f(1)= - / (2/3) .  Clearly X is a G space of 

codimension 2 in C(0, 1). There does not exist a Choquet simplex S such tha t  X is isometric 

to a subspace of codimension one in A(S). Our proof of this fact is not short and instead 

of presenting here the (quite boring) detailed proof we just state (also without proof) the 

main proposition on which it is based. 

PROPOSITION 4.2. Let S be a Choquet simplex and let X be a subspace o/codimen- 

sion one in A(S) so that ext B ( X ) = 0 .  Then there is a subset K o / e x t  B(X*) such that 
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(1) K kJ ( - K )  = e x t  B(X*).  

(2) S is a//inely homeomorphic either to the w* closure o/ cony K or to the w* closure 

o / c o n y  ( g  U {x*})/or some x* E B(X*).  

(3) I] S is homeomorphie to cony K then K = e x t  cony K. 1 / t he  other possibility o/ 2) 

holds then g U (x*) = e x t  conv (K U (x*)). 

We are convinced ( though we did not  check it in detail) t h a t  there are G spaces which 

are not  isometric even to subspaees of finite eodimension in A(S)  spaces. 

5. Representing matrices--examples and applications 

As ment ioned at  the  end of Section 3 every  separable infinite dimensional predual  X 

of LI(#) has m a n y  representations X =  I.J~%l E~ and thus m a n y  representing matrices. 

(In this section whenever  we ment ion such a representat ion we shall assume tha t  En ~ E~+I 

and E~ = l ~  for every integer n.) I n  part icular  it is clear t ha t  X is not  affected if we change 

a finite number  of the isometric embeddings En-+E~+ r Thus X depends only on the as- 

symptot ic  behaviour  of A =(ai .~)  as n ~ .  We shall give now two simple examples to 

illustrate this point. 

EXA~PL]~ 5.1. Let (tn)~ol be a sequence o/numbers in the interval [0, 1]. Let A be the 

matrix de/ined by an. n =t  n and a~.n = 0 / o r  i <n.  Then 

(i) 1] the in/inite product H~%-x tn converges, A represents the space c o/convergent se- 

quences. 

(ii) I] the in/inite product II ~ ~=1 t~ diverges, A represents the space c o o/sequences con- 

verging to O. 

X co Pros/. Case (i). Le t  ( n~n=l be the sequence in c defined by  

x 1 : (1, tl, tit2, tlt2t 3 .. . .  ) 

x~ = (0, 1, t2, t~t a .... ) 

x n = (0, 0 .. . . .  O, 1, tn, t n t n +  1 . . . .  ) 

I t  is clear t ha t  for every  n, En = s p a n  {x,}Lx is isometric to l~ with {e,}~C( U {xn} 

as an  admissible basis (e~ is the  sequence in c o whose i ' t h  coordinate is 1 while all the rest 

are 0). Since Xn =en +tnxn+l, n = 1, 2 . . . . .  A is a representing matr ix  of X = U ~%x En. Since 
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e, EX for every i it follows tha t  cocX. The fact tha t  H r tn40  for sufficiently large i 

implies tha t  X ~= c o and hence X = c. 

The proof of case (ii) is similar. In  this case {x~}~=l~c 0 and thus X = c  o. 

EXAMPLE 5.2. Let {tn}~~ be a sequence o/numbers in [0, 1]. Let A be the matrix de/ined 

by al,~=t n and a , .n=0,  i > 1 .  Then the isometric type o] the space which A represents deter- 

mines and is determined by the set o/limiting points o/the sequence (tn}~=l. 

Proo/. I t  is easy to check tha t  A represents the subspace X of the space m of bounded 

sequences, spanned by the unit vectors {e,}i%2 and the vector u= (1 ,  tl, t2, t a . . . .  ). The 

extreme points of B(X*) are the functionals * ~ {q-x, },-1 defined by  x~(21, 42, . . .)=4,. I t  

follows tha t  ~ is a limiting point of {tn}n~_l if and only if there is a sequence in ext B(X*) 

which converges in the w* topology to a functional of norm ~t. Thus the set of limiting 

points of {tn}~~ is determined by  the isometric type of X. Conversely, if {tn}~~ and 
8 0o { n}n=l have the same set of limiting points then by  a well-known elementary fact there 

is a permutat ion ~ of the set of positive integers such tha t  t~-s:~(~)-+O as n-+o~. This 

permutat ion z induces in a natural  way an isometry of m which maps the span of 

(1, Sl, s 2 ... .  ) U {e,)~e onto the span of {(1, tz, t~, ...)} U {e,}~2. 

The reader should note the essential difference between Examples 5.1 and 5.2. While 

in 5.2 the rate in which t ~ l  (if at all tn-~l ) is of crucial importance we have tha t  in 5.2 

only the set of limiting points itself matters.  

I t  seems to be a very difficult problem to determine the set of all representing matrices 

of a given separable infinite-dimensional predual of LI(/~ ). We know the answer to this 

question only for one such space, namely the space of Guraril [7] and even here the situa- 

tion is not entirely clear. We shall come back to this space at the end of the paper. 

The situation is somewhat simpler if we ask the following question. Given a class B 

of separable Banach spaces whose duals are L 1 spaces, find a class of matrices A so tha t  

every matr ix  of A represents a space in B and tha t  every space in B has a representing 

matr ix  belonging to A. Our next  three theorems give answers to some particular cases of 

this question. 

The set of all representing matrices, i.e. all triangular matrices satisfying (3.12) form 

a convex set. I t s  extreme points are easily determined. These are the matrices {a~.~} 

such tha t  for every n there is an i(n) such tha t  lai(n).nl =1 and a~.~=O for i4i(n).  The 

spaces which admit  extreme representing matrices are also easily determined. By the 

discussion at  the end of Section 3 we may  assume tha t  (3.13) holds, i.e. tha t  a,(~).~ = 1 

for every n. 
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THEOREM 5.1. A Banach space X has a representation by an extreme representing 

matrix i / and  only i / X  = C(K) /or some compact metric totally disconnected K. 

Proo/. Let K be a totally disconnected compact metric space. There exists a sequence 

(Hn}n~l of partitions of K into disjoint closed sets so that  for every n, Hn has n elements, 

II~+ 1 is a refinement of Hn and 

~n=maxd(A) -~0  as n - + ~  
A e Y I  n 

(where d(A) denotes the diameter of A). Let E n be the linear span of the characteristic 

functions of the sets belonging to [I n. Then E~ =l~,  En~ E~+ 1 and C(K)= (J n~l En. I t  is 

clear that  the matrix A corresponding to this representation of C(K) is extreme. 

Conversely let A be an extreme matrix i.e. at(n).n=l and a~.~=0 for i~:i(n). Let K 

be the set of all sequences of integers (]cl,/c~, ]c a .... ) with ]C 1 = 1 ,  

k~+ 1=/c~, if kn~=i(n), n = l , 2  .... 

and ]~n+l  = either k~ or n + 1 if kn = i(n), n = 1, 2 .... 

Clearly K c H ~ = I Z n  where Z~= (1, 2, ..., n). We take on each Z n the discrete topology 

and on K the topology induced by the product topology. With this topology K is a com- 

pact metric totally disconnected space. Let [ in=(A~, A~ ..... Ann) be the partition of K 

defined by (/cl, /c~,/ca, ~ -~ �9 o~ . . .)EA~_k~=~. The (YI~}~-i have all properties required of the 

partitions in the first part  of the proof. I t  is clear that  the matrix representing C(K) 

which was constructed above out of the sequence of partitions ( I I~}~l  is the matrix A 

with which we started. 

THEOREM 5.2. A separable in]inite-dimensional Banach space X has a representing 

matrix A = (a~.n} with 

Za~.~=l ,  n = 1 , 2 , 3  .... (5.1) 
l 

i/ and only i/ X = A ( S )  /or some simplex S. 

Proo/. Assume that  X = [J ~ E~ is a representation of X corresponding to a matrix A 

satisfying (5.1). Let e=el.  1 be (the positively oriented) unit vector of E 1. I t  follows from 

(3.11) by using induction on n that  

e = ~ e~.~ (5.2) 

I t  follows that  e Eext B(E~) for every n and thus for every x E B(E~) 
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m a x  (lie § I le-xl l )  = Ilell § Ilxll. (5.3) 

Since [.Jn En is dense in X, (5.3) holds for every x E B ( X )  and hence eEext B(X).  By the 

characterization of A(S) which was mentioned in Section 4 we deduce tha t  X = A ( S )  for 

a suitable simplex S. 

Conversely, assume tha t  X =A(S)  and let e be an extreme point in the unit ball of X 

(e.g. the function identically equal to 1). By Theorem 3.2 there exists a representation 

X =  U~=~ E ,  with Ei={~te; 2ER}. Since eEext B(X)  it follows tha t  eE ext B(E~) for 

every n. We show now by  induction on n tha t  with a suitable choice of signs (of e . . . .  

n = l ,  2, ...) (5.2) and (5.1) hold. Indeed assume tha t  (5.2) holds for some n. Then by  (3.11) 

e= ei,n = et.n+l § ai.n en+l,n+l. 
t=1 ~=1 

Since eEext B(En+I) we get that  ]Z~nla~.n] =1 and hence after a change of sign of 

en+l.n+ 1 if necessary Z~=I a~.~=1. Thus (5.1) holds for n and (5.2) holds for n + l .  This 

concludes the proof. 

COROLLARY. Let S be a compact metrizable in/inite-dimensional Choquet simplex. Then 

there exists a sequence o/a/fine surjective maps ~ :  An+I-~A ~ where A~ is an n-dimensional 

simplex such that S is the inverse limit o/the system 

A I ~ A ~ A a  . . . .  

Proo/. This is just a restatement  of Theorem 5.2 in terms of the dual space. I f  

T~: ~r n -~l~+1o~ is given by  T~e~,~=e~,~+~§ 1 with a~,n>~0 and Z~=I a~,~=l  then 

T* maps the positive face of B(l~ +~) affinely onto the positive face of B(l~). 

Remark. Theorem 5.2 can be given also a probabilistic interpretation. Consider a 

random walk on the integers 1, 2, 3, ... in which it is impossible to advance. Denote the 

probabili ty to go from a state n to a state i with i ~ n  by  a~.~. The matr ix  A = {a~,n} gives 

rise to a unique Choquet simplex S. Conversely every metrizable Choquet simplex gives 

rise to a family of such random walks. This correspondence gives probabilistic meaning 

to some quantities which arise natural ly in the study of A(S) as a Banach space. We did 

not, however, find any substantial application of the existence of this relation between 

Choquet simplexes and random walks. 

THEOREM 5.3. A separable infinite-dimensional Banach space X has a non.negative 

representing matrix i / and  only i / X  can be ordered so that X* =LI(#) as an ordered Banach 

space (i.e. X is a simplex space). 
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Proo]. Assume tha t  the matr ix  A = (ai,n) Corresponding to the representation 

X = U n~l En is non negative. In  each En we introduce an order by  taking as the positive 

cone the set Cn = ( ~=1 ~e~,n; ~/>0,  1 ~ i  ~n) .  Since A is non negative Cnc  C.+ z for every 

n. We order X by  taking as the positive cone the set U ~--z C~. I t  can be proved directly 

tha t  this defines a suitable order on X. We find it however simpler to present an indirect 

proof of this. Let  B= {bi.~} be the triangular matr ix  defined by  

n--1 

b l ,  1 : 1 ,  bl.n = 1 - ~ai,n_l, n = 2, 3 . . . .  
i=1 

b~, n =ai_l,n_l, 2<~i <~n, n =2, 3 .... 

By Theorem 5.2 the space Y = U n=Z ~'n represented by  B is an A(S) space for some simplex 

S. We assume tha t  A(S) is ordered so tha t  the vector e used in the proof of Theorem 5.2 

corresponds to the function identically equal to 1 on S (i.e. we take 

s = ( v * e  r*;  IIvfl[ = = 1)).  

Define the functional y~ on U ~ 2'~ by  * Y0(Y)=~ if y =  F~=I ,~/~,nEFn where {/,.n}~l is 

the canonical basis of F~ which is associated to the matr ix  B. By (3.11) y~ is well defined 

on U n F~ and thus defines a unique element of S. Moreover, since Y~lF~ is an extreme 

point of B(F*) for every n it follows tha t  y~'Eext S (this fact was exploited in [23]). By  

the definition of B the subspace X of A(S) consisting of all the vectors which annihilate 

y~ has the given matr ix  A as a representing matrix. Hence A represents a simplex space 

Ao(S ). Observe also tha t  the order induced by  A(S) on X coincides with the order we de- 

fined in the beginning of the proof. 

Conversely, assume that  X is a simplex space. The fact tha t  X has a non-negative 

representing matr ix  can be proved by  following the proofs of Theorems 3.1 and 3.2, taking 

care at  each step tha t  the embedding constructed in those proofs are in addition non- 

negative (in l~ we take always the natural  order). In  the proof of Theorem 3.1 we have 

only to replace Lemma 3.1 by  Lemma 2.1 of [10] and replace Lemma 3.2 by its following 

variant:  Let  W be a compact convex subset of R T M  = R • RL Let  p and q denote the 

canonical projections of R n+l onto R and R n respectively, and assume tha t  qW is a poly- 

tope. Then for every e > 0  there exist distinct extreme points {ej}~=l of W and non-negative 

functions {~j}~=z defined on W such tha t  E~= z ~j(w)= 1, ]p (w) -  ~=1 )Lj(w)p(ej)] <s, q(w)= 

F~j~I ,~j(w)q(ej) for all w E W and ~j(ej)= 1 for every j. 

Let  A be a representing matr ix  which satisfies (5.1). By  Theorem 5.2 A represents 

an A(S) space X. There is a simple necessary (though not sufficient) condition which A 

has to satisfy in order tha t  X = C(K) for some compact metric K. 
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THEOREM 5.4. Let A = (a~.~} be a non-negative triangular matrix such that Z n ~=1 ai.n = 1 

/or every n. Assume that A represents a O(K) space. Then 

/or every integer k. 

l i m ( ~ a ~ , = - m a x a ~ = ) = O  
n-->oo \ t ~  1 l<~t<~k " / 

(5.4) 

Proo]. As mentioned in Section 4 A(S) 0 M=C(K) .  More precisely: Let X be an A(S) 

space. Then X is a C(K) space if and only if whenever X is ordered so that X* is order 

isometric to an L 1 space, then X is a lattice in this order. Let  X = U ~1  E~ be the repre- 

sentation induced by A. If  we take in each E~ its natural order then, as pointed out in 

the proof of Theorem 5.3, these orders are mutually compatible and induce an order on 

X such that  X* is order isometric to Ll(ju ) for some/~. Let x, yEE~ for some n and let 

(x V y)m, m > n be the supremum of x and y in the (lattice) ordering in Em. Clearly (x V Y)~+I < 

(x v y)m for every m > n and since (J m Em is dense in X it follows'that x V y'(maximum in X) 

exists if and only if l i m m ~ ( x  V Y)m exists. Consequently, X is a C(K) space if and only 

if for every x, ye  U ~%~ En, l i m m ~ ( x  V Y)m exists. 

Assume now that  (5.4) does not hold. I t  follows that  there exist an e >0,  integers 

i<]  and a sequence of integers {mn)nC%l such that  at.m~>~e and aj,,~>~e for every n. Take 

any such m~ and let 

m n m n  

ei . )  = ~ i~k ek ,m n,  e l i  = ~ ~ k  ek,rn n, 
k = l  l ~ l  

where {et.n}~l denote, as usual, the canonical basis of E ,  which corresponds to A. By 

(3.11) and the fact that  A is non-negative we get that  

2~=1; 2k=0,1~<k~<j,k=~i; 2~>~0, j + l < k < m ~ ,  

, u j = l ;  , uk=O, l~k~<j - -1 ;  lUk>~O,j+l<~k<~mn. 

rrba 

Hence (%t V et.j)m,, = ei.m,~ + et.m~ -t- 
k ~ t + l  

By (3.11), 

max (2k, #k) ek.~n. 

m n  

ei,  ] = et.rnn+ l "~- 
k = ] + l  

mn 

2eek.m~+l+ (a~,mn + ~ ~kak.m~)emn+l,mn+l 
k - - t + l  

(5.5) 

mn m~ 

k = ] + l  k = / + l  
es. j = ej.m~+l + (5.6) 
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mn 

(ei d V ejj)mn = e~,m,,+l + ej,m.+l + 
k=/+l 

m a x  (2k, ft~) e~.~+ 1 

+ (a~,m,~ + aj.r,r,, + 
- ) 

m a x  (2k, ttk) ak.m~ em~+l, m~+l. (5.7) 
k~j+l  

Hence by  (5.5) and  (5.6) 

(e~z V ej,j)m,,+ l = e~.rnn+ l "4- ej.m~+ l q- 
mn 

m a x  (~k,/~k) e~..~+l 
k=/+l 

t tan mn ) 
+ m a x  a4.m~+ ~. 2~ak.~,a~,m~+ ~ /~kak.m~ em~+l,m~+l. 

k~l+l  kffit+l 

Comparing the  coefficients in (5.7) and  (5.8) and recalling t h a t  all the  numbers  involved 

are non-negat ive  we get  t h a t  

II <e,.s v (e,.j V ej.j)m~+l II >~ min  (a,.,a, C0.m~) 7> e 

and  this contradicts  the  assumpt ion  t h a t  A represents  a C(K) space. 

Remarks. 1. (5.4) is not  a sufficient condit ion for A to represent  a C(K) space. By  

using similar ideas to those used in the  proof  above  it  is possible to give a (complicated) 

necessary and  sufficient condition for A (assuming t h a t  (5.1) holds) to represent  a C(K) 

space. 

2. (5.4) is also a necessary condition for a non-negat ive  ma t r ix  A to  represent  an 

M space. 

We shall now use Theorem 5.3 to settle a question, ment ioned in Section 4, in the  

separable ease. 

THEOREM 5.5. Let X be a separable in/inite.dimensional Banach space whose dual is 

an L 1 space. Then there is a metrizable Choquet simplex S so that X is isometric to a subspace 

o / A ( S )  on which there is a projection o /norm  1. 

Proo/. Le t  X = U ~%1 E= and let A = {a~.,} be a ma t r ix  corresponding to this represen- 

F n =1r162 and let {/~.~}~21 be the  uni t  vec tor  basis of $'n- tat ion.  For  every  integer  n let  2n 

We  embed  F~ isometrical ly into Fn+l b y  the  opera tor  T ,  defined as follows 

S/2~-:.n+l + a~.n/2,+1.~+x 
Tn/2~-l.~ I 

[ / 2 t - l , n + l  -- aim/2n+2.n+l 

if ai. n >~ 0 
i = l , . .  , n  

if a,,n < 0 

Tn f2,.,~ = { 2i.n+l ~- at,n/2n+2,n+l 

/ 2 t . n  + l - -  a t . n  f 2 n  + l , n  + l 

if a,.n ~> 0 
i = 1 , 2 ,  . . . , n  

if a,.n < 0 
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Since each T n is positive (in the natural  orders in Fn and Fn+l) a slight modification of 

the first par t  of the proof of Theorem 5.3 shows tha t  Y = [J ~-~1 Fn is a simplex space. 

For every integer n define the isometry R~: E~-~ 2'~ by  R~e~.~ =/2i-1.~-/2~.~, 1 ~<i ~<n, 

where (e~,~}~=l is the basis of En which corresponds to the matr ix  A. I t  is easy to check 

tha t  the (R~}.~=I are consistent with the embeddings of E~ in E~+ 1 and F~ in F~+I (i.e. 

R ~ tha t  R ~ §  = T ,  Rn) for all n. Thus the ( ~}~1 define a unique isometry R: X-~ Y. For 

every n, let P .  be the projection of norm 1 in _F n defined by  P n / ~ - I . n = - - P J 2 ~ . ~ =  

(/2i-1. ~ -- ]~.~)/2 for 1 ~< i ~< n. Clearly P~ F~ = Rn E n and T~+IP ~ =Pn+l Tn for every integer 

n. Hence the {P,},~I define a unique projection of norm 1 from Y onto R X .  The proof 

of Theorem 5.5 is completed now by  applying Proposition 4.1. 

We conclude the paper  by  a discussion of the space{s) constructed by Gurarii [7]. 

Gurarii proved tha t  there is a separable Banach space X which has the following property: 

(*) For every finite dimensional Banach spaces F ~  E, every isometry T: E ~ X  and 

every s > 0  there is an operator T : F ~ X  such tha t  ~ l s = T  and (1-e)lxl[~<]lTxH ~< 

(1 +s) lHI  for every x e F .  

I t  is clear (cf. e.g. [14]) tha t  the dual of every space which satisfies (*) is an L 1 space. 

Gurarii observed tha t  there is no separable X which satisfies (*) with ~ = 0  (For a stronger 

result cf. [14, Theorem 7.8].) He observed also tha t  a space satisfying (*) is essentially 

unique in the following sense. Let  X and Y be two separable spaces satisfying (*). Then 

for every ~ > 0 there is an operator U = U(e) from X onto Y such tha t  

for every x C X .  We do not know whether the Guraril space is strictly unique (i.e. whether 

any two separable spaces satisfying (*) are isometric). A functional representation of the 

Gurarii space(s) is not known. I t  turns out, however, tha t  it is possible to characterize all 

the representing matrices of this space(s). We shall restrict ourselves here in giving a simple 

sufficient (but not necessary) condition for a matr ix  to represent a Gurarii space. This 

will give in particular a much simpler proof of the existence of a Gurarii space. {Observe 

tha t  for this proof of the existence of a Gurarii space we do not use the results of Section 3 

on the existence of a representing matr ix  for every separable predual of L1. ) 

THEOREM 5.6. Let A = (a , . , }  be a triangular matr ix  with Y,~=I ]a~.n I <~l ]or every n. 

A s s u m e  that the vectors 

a ~ = (%. , ,  a2.~, a3., ~ ..., a . . . .  O, 0 . . . .  ), n = 1, 2, ... 

are dense in  the un i t  ball o/ l 1. Then  A represents a Gurari~ space. 
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Proo]. Let X = U nCr En have A as a representing matrix.  By  a routine approximation 

argument it is clear tha t  in order to prove tha t  X has proper ty  (*) it is enough to consider 

only spaces F such tha t  B(~)  (and therefore also B(E)) is a polytope and isometrics T 

such tha t  TE=E~ for some n. Let  Y be the quotient space of F| n (normed by  

I1(1,  )11 = IIlll + I1 11) modulo the subspace { ( e , - T e ) ;  e eE}. Denote by  ~ the quotient 

map F |  Y. Clearly yJ is an isometry on ~ = {(0, x); xEEn} and o n / ~ =  {(e, 0); eeE} 
and ~ = ~ 0 / ~ .  Define ~: ~oE~E~ by ~ ( 0 ,  x) =x.  Then T is an isometry and ~yJ(e, 0) = Te 
for every e E E. Thus in order to show tha t  (*) holds it is enough to prove tha t  given e > 0 

there is a 9~: Y-->X such tha t  T~(k~)=T and (1-~)11;11 <llTyll<(l+e)llyll for yeY. 
In  other words, it is no loss of generality to assume tha t  E = E~ and T is the identity. 

Finally, since B(Y) is a polytope Y=l~ for some m and so we may  assume tha t  F = / ~  +r 

for some positive integer r. Denote the embedding of E = E ,  into F by  U. As remarked 

at the end of Section 3 there is an admissible basis {/t}7+1 r in F so tha t  

Ue~.n=l~+~.s/~+s, i = 1 , 2  . . . . .  n 
i = l  

with ~ I~,.,1<1, 1 <]Kr.  
1=1 

Let  ~>0.  Choose ~ > 0  so tha t  if I f l t . s -~ .s l  ~($, l<~i<~n, l ~ j ~ r  then there is an 

operator V from F into itself for which 

v(L+ =1,+ ~ul~+s,l<i<~n 
j = l  j ~ l  

and (1 - e) ll/ll < II V/ll < (1 +  )11111 for eve ry / e F. By  our assumption on the matr ix  A there 

are kr>k,_l>... > k l > n  so that  for every 1 <~]<~r 

t>n  

By (3.11) it follows easily tha t  

kr+l  

et,n = O,k,+l  q- ~ ~i,m em,k,+ l, 1 <. i <~ n 
re=n+1 

with [~i,kj+l-~t,s[ ~ ,  l~i<~n and l<~]~<r. Choose an operator V i n / v  as above where 

we take fli,j=}'~,kjel. Let T o be the isometry from F into E~H_IcX defined by  

Tol~=e~. n -  ~ ~t.~t§ 1 <~i <~n, 

13 - 712905 Acta mathematica 126. I m p r i m 6  le 8 Avr i l  1971 
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To/~+j =ek#§ 1 ~<j~<r. 

The  opera to r  ~ = T o V: F - + X  satisfies ~ I E  = T (i.e. ~ U  = T) and  

(1-~)11111 II  111 ~(1  + )11/11 
for all  ] E F ,  as  desired.  

Remarlc. As A. Petczyfiski  po in ted  ou t  to  one of t he  au thor s  i t  is no t  ha rd  to  see t h a t  

if A is as in t he  s t a t e m e n t  of Theorem 5.6 t hen  the  space X which is r ep resen ted  b y  A 

satisfies t h a t  ex t  B(X*) is w* dense in B(X*). Similar ly ,  if A- - (a~ .~}  is non-negat ive ,  

Z n~=l a~.n = 1 for eve ry  n and  a n= (aL~, ..., a~.n, 0 . . . .  ) a re  dense in t he  posi t ive  face of the  

uni t  bal l  of 11 t hen  A rep resen t s  a space A(S)  with  S a Choquet  s implex  for which ex t  S 

is dense in S (i.e. a s implex of the  t y p e  cons t ruc ted  b y  Poulsen  [22]). 
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