# SOME EXTREMAL PROBLEMS IN THE THEORY OF NUMERICAL RANGES 

BY

M. J. CRABB, J. DUNCAN, and C. M. McGREGOR

King's College, University of Aberdeen, Scotland

## 0. Introduction

Let $\mathfrak{H}$ be a complex unital Banach algebra with dual space $\mathfrak{\mathfrak { X } ^ { \prime }}$. The numerical range of an element $a$ of $\mathfrak{A}, V(\mathfrak{A}, a)$, is defined by

$$
V(\mathfrak{A}, a)=\left\{f(a): f \in \mathfrak{Y}^{\prime}, f(\mathbf{1})=\mathbf{1}=\|f\|\right\}
$$

and is a compact convex subset of the complex field $\mathbf{C}$. The numerical radius of $a, v(a)$, is then defined by

$$
v(a)=\max \{|\lambda|: \lambda \in V(\mathfrak{A}, a)\} .
$$

Wherever possible we shall follow the notation of Bonsall and Duncan [6] to which we refer the reader for a systematic account of the theory of numerical ranges. In this paper we shall consider several problems of the following nature. Suppose that the numerical range $V(\mathfrak{H}, a)$ is restricted in size and shape. What conditions are then implied on the algebra generated by 1 and $a$; for example, how large can $\left\|a^{n}\right\|$ be? Several results are known in this area. For example, if $v(a)=1$, then

$$
\left\|a^{n}\right\| \leqslant n!\left(\frac{e}{n}\right)^{n} \quad(n=1,2,3, \ldots)
$$

and these inequalities are best possible; see Bollobás [3], [4], Browder [8], Crabb [9], [10]. In particular, the power inequality

$$
v\left(a^{n}\right) \leqslant v(a)^{n} \quad(n=1,2,3, \ldots)
$$

which is known to hold in $B^{*}$-algebras, does not hold for arbitrary Banach algebras. On the other hand, if $V(\mathcal{Y}, a)$ is a subset of the real field $\mathbf{R}$, i.e. if $a$ is Hermitian, then

$$
\varrho(a)=v(a)=\|a\|
$$
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where $\varrho(a)$ is the spectral radius of $a$ (see Browder [8], Sinclair [13]), so that in this case

$$
v\left(a^{n}\right)=v(a)^{n} \quad(n=1,2,3, \ldots)
$$

In §l we consider the restriction

$$
V(\mathfrak{A}, a) \subset K
$$

where $K$ is an arbitrary compact convex subset of $\mathbb{C}$. Since $\operatorname{Sp}(\mathfrak{H}, a) \subset K$, we then have $G(a) \in \mathfrak{Z}$ whenever $G$ is analytic on a neighbourhood of $K$. We give upper bounds for $\|G(a)\|$ and $V(\mathfrak{A}, G(a))$, and these upper bounds are all attained in a single extremal Banach algebra $A(K)$. This result had previously been obtained by Bollobás [4], but we present a different construction of the algebra $A(K)$. In fact, the algebra $A(K)$ consists of all complex functions $f$ on $K$ of the form

$$
f(z)=\int e^{z \lambda} d \mu(\lambda) \quad(z \in K)
$$

where $\mu$ is a regular Borel measure on $\mathbf{C}$. The dual space of $A(K)$ is identified with the space of entire functions with a certain majorant. This sets up a correspondence between certain extremal problems in the theory of numerical ranges and the study of entire functions with a given majorant.

The case when $K$ is a closed interval in $R$, i.e. the case of Hermitian elements, is considered in more detail in $\S 2$. Let $h$ be Hermitian with $\|h\|=1$. For functions of the form $e^{i \alpha t} p(t)$, where $p$ is a polynomial and $e^{-i \alpha} p(-1)=e^{i \alpha} p(1)$, we show that $e^{i \alpha t} p(t)=$ $\Sigma_{-\infty}^{\infty} c_{n} e^{2 \pi i n t} \operatorname{implies} \exp (i \alpha h) p(h)=\Sigma_{-\infty}^{\infty} c_{n} \exp (2 \pi i n h)$. This result is not available by simple functional calculus arguments. We deduce that $\varrho(p(h))=\|p(h)\|$ for certain polynomials, thus generalizing a result of Sinclair [13]. The support functionals $f$ at $\cos \alpha+$ $i h \sin \alpha(\alpha \neq n \pi)$ are shown to have the interesting property that $f\left(h^{n}\right)$ is constant for $n$ even and for $n$ odd. Finally we give a partial description of the maximal case of $V\left(\mathfrak{Y}, h^{2}\right)$ subject to $V(\mathfrak{H}, h) \subset[-1,1]$ and also $V(\mathfrak{H}, h) \subset[0,1]$.

In $\S 3$ the results of $\S 1$ are generalized to the case of joint numerical ranges and are applied in particular to the study of normal elements. An element $u$ of $\mathfrak{A}$ is said to be normal if it is of the form $u=h+i k$ where $h, k$ are commuting Hermitian elements. For such elements, $V(\mathfrak{Y}, u)$ is the convex hull of the spectrum of $u$, so that $v(u)=\varrho(u)$. Crabb [11] gave an example with $\|u\|=\sqrt{2} \varrho(u)$. We give a formula for

$$
k_{n}=\max \left\{\left\|u^{n}\right\|: \varrho(u)=1, u \text { normal }\right\}
$$

in terms of functions of exponential type. We show that $k_{1}=2$ and also that there is $M>0$ with $k_{n} \geqslant M n^{\frac{2}{3}}$.

In the final section we consider the extremal problem subject to the condition $v=\varrho$, or equivalently the numerical range of each element is the convex hull of the spectrum. This condition forces $\mathfrak{Y}$ to be a function algebra under an equivalent norm; in fact $\varrho \leqslant\|\cdot\| \leqslant \frac{1}{2} e \varrho$ and these inequalities are best possible.

We are grateful to Professor J. G. Clunie for helpful correspondence concerning several of the problems considered in this paper.
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## 1. The Banach algebra $\boldsymbol{A}(K)$

Let $\mathfrak{A}$ be a complex unital Banach algebra and let $a \in \mathfrak{Y}$. Given a non-empty compact convex subset $K$ of $\mathbf{C}$ we wish to study the extremal properties of elements $a \in \mathfrak{A}$ with $V(\mathfrak{A}, a) \subset K$. Let $\mathfrak{B}$ be the closed subalgebra of $\mathfrak{A}$ generated by $a$ and 1 . Then

$$
V(\mathfrak{B}, a)=V(\mathfrak{A}, a)
$$

(see e.g. [6] Theorem 2.4). We may therefore restrict our attention to singly generated Banach algebras. As usual, we shall denote the numerical range more briefly by $V(a)$. Since

$$
V(r a)=r V(a) \quad(r \geqslant 0)
$$

we shall further suppose for convenience that

$$
\sup \{|z|: z \in K\}=1
$$

The main cases of interest occur when $K$ is the closed unit disc, a semi-disc, or a line segment. The case when $K$ is a singleton is trivial and we shall therefore suppose that $K$ has at least two points. When $K$ has interior we shall suppose without loss that $0 \in \operatorname{int} K$; when $K$ has no interior we shall suppose without loss that $[0,1] \subset K \subset[-1,1]$.

Given $a \in \mathfrak{A}$ let $\mathscr{F}_{a}$ denote the exponenential group

$$
\mathfrak{E}_{a}=\{\exp (\lambda a): \lambda \in \mathbf{C}\} .
$$

The norm on $\mathscr{F}_{a}$ completely determines the compact convex set $V(a)$ since

$$
\max \operatorname{Re} V\left(e^{i \theta} a\right)=\sup _{r>0} \frac{1}{r} \log \left\|\exp \left(r e^{i \theta} a\right)\right\|
$$

(see e.g. [6] Theorem 3.4). Let

$$
\omega\left(r e^{i \theta}\right)=\exp \left(r \max \operatorname{Re}\left(e^{i \theta} K\right)\right) \quad(r \geqslant 0, \theta \in \mathbf{R})
$$

Note that $V(a) \subset K$ if and only if

$$
\begin{equation*}
\|\exp (\lambda a)\| \leqslant \omega(\lambda) \quad(\lambda \in \mathbb{C}) \tag{1}
\end{equation*}
$$

The function $\omega$ has the property

$$
\begin{equation*}
\omega(\lambda+\mu) \leqslant \omega(\lambda) \omega(\mu) \quad(\lambda, \mu \in \mathbb{C}) \tag{2}
\end{equation*}
$$

In fact, let

$$
u(z)=z \quad(z \in K)
$$

and note that

$$
\omega(\lambda)=\|\exp (\lambda u)\|_{\infty} \quad(\lambda \in \mathbf{C})
$$

where $\|\cdot\|_{\infty}$ denotes the supremum norm for bounded functions on $K$.
The extremal case in (1) occurs when

$$
\begin{equation*}
\|\exp (\lambda a)\|=\omega(\lambda) \quad(\lambda \in \mathbf{C}) \tag{3}
\end{equation*}
$$

and then we have $K=\operatorname{cosp}(a)$, the convex hull of the spectrum of $a$, since

$$
\max \operatorname{Re} \operatorname{Sp}\left(e^{i \theta} a\right)=\inf _{r>0} \frac{1}{r} \log \left\|\exp \left(r e^{i \theta} a\right)\right\|
$$

(see e.g. [6] Theorem 3.8). Since $\mathfrak{A}$ is generated by $a$, the maximum principle actually gives $\operatorname{Sp}(a)=K$. Under the Gelfand representation we have $\hat{a}=u$, and $\hat{\mathfrak{A}}$ is a subalgebra of the algebra $A(K)$ of all continuous functions on $K$ that are analytic on the interior of $K$. For such algebras we wish to construct the maximal norm such that (3) holds (the minimal norm is clearly $\left.\|\cdot\|_{\infty}\right)$. It is clear that we wish the algebra $\mathfrak{H}$ to be generated by the exponential group $\mathfrak{F}_{u}$. The linear span of $\mathfrak{F}_{u}$ is an algebra, but it does not contain the element $u$. In fact, the algebra of absolutely convergent series of exponentials contains the element $u$ and gives the required extremal Banach algebra. For the purposes of exposition we shall adopt a slightly different approach to the definition of the extremal algebra. We are indebted to Dr S. Kaijser for the suggestion and also for pointing out to us Theorem 1.9.

We write $M(\mathbf{C})$ for the Banach space of (finite) complex regular Borel measures on C, and $M^{\omega}(\mathbf{C})$ for the weighted space

$$
M^{\omega}(\mathbf{C})=\left\{\mu \in M(\mathbf{C}):\|\mu\|=\int \omega d|\mu|<\infty\right\}
$$

Given $\mu \in M^{\omega}(\mathbf{C})$ let $f_{\mu}$ be defined on $K$ by

$$
f_{\mu}(z)=\int e^{z \lambda} d \mu(\lambda) \quad(z \in K)
$$

We say that $\mu$ represents $f_{\mu}$. Clearly $f_{\mu} \in A(K)$.

Definition 1.1. $A(K)=\left\{f_{\mu}: \mu \in M^{\omega}(\mathbf{C})\right\}$. For $f \in A(K)$, we define

$$
\|f\|=\inf \{\|\mu\|: \mu \text { represents } f\}
$$

Proposition 1.2. $(A(K),\|\cdot\|)$ is a complex unital Banach algebra such that
(i) $\|f\|_{\infty} \leqslant\|f\| \quad(f \in A(K))$,
(ii) $\|\exp (\lambda u)\|=\|\exp (\lambda u)\|_{\infty} \quad(\lambda \in \mathbb{C})$.

Proof. Let $f(z)=\int e^{z \lambda} d \mu(\lambda)(z \in K)$. Then

$$
|f(z)| \leqslant \int\left\|e^{\lambda_{u}}\right\|_{\infty} d|\mu|=\|\mu\|
$$

This gives (i). The trivial representation gives

$$
\left\|e^{\lambda u}\right\| \leqslant\left\|e^{\lambda u}\right\|_{\infty} \quad(\lambda \in \mathbf{C})
$$

and hence (ii). It is straightforward to verify that $\|\cdot\|$ is an algebra norm on $A(K)$ (use (2)). Let $f_{n} \in A(K)$ with $\Sigma\left\|f_{n}\right\|<\infty$. Let $\mu_{n}$ represent $f_{n}$ with

$$
\begin{gathered}
\left\|\mu_{n}\right\| \leqslant\left\|f_{n}\right\|+2^{-n} . \\
f(z)=\Sigma f_{n}(z) \quad(z \in K) .
\end{gathered}
$$

Let
Clearly $\Sigma \mu_{n}$ represents $f$, so that $A(K)$ is complete, as required.
Theorem 1.3. The Banach algebra $A(K)$ is generated by $u$, and hence its maximal ideal space can be identified with $K$.

Proof. Since

$$
z=\frac{1}{2 \pi i} \int_{\Gamma} e^{z \lambda} \frac{d \lambda}{\lambda^{2}}
$$

where $\Gamma$ is the unit circle, we have $u \in A(K)$. Since each $f \in A(K)$ can be approximated by exponentials it follows that $u$ generates $A(K)$. Hence the maximal ideal space of $A(K)$ may be identified with $\mathrm{Sp}(u)=K$.

Corollary 1.4. Let $f \in A(K)$ and let $G$ be analytic on a neighbourhood of $f(K)$. Then $G \circ f \in A(K)$. In particular $\mathbf{1} / f \in A(K)$ provided $f(z) \neq 0(z \in K)$.

Definition 1.5. $E(K)=\{\phi: \phi$ entire, $\|\phi\|=\sup \{|\phi(\lambda)| / \omega(\lambda): \lambda \in \mathbf{C}\}<\infty\}$. Clearly $E(K)$ is a Banach space.

Given $f \in A(K), f$ represented by $\mu$, and $\phi \in E(K)$ let

$$
\begin{equation*}
\langle f, \phi\rangle=\int \phi d \mu \tag{4}
\end{equation*}
$$

9-722908 Acta mathematica. 128. Imprimé le 22 Décembre 1971.

Lemma 1.6. The above pairing (4) is well-defined.
Proof. Let $\int e^{z \lambda} d \mu(\lambda)=0(z \in K)$. We must show $\int \phi d \mu=0$.
Case 1. $0 \in \operatorname{int} K$. Let $\Delta=\{z:|z|<\delta\} \subset K$, and let $D=\operatorname{int}(\operatorname{co}\{1, \Delta\})$. Then $(0,1) \subset D$ and $D K \subset K$. Let

$$
G(z)=\int \phi(z \lambda) d \mu(\lambda) \quad(z \in D)
$$

so that $G$ is analytic on $D$. Let $\phi(\lambda)=\sum_{n=0}^{\infty} c_{n} \lambda^{n}$. We may suppose $\|\phi\| \leqslant 1$, so that $|\phi(\lambda)| \leqslant e^{|\lambda|}$ and hence $\left|c_{n}\right| \leqslant(e / n)^{n}$. Therefore

$$
\sum_{n=0}^{\infty}\left|c_{n} \lambda^{n}\right| \leqslant e^{e|\lambda|} \quad(\lambda \in \mathbb{C})
$$

Since $\omega(\lambda) \geqslant e^{\delta|\lambda|}$, it follows by dominated convergence that

$$
G(z)=\sum_{n=0}^{\infty} c_{n} z^{n} \int \lambda^{n} d \mu(\lambda) \quad(|z|<\delta / e) .
$$

The hypothesis gives $\int \lambda^{n} d \mu(\lambda)=0(n=0,1,2, \ldots)$ and then analytic continuation gives $G(t)=0(0<t<1)$. Finally dominated convergence gives $G(1)=0$, as required.

Case 2. $K \subset[-1,1]$. Let $\phi \in L^{2}(i \mathbf{R})$. By Paley-Wiener (see e.g. [12] p. 387) there is $\varrho \in L^{2}(K)$ such that

By Fubini

$$
\begin{gathered}
\phi(\lambda)=\int_{K} e^{\lambda t} \varrho(t) d t \quad(\lambda \in \mathbf{C}) \\
\int \phi(\lambda) d \mu(\lambda)=\int_{K} \varrho(t) \int e^{t \lambda} d \mu(\lambda) d t=0
\end{gathered}
$$

Given arbitrary $\phi \in E(K)$ let

$$
\phi_{n}(\lambda)=\phi((1-1 / n) \lambda) \frac{\exp (\lambda / n)-1}{\lambda / n}(\lambda \in \mathbf{C})
$$

Then $\phi_{n} \in L^{2}(i R)$ and dominated convergence now gives $\int \phi d \mu=0$.
Given $\phi \in E(K)$ let $\Phi_{\phi}(f)=\langle f, \phi\rangle(f \in A(K))$.
THEOREM 1.7. The map $\phi \rightarrow \Phi_{\phi}$ is an isometric isomorphism of $E(K)$ onto $A(K)^{\prime}$.
Proof. Clearly $\Phi_{\phi} \in A(K)^{\prime}$ and $\left\|\Phi_{\phi}\right\| \leqslant\|\phi\|$. Since $\Phi_{\phi}\left(e^{\lambda u}\right)=\phi(\lambda)$, it follows that

$$
\left\|\Phi_{\phi}\right\| \geqslant \sup \left\{|\phi(\lambda)| /\left\|e^{\lambda u}\right\|: \lambda \in \mathbf{C}\right\}=\|\phi\|
$$

Given $\Phi \in A(K)^{\prime}$ let $\phi(\lambda)=\Phi\left(e^{\lambda u}\right)(\lambda \in \mathbf{C})$. Then $\phi \in E(K)$ and

$$
\Phi\left(\int e^{\lambda u} d \mu(\lambda)\right)=\int \Phi\left(e^{\lambda u}\right) d \mu(\lambda)=\int \phi d \mu=\Phi_{\phi}\left(\int e^{\lambda u} d \mu(\lambda)\right)
$$

The proof is complete.
Theorem 1.7. is the tool for the proof of the main theorem in this section; but it is also of interest that $A(K)$ is a dual space: We write

$$
C_{0}^{\omega}(\mathbf{C})=\{\phi \in C(\mathbf{C}):|\phi(\lambda)| / \omega(\lambda) \rightarrow 0 \text { as }|\lambda| \rightarrow \infty\}
$$

Definition 1.8. $E_{0}(K)=E(K) \cap C_{0}^{(0)}(\mathbf{C})$. Clearly $E_{0}(K)$ is a closed subspace of $E(K)$. Given $f \in A(K)$ let $F_{f}(\phi)=\langle f, \phi\rangle\left(\phi \in E_{0}(K)\right)$.

Theorem 1.9. The map $f \rightarrow F_{f}$ is an isometric isomorphism of $A(K)$ onto $E_{0}(K)^{\prime}$.
Proof. Clearly $F_{f} \in E_{0}(K)^{\prime}$ for each $f \in A(K) . E_{0}(K)$ is a closed subspace of $C_{0}^{\omega}(\mathbb{C})$. Using the Riesz representation theorem we obtain $E_{0}(K)^{\prime} \approx M^{\omega}(\mathbf{C}) / E_{0}(K)^{\perp}$. If $\mu$ represents $F \in E_{0}(K)^{\prime}$, let $f(z)=\int e^{z \lambda} d \mu(\lambda)(z \in K)$. It is now sufficient to show that $F \rightarrow f$ is welldefined, i.e. $\mu \in E_{0}(K)^{\perp}$ implies $f=0$.

Case 1. $0 \in \operatorname{int} K$. For $z \in \operatorname{int} K, \lambda \rightarrow e^{z_{\lambda}}$ is in $E_{0}(K)$. Hence $\mu \in E_{0}(K)^{\perp}$ implies $f(z)=0$ $(z \in \operatorname{int} K)$ and so $f=0$.

Case 2. $K \subset[-1,1]$. For $t \in K, \lambda \rightarrow\left(e^{t \lambda-1}\right) / \lambda$ is in $E_{0}(K)$. Hence $\mu \in E_{0}(K)^{\perp}$ implies

$$
\int \frac{e^{t \lambda}-1}{\lambda} d \mu(\lambda)=0 \quad(t \in K)
$$

and differentiation gives $f=0$.
Remarks 1. Case 1 of Lemma 1.6 may also be proved by using the representation

$$
\phi(\lambda)=\frac{1}{2 \pi i} \int_{1^{1}} מ(w) e^{\lambda w} d w
$$

where $H$ is the Borel transform of $\phi$ and $\Gamma$ a contour containing $K$.
2. An annihilator argument shows that a dense spanning subset of $E_{0}(K)$ is given by the polynomials if $0 \in$ int $K$ and by the functions $\left\{\lambda \rightarrow\left(e^{t \lambda}-1\right) / \lambda: t \in K\right\}$ if $K \subset[-1,1]$.
3. A further annihilator argument shows that each $f \in A(K)$ has a discrete representing measure. It is then not difficult to show that $\|f\|$ is determined by discrete representing measures. This relates to [7] Theorem 3. Moreover the norm of polynomials is determined by representing measures such that $\int \exp (e|\lambda|) d|\mu|(\lambda)<\infty$.
4. The action of $\Phi_{\phi}$ is described more usefully by

$$
\Phi_{\phi}(f)=\sum_{n=0}^{\infty} \frac{1}{n!} \phi^{(n)}(0) f^{(n)}(0) \quad(f \text { a polynomial })
$$

Our construction of $A(K)$ leads to an alternative proof of the result of Bollobás [4]. Let $(\mathfrak{H}, p)$ be an arbitrary complex unital Banach algebra with $a \in \mathfrak{H}$ such that $V(\mathfrak{H}, a) \subset K$. Then $\operatorname{Sp}(a) \subset K$, and so $G(a) \in \mathfrak{A}$ whenever $G$ is analytic on some neighbourhood of $K$. This is the notation for the following theorem.

Theorem 1.10. (Bollobás).
(i) $\sup \{p(G(a)): V(\mathfrak{A}, a) \subset K$, ( $\mathcal{A}, p)$ arbitrary $\}=\|G(u)\|=\sup \left\{\left|F_{\phi}(G(u))\right|: \phi \in E(K)\right.$, $\|\phi\|=1\}$.
(ii) $V(\mathfrak{A}, G(a)) \subset V(A(K), G(u))=\left\{F_{\phi}(G(u)): \phi \in E(K), \phi(0)=\|\phi\|=1\right\}$.

Proof. Let $f \in \mathfrak{X}^{\prime},\|f\|=1$ and let $\phi(\lambda)=f\left(e^{\lambda a}\right)(\lambda \in \mathbf{C})$. Then $\phi \in E(K)$ and $\left\|\Phi_{\phi}\right\| \leqslant 1$. Let $P$ be a polynomial. Given any contour $\Gamma$ containing $K$ define $\mu_{P}$ by $d \mu_{P}(\lambda)=(1 / \lambda) P(1 / \lambda) d \lambda$. Then

$$
f(P(a))=f\left(\int_{\Gamma} e^{\lambda a} d \mu_{P}(\lambda)\right)=\int_{\Gamma} f\left(e^{\lambda a}\right) d \mu_{P}(\lambda)=\int_{\Gamma} \phi(\lambda) d \mu_{P}(\lambda)=\Phi_{\phi}(P(u))
$$

The continuity of the functional calculus gives $f(G(a))=\Phi_{\phi}(G(u))$ and so $p(G(a)) \leqslant\|G(u)\|$. Theorem 1.7 gives the formula for $\|G(u)\|$. Restrict the above to $f$ with $f(1)=1$ to get $V(\mathfrak{H}, G(a)) \subset V(A(K), G(u))$. For the final formula note that $\Phi_{\phi}(1)=\phi(0)$.

Corollary 1.11. (Bollobás [3], Browder [8], Crabb [10]). Let $K=\{z:|z| \leqslant 1\}$.
(i) $\sup \left\{p\left(a^{n}\right): v(a)=1\right\}=\left\|u_{n}\right\|=n!(e / n)^{n}$.
(ii) Given $v(a)=1, V\left(\mathfrak{A}, a^{n}\right) \subset V\left(A(K), u^{n}\right)=\left\{z:|z| \leqslant c_{n}\right\}$
where $c_{n}=\sup \left\{\left|\phi^{(n)}(0)\right|: \phi \in E(K), \phi(0)=\|\phi\|=1\right\}$.
Proof. Given $v(a)=1$ we have $p\left(a^{n}\right) \leqslant n!(e / n)^{n}$. Let $\phi(\lambda)=(e \lambda / n)^{n}(\lambda \in \mathbf{C})$. Then $\left\|u^{n}\right\| \geqslant$ $\left|\phi^{(n)}(0)\right|=n!(e / n)^{n}$, and this gives (i). For $\phi \in E(K)$ with $\phi(0)=\|\phi\|=1, \theta \in \mathbf{R}$, let $\psi(\lambda)=$ $\phi\left(\lambda e^{i \theta}\right)$. Then $\psi \in E(K), \psi(0)=\|\psi\|=1$, and (ii) now follows.

For the case $K=\{z:|z| \leqslant 1\}$ it is not difficult to obtain the following information about the functions in $A(K)$ in terms of their Taylor expansions. Let

$$
f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}, \quad|z| \leqslant 1, \Sigma n^{\frac{1}{2}}\left|a_{n}\right|<\infty .
$$

Then $f \in A(K)$. On the other hand there exists $g \in A(K)$ such that $g(z)=\sum_{n=0}^{\infty} b_{n} z^{n}$ and $\Sigma n^{\frac{1}{2}}\left|b_{n}\right|$ diverges.

Consider now the general case with $0 \in \operatorname{int} K$. Given $G$ analytic on a neighbourhood of $K$ we have $G(u) \in A(K)$. For any representation $G(z)=\int e^{z \lambda} d \mu(\lambda)$ we have $G(a)=\int e^{\lambda a} d \mu(\lambda)$. To see this let $0<t<1, \Gamma=t^{-1} \partial K$. Then

$$
G(t a)=\frac{1}{2 \pi i} \int_{\Gamma} G(t z)(z-a)^{-1} d z=\int \frac{1}{2 \pi i} \int_{\Gamma} e^{t \lambda z}(z-a)^{-1} d z d \mu(\lambda)=\int e^{t \lambda a} d \mu(\lambda)
$$

Now let $t \rightarrow 1$. This technique does not apply when $K \subset[-1,1]$; the Hermitian case requires the finer technique of the next section.

## 2. Some properties of Hermitian elements

Let $\mathfrak{N}$ be a complex unital Banach algebra. Let $H$ denote the set of Hermitian elements of $\mathfrak{N}$, i.e. the set of elements with real numerical range. When $H$ is closed under squaring, $H+i H$ is a $B^{*}$-algebra with $H$ as the set of self-adjoint elements (see e.g. [6] §6) and then many properties of $H$ follow from the well developed theory of $B^{*}$-algebras. On the other hand there are many examples when $H$ is not closed under squaring (see e.g. [4], [6], [8]) and then the techniques of $B^{*}$-algebras are not available to give results about Hermitian elements. For example the proof of Sinclair's theorem that

$$
\varrho(h)=\|h\| \quad(h \in H)
$$

seems to depend on Bernstein's theorem on entire functions of exponential type (though under an elementary disguise in [5]). We prove here some results in similar vein.

We give first a method for deriving expressions for polynomials in $h$ in terms of the linear span of $\left\{e^{i t h}: t \in \mathbf{R}\right\}$. To be precise, if $h$ is Hermitian with $\|h\|=1$, and $p$ is a polynomial with $|p(1)|=|p(-1)|$, choose $\alpha \in \mathbf{R}$ such that $e^{-i \alpha} p(-1)=e^{i \alpha} p(1)$. If the Fourier series for $e^{i \alpha t} p(t)$ on $(-1,1)$ is $\Sigma_{-\infty}^{\infty} c_{n} e^{i n \pi t}$, then

$$
p(h)=\sum_{-\infty}^{\infty} c_{n} \exp ((n \pi-\alpha) i h)
$$

The results show that for a large class of polynomials $p(h)$, the spectral radius of $p(h)$ already coincides with the norm of $p(h)$ in the extremal Banach algebra $A[-1,1]$. For these polynomials we obtain an explicit representation in $A[-1,1]$ (by discrete measures) in which the norm is attained. Such a representation is a special case of the concept of minimal extrapolation as introduced by Beurling [1].

We give first the proof for a linear polynomial; the argument may be extended to deal with an arbitrary polynomial $p$ as above. The method is similar to Sinclair's proof [13] that $\|h+\alpha\|=\varrho(h+\alpha)$. We write $\mathbf{Z}$ for the set of all integers.

Theorem 2.1. Let $h \in H$ with $\|h\| \leqslant 1$, and let $\alpha \in \mathbf{R} \backslash \pi \mathbf{Z}$. Then

$$
\begin{equation*}
\cos \alpha+i h \sin \alpha=\sin ^{2} \alpha \sum_{n \in \eta} \frac{(-1)^{n}}{(n \pi+\alpha)^{2}} \exp ((n \pi+\alpha) i h) \tag{1}
\end{equation*}
$$

Proof. Suppose first that $\|h\|<1$. Let $g \in w^{\prime}$ with $\|g\|=1$, and let

$$
f(z)=g(\exp (i z h)) \quad(z \in \mathbf{C})
$$

Then $f$ is entire with $|f(z)| \leqslant e^{|z|}(z \in \mathbf{C}),|f(x)| \leqslant 1(x \in \mathbf{R})$. Note that

$$
g(\cos \alpha+i h \sin \alpha)=!(0) \cos \alpha+f^{\prime}(0) \sin \alpha .
$$

We now apply the theory of Boas [2] § 11.2 with

$$
\begin{gathered}
L[f(z)]=f(z) \cos \alpha+f^{\prime}(z) \sin \alpha \\
\lambda(t)=\cos \alpha+i t \sin \alpha .
\end{gathered}
$$

Recall that the function $\exp (-i \alpha t) \lambda(t)$ has the absolutely convergent Fourier series on $(-1,1)$ given by

$$
\sin ^{2} \alpha \sum_{n \in \mathbb{Z}} \frac{(-1)^{n}}{(n \pi+\alpha)^{2}} \exp (i n \pi t)=\sum_{n \in \mathbf{Z}} c_{n} \exp (i n \pi t)
$$

Thus, when $f$ is of the form

$$
\begin{equation*}
f(z)=\int_{-1}^{1} \exp (i z t) d \mu(t) \tag{2}
\end{equation*}
$$

where $\mu$ is of bounded variation, Theorem 11.2.6 of [2] gives

$$
\begin{equation*}
f(x) \cos \alpha+f^{\prime}(x) \sin \alpha=\sum_{n \in \mathbf{Z}} c_{n} f(x+\alpha+n \pi) \quad(x \in \mathbf{R}) \tag{3}
\end{equation*}
$$

For arbitrary $f$ consider first $f_{\delta}$ defined by

$$
f_{\delta}(z)=\frac{\sin \delta z}{\delta z} f(z) \quad(z \in \mathbf{C})
$$

for $0<\delta<1-\|h\|$. Then $f_{\delta}$ has an integral representation as in (2) so that (3) holds with $f$ replaced by $f_{\delta}$. Since

$$
\sum_{n \in \mathbf{Z}}\left|c_{n}\right|<\infty \text { and }\left|\frac{\sin \delta x}{\delta x}\right| \leqslant 1 \quad(x \in \mathbf{R})
$$

we may then let $\delta \rightarrow 0$ to obtain (3) for arbitrary $f$. Put $x=0$ to give

$$
g(\cos \alpha+i h \sin \alpha)=\sum_{n \in Z} c_{n} g(\exp ((n \pi+\alpha) i h))
$$

Since $g \in \mathfrak{\mathcal { H } ^ { \prime }}$ is arbitrary (of norm 1) we deduce that

$$
\left.\cos \alpha+i h \sin \alpha=\sin ^{2} \alpha \sum_{n \in \mathbf{Z}} \frac{(-1)^{n}}{(n \pi+\alpha)^{2}} \exp ((n \pi+\alpha) i h)\right) .
$$

Since the above series converges absolutely, the case $\|h\|=1$ follows by a routine continuity argument.

The case $\alpha=\frac{1}{2} \pi$ in (1) gives the explicit representation of $h$ in the closed convex hull of $\exp (i H)$ which was also obtained by F. F. Bonsall.

In a similar way we can derive the following theorem.
Theorem 2.2. Let $h \in H$ with $\|h\| \leqslant 1$, and let $\alpha \in \mathbf{R} \backslash \pi \mathbf{Z}$.
(a) $h=\frac{8}{\pi^{2}} \sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n+1)^{2}} \sin \left(\left(n+\frac{1}{2}\right) \pi h\right)$.
(b) $h^{2}=\frac{1}{3}+\frac{4}{\pi^{2}} \sum_{n=1}^{\infty} \frac{(-1)^{n}}{n^{2}} \cos n \pi h$.
(c) $\cos \alpha+i h^{3} \sin \alpha=\sum_{n \in \mathbf{Z}} \frac{3(-1)^{n} \sin \alpha}{(n \pi+\alpha)^{4}}\left\{(n \pi+\alpha)^{2} \sin \alpha+2(n \pi+\alpha) \cos \alpha-2 \sin \alpha\right\}$

$$
\times \exp ((n \pi+\alpha) i h) .
$$

Corollary 2.3. Let $h \in H$ with $\|h\|=1$.
(i) (Sinclair [13]) $\|\cos \alpha+i h \sin \alpha\|=1(\alpha \in \mathbf{R})$.
(ii) $\left\|\cos \alpha+i h^{3} \sin \alpha\right\|=\mathbf{1}\left(\alpha \in \mathbf{R},\left|\alpha-\frac{1}{2} \pi\right|<\pi / 9\right)$.
(iii) $\left\|h^{2}-t\right\|=1-t=\varrho\left(h^{2}-t\right)\left(0 \leqslant t \leqslant \frac{1}{3}\right)$.

Proof. (i) Put $h=1$ in (a) and we see that the sum of the moduli of the coefficients is one. Hence $\|\cos \alpha+i h \sin \alpha\| \leqslant 1$. Also, since $\varrho(h)=\|h\|=1$, we have

$$
\|\cos \alpha+i h \sin \alpha\| \geqslant \varrho(\cos \alpha+i h \sin \alpha)=1 .
$$

(ii) For $\left|\alpha-\frac{1}{2} \pi\right|<\pi / 9, n \in \mathbf{Z}$, we have

$$
(n \pi+\alpha)^{2} \sin \alpha+2(n \pi+\alpha) \cos \alpha-2 \sin \alpha \geqslant 0 .
$$

Now argue as in (i), using (c) above.
(iii) For $0 \leqslant t \leqslant \frac{1}{3}$, we deduce from (b) above that

$$
\left\|h^{2}-t\right\| \leqslant \frac{1}{3}-t+\frac{4}{\pi^{2}} \sum_{n=1}^{\infty} \frac{1}{n^{2}}=1-t=\varrho\left(h^{2}-t\right) .
$$

Theorem 2.4. Let $h \in H$ with $\|h\|=1$, let $\alpha \in \mathbf{R} \backslash \pi \mathbf{Z}$, and let $f \in \mathfrak{Y}$ ' with $f(\cos \alpha+i h \sin \alpha)=$ $1=\|f\|$, Then there exists $c \in[-1,1]$ such that

$$
f\left(h^{n}\right)=\left\{\begin{aligned}
-i \sin \alpha+c \cos \alpha & \text { if } n=1,3,5, \ldots \\
\cos \alpha-i c \sin \alpha & \text { if } n=0,2,4, \ldots
\end{aligned}\right.
$$

Proof. Using the representation for $\cos \alpha+i h \sin \alpha$ from Theorem 2.1, we deduce that $f(\exp ((n \pi+\alpha) i h))=(-1)^{n}(n \in \mathbf{Z})$. Let

$$
F(z)=f(\exp ((\pi z+\alpha) i h))-\cos \pi z \quad(z \in \mathbf{C})
$$

Then $F(z)=0 \quad(z \in \mathbf{Z})$, and $|F(z)| \leqslant M e^{|\operatorname{Im} \pi z|}$ for some constant $M$. Hence by Liouville, $F(z)=a \sin \pi z(z \in \mathbb{C})$ for some constant $a$. Then

$$
f(\exp ((\pi z+\alpha) i \hbar))=\cos \pi z+a \sin \pi z
$$

and since $|f(\exp ((\pi z+\alpha) i h))| \leqslant 1(z \in \mathbf{R})$, we must have $a=i c$ where $c \in[-1,1]$. Therefore

$$
f(\exp (z i h))=\cos (z-\alpha)+i c \sin (z-\alpha)
$$

The proof is completed by comparing coefficients of $z^{n}$ in this last equation.
Corollary 2.5. Let $h \in H, f \in \mathfrak{G}{ }^{\prime}$ with

$$
f(1)=1=\|f\|=\|h\|, \quad f(h)= \pm 1
$$

Then $f$ is multiplicative on the algebra generated by 1 and $h$.

The above theorem was also obtained by B. Bollobás; the corollary by A. M. Sinclair (private communication).

Theorem 2.6. Let $h \in H$ with $\|h\|=1$. Then
(i) $V\left(h^{2}\right) \subset\left\{z: \operatorname{Re} z \geqslant 0,\left|z-\frac{1}{3}\right| \leqslant \frac{2}{3}\right\}$,
(ii) $\sup \left\{|t|: t \in \mathbf{R}, i t \in V\left(h^{2}\right)\right\} \leqslant\left\{\frac{4}{3 \pi^{2}}-\frac{1}{45}\right\}^{\frac{1}{t}}<.336$.

Proof, Let $f \in \mathfrak{U}^{\prime}, f(1)=1=\|f\|$. Then

$$
\operatorname{Re} f(\cos t h) \leqslant 1 \quad(t \in \mathbf{R})
$$

and so

$$
1-\frac{1}{2} t^{2} \operatorname{Re} f\left(h^{2}\right)+\phi(t) \leqslant 1 \quad(t \in \mathbf{R})
$$

where $\phi(t)=O\left(t^{4}\right)$ as $t \rightarrow 0$. Therefore $\operatorname{Re} f\left(h^{2}\right) \geqslant 0$. By Corollary 2.3 (iii) we have $\left\|h^{2}-\frac{1}{3}\right\|=\frac{2}{3}$ and so

This proves part (i).

$$
\left|f\left(h^{2}\right)-\frac{1}{3}\right|=\left|f\left(h^{2}-\frac{1}{3}\right)\right| \leqslant \frac{2}{3} .
$$

Suppose now that $f\left(h^{2}\right) \in i \mathbf{R}$. By considering the inequality
for small $t$, we deduce that

$$
|f(\cos t \hbar)| \leqslant 1 \quad(t \in \mathbf{R})
$$

$$
\left|f\left(h^{2}\right)\right|^{2} \leqslant-\frac{1}{3} \operatorname{Re} f\left(h^{4}\right)
$$

The method of Theorem 2.2 may be used to establish that

$$
\left\|h^{4}-2\left(1-\frac{6}{\pi^{2}}\right) h^{2}\right\| \leqslant \frac{4}{\pi^{2}}-\frac{1}{15}
$$

Since $\operatorname{Re} f\left(h^{2}\right)=0$, we now have

$$
-\operatorname{Re} f\left(h^{4}\right) \leqslant \frac{4}{\pi^{2}}-\frac{1}{15}
$$

Therefore

$$
\left|f\left(h^{2}\right)\right|^{2} \leqslant \frac{4}{3 \pi^{2}}-\frac{1}{45}
$$

and the proof is complete.
Given $h \in H$ with $\|h\|=1$, Theorem 1.10 shows that the maximal case of $V\left(h^{2}\right)$ is given by

$$
V=\left\{\phi^{\prime \prime}(0): \phi \text { entire, } \phi(0)=1,|\phi(z)| \leqslant e^{|\mathrm{Re} z|}(z \in \mathbf{C})\right\}
$$

Bollobás [4] shows that $V \supset\left\{z:\left|z-\frac{1}{2}\right| \leqslant \frac{1}{2}\right\}$. We also have $V \supset\left\{i t: t \in\left[-\frac{1}{8}, \frac{1}{8}\right]\right\}$. To see this let $\phi$ be defined by

$$
\phi(z)=1 \pm \frac{1}{2} i\left(\cosh \frac{1}{2} z-1\right)-\frac{1}{4}\left(\cosh \frac{1}{2} z-1\right)^{2} .
$$

Use the Phragmen-Lindelöf principle to get $|\phi(z)| \leqslant e^{\mid \text {Re } z \mid}$, and note that $\phi^{\prime \prime}(0)= \pm i / 8$.
The above results give an approximate description of $V\left(h^{2}\right)$ in the extremal algebra $A([-1,1])$. Note also that in the extremal algebra $A([-1,1])$ we have

To see this let

$$
\begin{gathered}
\left\|e^{t s z^{2}}\right\| \geqslant \frac{2}{M} s^{\frac{2}{3}} \quad(s>0), \quad \text { where } M=\sup _{a, b \in \mathbf{R}}\left|\int_{b}^{a} e^{-t x^{2}} d x\right| \\
\phi(z)=\int_{-1}^{1} e^{z t} e^{-i s t^{2}} d t \quad(z \in \mathbf{C})
\end{gathered}
$$

Then $\phi \in E([-1,1])$ and $\Phi_{\phi}\left(e^{i s h^{2}}\right)=2$. By Phragmen-Lindelöf

$$
\|\phi\|=\sup _{x \in \mathbf{R}}\left|\int_{-1}^{1} e^{i x t} e^{-i s t^{2}} d t\right|=\sup _{x \in \mathbf{R}} s^{-\frac{1}{2}}\left|\int_{(-1-x / 2 s) s^{\frac{1}{2}}}^{(1-x / 2 s) s^{\frac{1}{2}}} e^{-i t^{2}} d x\right| \leqslant M s^{-\frac{1}{2}}
$$

and so $\left\|e^{i s h^{2}}\right\| \geqslant 2 s^{\frac{1}{2}} / M$. In particular the extremal norm on $A([-1,1])$ is not equivalent to the supremum norm since $\left\|e^{i s h^{2}}\right\|_{\infty}=1$.

Now consider the extremal problem for $V\left(h^{2}\right)$ subject to the restriction $V(h)=[0,1]$. It is easy to see that the maximal set for $V\left(h^{2}\right)$ again has non-empty interior, and also $\left\|e^{i s h^{2}}\right\| \geqslant$ $s^{\frac{1}{2}} / M$ in $A([0,1])$. However we have the following result which contrasts with the situation for arbitrary Hermitian elements.

Theorem 2.7. Let $k$ be a positive Hermitian element. Then

$$
V\left(k^{2}\right) \cap i \mathbf{R} \subset\{0\}
$$

Proof. We may suppose $V(k) \subset[0,2]$. Let $h=k-1$ and then $V(h) \subset[-1,1]$. Let $f(1)=$ $1=\|f\|$ and suppose $f\left(k^{2}\right)=i a$ with $a \in \mathbf{R}$. Then

$$
i a=1+2 f(h)+f\left(h^{2}\right) .
$$

Note that $b=-1-2 f(h) \in \mathbf{R}$ and $f\left(h^{2}\right)=b+i a$. We have $|f(\exp i t h)| \leqslant 1(t \in \mathbf{R})$ and so

$$
\left|1+i t f(h)-(b+i a) \frac{t^{2}}{2}+O\left(t^{3}\right)\right| \leqslant 1
$$

Consideration of the above for small $t$ gives

$$
f(h)^{2} \leqslant b=-1-2 f(h)
$$

and so $f(h)=-1$. By Theorem 2.4 we now have $f\left(h^{2}\right)=1$ and so $f\left(k^{2}\right)=0$.

## 3. The Banach algebra $\boldsymbol{A}(\boldsymbol{\Xi})$

In this section we generalize the results of § 1 by considering extremal problems in which several elements are involved. In this case we impose a condition on the joint numerical range of several elements. Let $\mathfrak{A}$ be a complex unital Banach algebra and let $a_{1}, \ldots, a_{n} \in \mathfrak{A}$. Recall that the joint numerical range of $a_{1}, \ldots, a_{n}, V\left(\mathscr{A} ; a_{1}, \ldots, a_{n}\right)$ is defined by

$$
V\left(\mathfrak{H} ; a_{1}, \ldots, a_{n}\right)=\left\{\left(f\left(a_{1}\right), \ldots, f\left(a_{n}\right)\right): f \in D(\mathfrak{A}, 1)\right\}
$$

so that $V\left(\mathfrak{H} ; a_{1}, \ldots, a_{n}\right)$ is a compact convex subset of $\mathbb{C}^{n}$. (For $x \in \mathfrak{M}, D(\mathfrak{A}, x)=\left\{f \in \mathfrak{H} \mathcal{H}^{\prime}\right.$ : $f(x)=1=\|f\|\}$.) For brevity we write $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right)$ and

$$
V(\mathfrak{A} ; \mathbf{a})=\{f(\mathbf{a}): f \in D(\mathfrak{N}, \mathbf{1})\} .
$$

Given $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{n}\right), \mathbf{z}=\left(z_{1}, \ldots, z_{n}\right) \in \mathbf{C}^{n}$ we write

$$
\begin{aligned}
& \lambda \cdot \mathbf{a}=\lambda_{1} a_{1}+\ldots+\lambda_{n} a_{n} \\
& \lambda \cdot \mathbf{z}=\lambda_{1} z_{1}+\ldots+\lambda_{n} z_{n} .
\end{aligned}
$$

Let $\Xi$ be a compact convex subset of $\mathbf{C}^{n}$ and let $\|\cdot\|_{\infty}$ denote the supremum norm for bounded functions on $\Xi$. Let
and let $\quad \omega(\boldsymbol{\lambda})=\|\exp (\boldsymbol{\lambda} \cdot \mathbf{u})\|_{\infty}\left(\boldsymbol{\lambda} \in \mathbf{C}^{n}\right)$.
The method of $\S 1$ generalizes to give

$$
V(\mathfrak{I} ; \mathbf{a}) \subset \boldsymbol{\Xi} \Leftrightarrow\|\exp (\boldsymbol{\lambda} \cdot \mathbf{a})\| \leqslant \omega(\boldsymbol{\lambda}) \quad\left(\boldsymbol{\lambda} \in \mathbf{C}^{n}\right)
$$

Let $A(\Xi)$ be the set of all $f: \Xi \rightarrow \mathbf{C}$ such that

$$
f(\mathbf{z})=\int \exp (\boldsymbol{\lambda} \cdot \mathbf{z}) d \mu(\boldsymbol{\lambda}) \quad \text { where } \int \omega d|\mu|<\infty
$$

and let $\|f\|$ be the infimum of $\int \omega d|\mu|$ over all such representations.
Let $E(\Xi)$ be the set of entire functions $\phi$ in $n$-variables such that $\|\phi\|=\sup \{\mid \phi(\lambda) \| \omega(\lambda)$ : $\left.\lambda \in \mathbb{C}^{n}\right\}<\infty$. Then, as in $\S 1, A(\Xi)$ is a complex unital commutative Banach algebra, the polynomials are dense in $A(\Xi)$ and the maximal ideal space may be identified with the joint spectrum of $u_{1}, \ldots, u_{n}$, i.e. $\Xi$. Moreover, $E(\Xi)$ is the dual of $A(\Xi)$ under the natural pairing. We state informally the generalization of Theorem 1.10.

Theorem 3.1. $A(\Xi)$ is the extremal Banach algebra subject to

$$
V(\mathfrak{M}, \mathbf{a}) \subset \Xi, a_{j} a_{l k}=a_{k} a_{j}(j, k=1, \ldots, n) .
$$

Remark. The mutual commuting of the elements is required to give

$$
\exp (\boldsymbol{\lambda} \cdot \mathbf{a}) \exp (\boldsymbol{\mu} \cdot \mathbf{a})=\exp (\boldsymbol{\lambda}+\boldsymbol{\mu}) \cdot \mathbf{a})
$$

The simplest case occurs when $\Xi$ is a direct product, say $\Xi=K_{1} \times K_{2} \times \ldots \times K_{n}$ where each $K_{j}$ is compact convex in $\mathbf{C}$. In this case it is easy to show that

$$
\omega(\boldsymbol{\lambda})=\omega_{1}\left(\lambda_{1}\right) \omega_{2}\left(\lambda_{2}\right) \ldots \omega_{n}\left(\lambda_{n}\right)
$$

where $\omega_{j}$ is determined by $K_{j}$ as in $\S$ 1. Given $f \in A(\Xi)$ of the form

$$
f(\mathbf{z})=f_{1}\left(z_{1}\right) f_{2}\left(z_{2}\right) \ldots f_{n}\left(z_{n}\right)
$$

where $f_{r} \in\left(A\left(K_{r}\right),\|\cdot\|_{r}\right), r=1, \ldots, n$, it is straightforward to verify that

$$
\|f\|=\left\|f_{1}\right\|_{1}\left\|f_{2}\right\|_{2} \ldots\left\|f_{n}\right\|_{n}
$$

Moreover the linear span of such functions is dense in $A(\Xi)$. In other words this case gives a rather trivial generalization of the one variable case; in fact $A(\Xi)$ is the projective tensor product of the $A\left(K_{r}\right)$.

For a non-trivial application of Theorem 3.1, recall that $x \in \mathfrak{M}$ is normal if $x=h+i k$ where $h, k$ are Hermitian and $h k=k h$. For such elements it is known that $V(x)=\operatorname{cosp}(x)$ and $\|x\| \leqslant 2 \varrho(x)$ (see [6] Theorem 5.14). When all the powers of $h$ and $k$ are Hermitian it follows from the Vidav-Palmer theorem (see e.g. [6] Theorem 5.9) that $\varrho(x)=\|x\|$. For general Banach algebras, Crabb [11] gave an example of a normal element $x$ with $\varrho(x)=1,\|x\|=\sqrt{2}$. We show below that

$$
\max \{\|x\|: x \text { normal, } \varrho(x)=1\}=2 .
$$

More generally, we consider the evaluation of

$$
\begin{equation*}
k_{n}=\max \left\{\left\|x^{n}\right\|: x \text { normal, } \varrho(x)=1\right\} . \tag{1}
\end{equation*}
$$

It is easy to see that the problem corresponds to an application of Theorem 3.1 in the case

$$
\Xi=\left\{(s, t): s, t \in \mathbf{R}, s^{2}+t^{2} \leqslant 1\right\} .
$$

We then have

$$
\left.\omega\left(\lambda_{1}, \lambda_{2}\right)=\sup \left\{\exp \left(s \operatorname{Re} \lambda_{1}+t \operatorname{Re} \lambda_{2}\right): s, t \in \mathbf{R}, s^{2}+t^{2} \leqslant 1\right\}=\exp \left(\left\{\operatorname{Re} \lambda_{1}\right)^{2}+\left(\operatorname{Re} \lambda_{2}\right)^{2}\right\}^{\frac{1}{2}}\right) .
$$

For the rest of this section, $\omega$ will have the above definition. We wish to evaluate

$$
\sup \left\{\left|n!\left(\frac{\partial}{\partial \lambda_{1}}+i \frac{\partial}{\partial \lambda_{2}}\right)^{n} \phi(0,0)\right|: \phi \in E(\Xi),\|\phi\|=1\right\} .
$$

Lemma 3.2. Let $\phi$ be an entire function of 2 variables such that
(i) $|\phi(\lambda, \mu)| \leqslant \exp (|\lambda|+|\mu|)(\lambda, \mu \in \mathbf{C})$,
(ii) $|\phi(\lambda, \mu)| \leqslant 1(\lambda, \mu \in i \mathbf{R})$,
(iii) $|\phi(\lambda \cos \theta-\mu \sin \theta, \lambda \sin \theta+\mu \cos \theta)|=|\phi(\lambda, \mu)|(\lambda, \mu \in \mathbf{C}, \theta \in \mathbf{R})$.

Then $|\phi(\lambda, \mu)| \leqslant \omega(\lambda, \mu)(\lambda, \mu \in \mathbf{C})$.
Proof. Given $\mu \in i \mathbf{R}$ we have

$$
|\phi(\lambda, \mu)| \leqslant e^{|\mu|} e^{|\lambda|} \quad(\lambda \in \mathbf{C}), \quad|\phi(\lambda, \mu)| \leqslant 1 \quad(\lambda \in i \mathbf{R})
$$

and so the Phragmen-Lindelöf principle gives

$$
|\phi(\lambda, \mu)| \leqslant \exp (|\operatorname{Re} \lambda|) \quad(\lambda \in \mathbf{C}) .
$$

Given arbitrary $\lambda, \mu \in \mathbf{C}$, choose $\theta \in \mathbf{R}$ such that $\lambda \sin \theta+\mu \cos \theta \in i \mathbf{R}$. Then

$$
|\phi(\lambda, \mu)|=|\phi(\lambda \cos \theta-\mu \sin \theta, \lambda \sin \theta+\mu \cos \theta)| \leqslant \exp (|\operatorname{Re}(\lambda \cos \theta-\mu \sin \theta)|) \leqslant \omega(\lambda, \mu) .
$$

Theorem 3.3. Let $k_{n}$ be as in (1), let

$$
\mathfrak{G}_{n}=\left\{g \in E([-1,1]):\|g\|=1, g(0)=g^{\prime}(0)=\ldots=g^{(n-1)}(0)=0\right\}
$$

and let $\mathfrak{\Re}_{n-1}$ be the real subspace of $A([-1,1])$ consisting of the real polymonials in $u$ of degree at most $n-1$. Then

$$
k_{n}=2^{n} \sup \left\{\left|g^{(n)}(0)\right|: g \in \mathfrak{G}_{n}\right\}=2^{n} \operatorname{dist}\left(u^{n}, \mathfrak{P}_{n-1}\right) .
$$

Proof. Let $\mathfrak{F}_{n}$ be the set of functions $g \in \mathfrak{G}_{n}$ of the form

$$
g(z)=\sum_{r=0}^{\infty} c_{r} z^{n+2 r} \quad(z \in \mathbb{C})
$$

Note by Bernstein's theorem that $\left|c_{r}\right| \leqslant 1 /(n+2 r)!\quad(r=0,1,2, \ldots)$. Given $g \in \mathfrak{F}_{n}$ define $\phi_{g}(\equiv \phi)$ on $\mathbf{C}^{2}$ by

$$
\phi(\lambda, \mu)=\sum_{r=0}^{\infty} c_{r}(\lambda-i \mu)^{n+r}(\lambda+i \mu)^{r}
$$

Then $\phi$ is entire and $|\phi(\lambda, \mu)| \leqslant \exp (|\lambda|+|\mu|)$. Given $s, t \in \mathbf{R}$ let $y=\left(s^{2}+t^{2}\right)^{\frac{1}{2}}$ and then

$$
|\phi(i s, i t)|=\left|\sum_{r=0}^{\infty} c_{r}(i y)^{n+2 r}\right| \leqslant 1
$$

Also

$$
\phi(\lambda \cos \theta-\mu \sin \theta, \lambda \sin \theta+\mu \cos \theta)=e^{-i n \theta} \phi(\lambda, \mu)
$$

and so Lemma 3.2 gives $|\phi(\lambda, \mu)| \leqslant \omega(\lambda, \mu)$.
Given $\phi \in E(\Xi),\|\phi\|=1$, let $\psi_{\phi}(\equiv \psi)$ be defined on $\mathbf{C}^{2}$ by

$$
\psi(\lambda, \mu)=\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{i n \theta} \phi(\lambda \cos \theta-\mu \sin \theta, \lambda \sin \theta+\mu \cos \theta) d \theta
$$

Then $\psi$ is entire and $|\psi(\lambda, \mu)| \leqslant \omega(\lambda, \mu)$. A routine calculation shows that $\psi=\phi_{g}$ for some $g \in \mathfrak{F}_{n}$.

If $a=u_{1}+i u_{2}$ in $A(\Xi)$ then

$$
\Phi_{\phi}\left(a^{n}\right)=\Phi_{\psi}\left(a^{n}\right)=2^{n} g^{(n)}(0) .
$$

Theorem 3.1 now gives $k_{n}=2^{n} \sup \left\{\left|g^{(n)}(0)\right|: g \in \mathfrak{F}_{n}\right\}$.
Given $g \in \mathscr{S}_{n}$, let $h(z)=\frac{1}{2}\left\{g(z)+(-1)^{n} g(-z)\right\}$. Then $h \in \mathfrak{F}_{n}$ and $\left|h^{(n)}(0)=\left|g^{(n)}(0)\right|\right.$. This proves the first part of the theorem.

Let $\mathfrak{S}_{n}=\left\{g \in \mathfrak{F}_{n}: g(\mathbf{R}) \subset \mathbf{R}\right\}$. Given $g \in \mathfrak{S}_{n}$ let $h(z)=\frac{1}{2}\{g(z)+\overline{g(z)}\}$ and we see that $k_{n}=2^{n} \sup \left\{\left|g^{(n)}(0)\right|: g \in \mathfrak{F}_{n}\right\}$.

Finally note that $\Phi_{\phi}\left(a^{n}\right)=2^{n} \Phi_{g}\left(u^{n}\right)$ and use Theorem 1.10.

Corollary 3.4.
(i) $k_{1}=2$.
(ii) There is $M>0$ such that $k_{n} \geqslant M n^{\frac{1}{3}} \quad(n=1,2,3, \ldots)$.

Proof. (i) Take $g=\sinh$. In fact, using Theorem 2.4, one can show that $g$ gives the unique functional $\Phi$ on $A(\Xi)$ with $\Phi(a)=2,\|\Phi\|=1$. (ii) Take $g(z)=J_{n}(i z)$, where $J_{n}$ is the usual Bessel function. Since $\sup \left\{\left|J_{n}(x)\right|: x>0\right\}$ is of order $n^{-\frac{1}{3}}$, the result follows.

It is easy to see, from Montel's theorem, that $k_{n}$ is attained at some member of $\left(\mathscr{S}_{n}\right.$; but
 power inequality fails for some normal elements.

Finally we give a partial solution to a related problem.

## Theorem 3.5.

$\max \{\|u\|: u$ normal, $\varrho(u)=1, \operatorname{Re} u, \operatorname{Im} u$ positive $\} \leqslant \frac{1}{2}(1+\sqrt{3})$.
Proof. Let $u$ be normal with $\varrho(u)=1, \operatorname{Re} u, \operatorname{Im} u$ positive. Then $V(u) \subset\{z:|z| \leqslant 1$, $\operatorname{Re} z \geqslant 0, \operatorname{Im} z \geqslant 0\}$, and for the extremal case we may assume equality. Let $e^{-i \pi / 4} u=p+i q$ with $p, q$ Hermitian.

Then

$$
V(p)=[0,1], \quad V(q)=\left[-\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right]
$$

and so

$$
\|u\|=\|p+i q\| \leqslant\left\|p-\frac{1}{2}\right\|+\left\|i q+\frac{1}{2}\right\|=\frac{1}{2}(\mathbf{1}+\sqrt{3})
$$

by Sinclair [13].

## 4. Complex Banach algebras with $v=\rho$

Let $\mathfrak{A}$ be a complex unital Banach algebra with $v=\varrho$. By [6] Theorem 4.7, $\mathfrak{H}$ is commutative and $\varrho$ is an algebra norm with $\varrho \leqslant\|\cdot\| \leqslant e \varrho$. In fact, a sharper estimate holds.

Theorem 4.1. Let $\mathfrak{A}$ be a complex unital Banach algebra with $v=\varrho$. Then $\|a\| \leqslant \frac{1}{2} e \varrho(a)$ $(a \in \mathfrak{A})$.

Proof. Let $a \in \mathfrak{A}$ with $\varrho(a)<1$ and let $\Gamma$ be the unit circle. Then

$$
-\frac{2}{e} a=\frac{1}{2 \pi i} \int_{\Gamma} \exp \left(\frac{z a+1}{z a-1}\right) \frac{d z}{z^{2}}
$$

Note that $\operatorname{Re} \lambda \leqslant 0$ for $\lambda \in \operatorname{Sp}\left((z a+1)(z a-1)^{-1}\right),|z|=1$. Since $v=\varrho$ we have $\|\exp (x)\|=$ $\varrho(\exp (x))(x \in \mathfrak{H})$. Therefore $2 e^{-1}\|a\| \leqslant 1$ and the proof is complete.

Let $K$ be as in $\S 1$ and recall that $A(K)$ is the algebra of continuous functions on $K$ that are analytic on the interior of $K$. Any norm on $A(K)$ with $v=\varrho$ gives $V(f)=\operatorname{cosp}(f)$. The Vidav-Palmer theorem shows that when $K \subset[-1,1], v=\varrho$ if and only if the norm is the spectral norm; this latter assertion fails if $K$ has interior. Define $\|\cdot\|$ on $A(K)$ by

$$
\|f\|=\inf \left\{\sum\left|c_{n}\right| \varrho\left(g_{n}\right): f=\sum c_{n} g_{n}, g_{n} \in \exp A(K)\right\}
$$

Theorem 4.2. $(A(K),\|\cdot\|)$ is the extremal singly generated complex unital Banach algebra with $V(u) \subset K, v=\varrho$.

Proof. Straightforward by the methods of § 1.
Proposition 4.3. When $K$ is the closed unit disc, $\|u\|=\frac{1}{2} e$.
Proof. Let $\Phi(f)=f^{\prime}(0)(f \in A(K))$, so that $\Phi \in A(K)^{\prime}, \Phi(u)=$ l. It is enough to show that $\|\Phi\| \leqslant 2 e^{-1}$, or equivalently,

$$
\left|\exp (f(0)) f^{\prime}(0)\right| \leqslant 2 e^{-1} \varrho(\exp f) \quad(f \in \AA(K)) .
$$

Let $g=f-f(0)$, so that $g \in A(K), g(0)=0$. A classical exercise gives $\left|g^{\prime}(0)\right| \leqslant 2$ when $\operatorname{Re} g \leqslant 1$ and so

$$
\left|g^{\prime}(0)\right| \leqslant 2 e^{-1} \exp (\sup \operatorname{Re} g) \quad(g \in A(K), g(0)=0)
$$

The result follows.
When $K$ has interior, the Riemann mapping theorem gives a $\tau \in A(K)$ which is a home omorphism onto the closed unit disc $\Delta$. This induces an isometric isomorphism between $A(K)$ and $A(\Delta)$ and gives $\varrho(\tau)=1,\|\tau\|=\frac{1}{2} e$ in $(A(K),\|\cdot\|)$.
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