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As a result of Thom's  s tudy of singularities of differentiable mappings there has in 

recent years been a renewed interest in a result from classical Schubert calculus called the 

determinantal  formula. First I. R. Porteous [9] proved a generalization of an important  

special case under certain transversali ty assumptions and later J .  N. Damon [1], using the 

existence of a higher dimensional residue symbol, proved a generalization of the deter- 

minantal  formula under the same assumptions. Here we shall give a proof of the general 

form of the determinantal  formula without using the residue symbol. Also, recent results 

on the Cohen-Maeaulayness of determinantal  varieties allow us to replace the transversal- 

i ty conditions by  certain natural  eodimension conditions. 

Our interest in the formula as presented here stems from applications to existence 

questions of divisors on curves (see [6] and [7]). 

The arrangement  of the article is as follows: In  section one, we introduce the neces- 

sary notation and also sketch the proof of the generalized determinantal  formula for Schu- 

bert  schemes. Section two is devoted to the proof of a crucial lemma concerning certain 

determinants associated to formal power series. In  section three we prove the generalized 

determinantal  formula for  Schubert schemes. Finally, in section four, the general version 

of the determinantal  formula is proved. 

w  

Let  X be a scheme. I f  F and G are two locally free sheaves on X, we shall say for short 

tha t  F is a subsheaf of G and write F__ G, whenever F is a subsheaf that  is locally a direct 

summand in G. 

Given a sequence AI~...~A,~ of locally free sheaves on X, we denote by F(A) 

the scheme over X parametrizing flags CI~...cC d of locally free sheaves C~_A~ 

with rank (C~)=i. More precisely, F(A) is the scheme representing the functor 
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T~{Clc ...= CeIC, locally free of rank i on T and C,___ (A)T }, from schemes over X to 

sets. The universal sequence of locally free sheaves on F(A) we denote by DI~ ...c De, 
where rank (Dt) =i. Let E be a locally free sheaf of rank n on X. We denote by Ga(E) 
the Grassmann bundle over X parametrizing locally free sheaves C of rank d with C _  E. 

The universal sequence of bundles on Ge(E) we denote by 

O~ D---~q~*E-~Q~O 

where ~ is the structure morphism Gd(E)~X. 
Suppose that  0 < r a n k  (At)<rank (At+l). Then we denote by ~(A) the subscheme of 

Ge(E) parametrizing locally free sheaves C___ E of rank d such that  rank (A, N C)~>i for 

i =  1 ..... d. By rank (A N C)>~i, we mean that  the map Aa-*+IA~Aa-*+I(E/C) induced 

by the composite map A~E-~E/C is zero. Let g be the structure morphism F(A)~X. 
The subsheaf De=_g*E defines an X-morphism 

such that  a*D =De. I t  is easily verified that  ~ maps F(A) onto ~(A) and that  ~ is:an 

isomorphism over the open subset of ~I(A) parametrizing sheaves C_~ E of rank d, such that  

rank (A~ N C)=i for i = l  .... , d. Moreover a defines a section s of the projection 103 below 

~2 
O~(E) • x F ( A ) .  - F(A) 

ae(E) x 

To prove the determinantal formula for ~(A) in Gd(E) we first show that  F(A) is the 

zero scheme (via s) of a section of a locally free sheaf on Ga(E) xxY(A) of rank d(n-d). 
The determinantal formula for F(A) in Oe(E) x xF(A) is then an immediate consequence 

of Lemma 1 below and a well known result concerning the relation between the highest 

Chern class of locally free sheaves and the zeroes of their sections. We then "push down" 

the determinantal formula for s by Pl to get the formula for ~(A) in Gd(E). 

w 

Let pt(t)= ~.-~ a~.jP be a formal power series in t for i --1 .... , d (with coefficients in 

some commutative ring). Given a sequence of integers/(1) .... ,/(d), define 

Af(1)  . . . . .  l(d)(~Ul, . . . ,  ~ud) 
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to be the determinant  of the d • d matr ix  (b~d) where 

b~.j = a~./(o+1_ ~. 

LEMMA 1. Assume/ (1 )  41(2) < ... </(d), and let 

/~,(t) = 1-~ (1 + ~jt) (1+flit).  
J = l  

Then 
d f(f) 

AI(- . . . . .  r(~) (~ i  . . . . .  ~ )  = H l--i ( ~ j -  A) .  
t = l  J = l  

Proo/. Both sides of the equality of Lemma 1 are homogenous polynomials of degree 

~=1/ ( i )  in the a ' s  and fl's taken together. Moreover the parts  of the homogenous poly- 

nomials involving the s  only are both equal to 1-~a_1 r-rm) ~=1 aj, as is easily seen by  putt ing 

the fl's equal to zero. Consequently, in order to prove Lemma 1, it is sufficient to show 

tha t  Am) ..... m)(jul ..... ~ua) is zero when am =fin with m </(n). 

Let  g = (go ....  , ga-1) be the vector whose entries are the coefficients of the polynomial 

d - 1  d 

g(t) = ~ gjtJ= 1-I (1 + fl, t)/(1 +tint). 
J = o  t = 1  

We shall show that,  when am=fin with m </(n),  the vector g lies in the kernel of the linear 

transformation represented by the matr ix  (b,.j). Since m <[(n)<[( i )  for n < i  we have tha t  

g(t)/~i(t) is a polynomial of degree strictly less than  ( [ ( i ) + d - i )  for i = 1 . . . .  , d. In  particular 

the coefficient ~=1 ga-jbi.j of t m)-*+d in g(t)l~t(t) is zero. Thus g lies in the kernel of (bid). 

w 

We shall in the following assume tha t  the schemes F(A) and Ga(E) over X have a 

graded intersection theory in the sense of [2] (sections 1, 2 and 3) and tha t  Chern classes 

exist for locally free sheaves. This will be true, e.g., if X is a quasi-projective and non- 

singular variety. Indeed F(A) and Ga(E) are smooth and projective over X. Let  yJ be a 

morphism between two such schemes. We denote by  ~* and yJ, the inverse and direct- 

image maps induced by  ~ on the corresponding intersection rings. The class of a sub- 

scheme Z in the intersection ring we denote by  Cycle Z. 

Finally, we let 

c ( F )  = co(F)  + c l ( F )  t + ... 

denote the Chern polynomial of a locally free sheaf F and we write c ( F -  G) for c(F)c(G) -1. 
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LEMMA 2. (The de te rminan ta l  formula  for s.) Consider F(A) as a subscheme of 

G~(E) • x F(A) via the morphism s. Then we have, in the intersection ring of Gd(E) • x F(A), 

Cycle F (A)  = A(,~_d) ..... ~n-d~ (C(pl Q - p 2  DI) . . . . .  C(PI Q - p c  Dd)). 

Proof. I t  is easily verified t h a t  s identifies F(A) with the  closed subscheme of 

Gd(E) •  paramet r iz ing  pairs (C1, C2) of locally free sheaves of r ank  d such t h a t  

p~ C 1 =p~ C~. Hence  F(A) is the  scheme of zeroes of the  composi te  m a p  

* * * * , __~ * p2Dd~P2~t E = p I g  E p l Q .  

T h a t  is, F(A) is the  scheme of zeroes of a section of the  r ank  d ( n - d )  bundle  p~ Dd| v. 

Since F(A)  is of eodimension d ( n - d )  in Ga(E) •  we have  b y  [3] (formula 18 bis or 

corollary page  153) t h a t  
, �9 D v Cycle F(A)  = Cd(,-d~ iP2 d |  Q)- 

c *D v * Using " t h e  spl i t t ing pr inciple"  we can write dc,-~)(P d| as the  coefficient of 

t ~(n-d) in the  po lynomia l  
d n - d  

FI I-I (I + Cl(L'~ | 
~ 1  j = l  

where Qj is a " sp l i t t ing"  of Q and  L~, j = 1 . . . . .  i is a " sp l i t t ing"  of D v 

d n - d  

Hence  Cycle F(A)  = 1-I 1-[ (cl(Qj) - Cl(L~)). 
I = 1  J = l  

We i m m e d i a ~ l y  conclude f rom L e m m a  1 with  ](i) = (n - d) t h a t  

Cycle F (A)  = A(,_a) ..... (a-a) (~1 . . . . .  ~ta), 

where  /~t (t) = 1-[ (1 + c~(Qj)t) (1 + Cl(L~)t). 
t = 1  = 

Since/~(t)  =c(Q)/c(Dt) , L e m m a  2 is proved.  

To  "push  d o w n "  the  formula  of L e m m a  2 to Gd(E) we first  note  t h a t  the  s t ruc ture  

morph i sm 
zt: F(A) ~ X 

can be decomposed  into a sequence of morph i sms  of project ive  bundles  (the Grassmann  

bundle  GI(E ) is canonical ly isomorphic to  the  projec t ive  bundle  p(EV)) in the  following 

way:  Le t  G 0 = X  , D 0 = 0  and (P0 =/dx.  We define G s toge ther  wi th  a s t ructure  morph i sm 

x~j: Gj -~ X 
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' GI(~tj_IAj/Dj_I ). Let and a locally free subsheaf Dj of ~ A j of rank j inductively by  Gj = * ' 

~j be the structure morphism Gj~Gj_I and let 

0-> L t ~  7t~_lAI/ D~_1-> Qj --> o 

be the universal sequence of locally free sheaves on Gj. Define :re to be ~t~_l~ j and D~ to 

be the preimage of Lj  b y  the quotient map 

Denote the map ~+~... ~ - ~ a :  Ga --> G~ 

by  v/j. Then it is clear tha t  the flag 

~ID~ ~ ~ D ~  ~ . . .  ~ v/~D~ 

on G~ allows us to identify G~ with ~(A) such tha t  ~D~  = D~ and g~ = y~o = ~. 

F(A) ' Oj 

X ,( Ui--1 Ot__l 

Since each Gj is smooth over Gj_ 1 of relative dimension ( a j - j ) ,  we conclude in particular 

tha t  F(A) is smooth over X of relative dimension ~ 1  (as- i ) .  

LEMM• 3. With the above notation we have 

(~,) ,  (c(Q~)) = ~ -~ .  

Proo/. For ] > ( a t - i ) ,  we already have tha t  cj(Qt) is zero because rank Qt=(a i - i ) .  

Since (~ ) ,  preserves dimension, we have (~01) , (cj(Qt))=0 for ~ < (a~-  i). 

Let  ~= (a~-i). Then it is sufficient to check the formula (~o~),(c~(Q~))=1 at  a generic 

point P of G~_ 1. However, in the fiber over P, the Chern class cj(Qi) is represented by  a 

(rational) point and the formula is clear. 

L~M~IA 4. Let R 1 ..... R d be locally/tee sheaves on X and/(1), ...,/(d) integers. Then 

~.  A...r,)...(... c(rt*R~- D~)...) = A...r,)_a(~)+~...(... c(Rt-A~). . . )  

where a(i) = rank A ~. 

Proo/. We shall prove the equation 

(Y~-I)* A...s(j)... (... c(~t*Rj- Dj) ...) 

-~_iA~) . . . )  = A ...f(t-1).f(t)-a(~)+~... ("" C(~*I Rt-1 -'D~_I),' c(Ttl_lRi* * 
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by descending induction on i. Apply (~-1)* to the equation. Then by  the projection for. 

mula the only terms tha t  are "seriously" affected are the coefficients of 

* I * * 
c(~r,-1R,-1 - D,-1) = c(Q,_l) C(:rr~_l R~_I - 7rt_lA~_l ) 

and these appear  only in the ({ - 1)'st row of " the"  d x d-matrix whose (j, k) ' th entry  is the 

coefficient of t r(j)-J+k " * * ' * * m c(:~,-1R~- ~,-1.j Dj) for ] < i - 1 and in c(Jrt_l R j -  :~- lAt)  for i >/i, 

where we have put  ~0,_l.j=~,_l~t_ 2 ... ~j+l for j <  i - 1 ,  and ~,.,-1 is the identi ty on G,. 

However, by  Lemma 2 and the projection formula, 

(~,_~,( ~ cj(~?_IR,_I-:~_IA,-1)~(Q,-1)) 
h=J+k 

= C h - a ( , - 1 ) + l - l ( t - 2 R , - 1 - T Q - 2 A ~ - 1 ) .  

We immediately conclude, using the projection formula, tha t  

(q) ~ - 1)* A ...,'(,'-l).fc ~ )- a ) + t... ( . . . c (~*I  R I _ I -  D~_I), C ( ~ R ~ -  ~ A ~ ) .  �9 .) 

: A...1(t_2).y(~_x)_a(~_l~+,_l... (. c(=*_~Rl_~-D[_~), ( ~ - u R ~ - x -  t -2Ai-1) . . . ) .  

Lemma 4 is now the case i = 1. 

T~v.ol~v.~ 5. Put  h( i )= ( n - d - a ( i )  + i) where a( i )= rank A~. Then ~ ( A )  is o /codi .  

mension ~ l h ( i )  in Ga(E), and 

Cycle s = A h ( 1 )  . . . . .  h(d) (c(Q -- ~*A1), . . . ,  c(Q - ~*Aa)), 

Proo/. We have seen tha t  ~'(A) is irreducible of relative dimension ~=x  ( a ( i ) - i )  over 

X when X is irreducible. Moreover, ~: F ( A ) - ~ ( A )  is an isomorphism over an open dense 

subset of ~(A).  Hence dim x ~(A)=~,~=1 ( a ( i ) - i )  and 

(p~). Cycle F ( A )  = Cycle ~(A).  

Now apply (Pl)* to the formula of Lemma 2. We obtain the equation 

Cycle fl(A) c * * D ~-- ( P l ) . A . . . ( n - ~ ) . . . (  ..- ( p l Q - i p 2  , ) . . - ) .  

The right hand side of the equation is equM to 

A...h(~)...(... c(Q-q~*A~)...) 

by Lemma 4 applied to Pl ( that is, put  X and F(A)  equal to G~(E) and Ga(E) • x F ( A ) ) ,  

and with R~=T~Q and/ ( i )  = ( n - d ) .  

Co~o~.~.~aY 6. (Porteous'  formula). Let A ~_ E be a locally/ree shea/ o/ rank  a. Denote 
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by ak(A) the subscheme o/Ga(E) parametrizin 9 locally/ree sheaves C~_ E o / rank  d such that 

rank (C f3 A) >~ k. Then ak(A ) is o/ codimension (n - d - a  + k) k and 

Cycle (ak(A)) = A... (n-a-a+k)...(... c(Q -q~*A)...) 

where the index ( n - d - a  + k) is repeated k times. 

Proo/. By "the splitting principle" we can find a map fl: F ~ X  from a scheme F such 

tha t  there exist bundles 

A 1 c  A~ c .'. ~ Ak_ 1 c fl*A c Ak+l c ... c Ae = fl* E 

on F with rank (Aj) = ( a + j - / c )  for j = l ,  ..., k - 1  a n d r a n k A ~ = ( n + i - d )  f o r j = ( k + l ) , . . . , d  

and such tha t  fl* is injective. Since the condition rank (A N C)/> k for a locally free sheaf C 

clearly implies tha t  rank (A, N C) >~ i for all i, we have 

q* Cycle ak(A) = Cycle ~(A) 

in the intersection ring of F xxGe(E), where q is the projection onto the second factor. 

Now apply Theorem 5 to the projection r onto the first factor. We obtain 

q* Cycle ak(A) = A...au)...(... c(q*Q- (qoq)*Ai)...) 

where h ( i ) = ( n - d - a + ] c )  for i = 1  .... .  / c -1  and h( i )=0  for i = ( k + l )  . . . .  ,d.  Since q* is 

injeetive we obtain the desired relation in the intersection ring of Ga(E). 

w 

In  order to prove the determinantal  formula for "sufficiently general matrices", we 

need some well known results from commutat ive algebra. We were, however, unable to 

find convenient references and shall therefore both state and prove the results below. 

Let  A be a (noetherian) ring, M an A-module, and I an ideal of A. We denote by 

depth (I ,  M) the length of a maximal M-regular sequence contained in I .  

LEMMA 7. Let 
M.: O ~ Mo -~... -~ Mn ~ O 

be a sequence o/(/initely generated)/tee A-modules such that depth ( I , H  l (M.) ) is zero/or all i. 

Then H ~ (M.) is zero/or i < depth (I,  A). 

Proo/. We proceed by induction on depth (I, A). Let  x in I be a regular element of 

A. Pu t  21I. =M. | The short exact sequence 

O~ M.-+ M. ~_M.~O 
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gives rise to a long exact sequence 

... ~ Ht(M.) z~ Ht(M.)_> Ht (~ . )  . . . .  

which shows that  depth (I/(x), H~(M.)) is zero for all i. By the induction assumption, 

Hi(M.) = 0 for i < (depth (I, A ) -  1) and consequently, multiplication by x, 

Ht(M.) ~ Ht(M.), 

is injective for i < depth (I, A). Since depth (I, H i (M.)) is zero it follows that  H i (M.)= 0. 

COROLLARY 8. Let f: B ~ A  be a homomorphism of rings. Given a B-module N with 

support in the variety V(J) o/an ideal J of B. Moreover, let 

0 -* N0 -~...-~ /V, -* N-*  0 
be a free resolution o /N .  

Assume that n =dep th  (I, A) where I is the ideal in A generated by f(J). Then 

0 ~ No |  ~. . . -~ N n Q s A  -~ N |  ~ 0 

is a/ree resolution of N |  

Proof. Put M t = N t |  Since Supp N c  g(J) we have Supp (Ht(M.))c  g(I)  and con- 

sequently depth (I, Ht(M.))=0. We conclude from Lemma 7 that  H i (M. )=0  for i=O .... .  

( n -  1). Corollary 8 follows immediately. 

LEMMA 9. Let/: X ~ Y be a morphism o/regular schemes and let Z be an equidimenslonal 

closed Cohen.Macaulay subscheme o/ Y. I f  the intersection theoretic inverse image of Z by f 

is defined, then 
f* Cycle Z = Cycle/-1Z, 

and the scheme theoretic invers image/-1Z o/ Z is Cohen-Macaulay. 

Proo]. Recall that  the intersection theoretic inverse image of Z by ] is said to be 

defined i f / -1Z is empty or if 

codim ( / -1Z ,  X )  = codim (Z, Y). 

Assume that  ]-IZ is nonempty. Let  p be a point in X and q=](p). Put B =  Or.a, 

A = 0x.~ and C=Oz.q. Let J denote the ideal defining Z at g and I the image of J by the 

map B-~A corresponding to f. 

By our dimension assumptions we have 

depth ( I ,A)  = depth ( J ,B) ,  
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and since C is Cohen-Macaulay, the homological dimension of the B-module C is equal to 

depth (J, B). Hence Corollary 8 with N =  C implies firstly tha t  Tor~ (A, C)=0  for i >0,  

which is the first part  of Lemma 9, and secondly that  the homologieal dimension of the 

A-module C| is at most equal to depth (I, A). The second fact clearly implies that  

C| is Cohen-Macaulay and finishes the second part  of Lemma 9. 

THEOREM 10. (The determinantM formula with denominators). Let X be a nonsingular 

quasi-projective variety over a ]ield and let u: F ~ G  be a map between two locally/ree sheaves 

on X o/ rank p and q. Moreover, let AI = ... = A a be a sequence o/locally/ree subsheaves o / F  

with d>J(p-q) and put a( i )=rank  A~. Denote by Z(A) the subscheme o / X  o/zeroes o/the 

maps (i = 1 ... .  , d) 
Aa0~-~+IA t_+ Aa(~-i+ 1G 

induced by u. Then: 

(i) Z(A ) is either empty or o/codimension at most ~ l  h( i) in X where h( i) = (q - a (  i) + i). 

(ii) I / Z ( A )  is empty or o/codimension exactly ~=1 h(i) in X,  then, 

CycleZ(A) =Ah(1) ..... h(a~(c(G-A1), ..., c(G-Aa)). 

Pro@ Put  E = F |  G. The projection E-+G defines an X morphism 

~: z - +  an(E) 

such that  ~*Q = G where Q is the canonical bundle on G~(E). 

By the splitting principle we may assume that  there is a sequence of locally free 

sheaves AacAa+l= . . . c A ~ = E  on X (we consider F as a subsheaf of E via the graph of u) 

with rank A~ = (q +]) for j = (d + 1), ..., p. Then ~(A) is defined in G~(E) and, by definition, 

we have 
~-1~ (A) = Z(A). 

By Theorem 5, the codimension of ~(A) in G~(E) is ~ = l ( p + q - p - a ( i ) + i ) =  

~ 1  (q -a( i )  +i). Hence if Z(A) is nonempty we have that  the codimension of Z(A) in X is 

at most ~=ih( i ) .  Moreover, J. A. Eagon and M. Hochster have proved that  ~(A) is 

a Cohen-Macaulay scheme (see [4] Theorem 1, p. 1022 and Corollaries, [5], [6] Theorem 2, 

p. 7, or [7] Theorem 1, p. 1). Hence, if Z(A) is empty or if codim (~(A), G~(E))= 

codim(Z(A), X), we have by Lemma 7 that  

5* Cycle ~(A) = Cycle Z(A). 

Theorem 8 is now an immediate consequence of Theorem 5. (Note that  h(i) is zero for 

i =  (d+ 1), ..., p.) 
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The general  vers ion of Por t eous '  fo rmula  can now be ob t a ined  f rom Theorem 10 in 

the  same w a y  Corol lary  6 followed from Theorem 5, or we can  proceed as in t he  proof  of 

Theorem 10 a n d  conclude the  fo rmula  f rom Corol lary  6. 

COROLLARY 11. (Por teous '  formula) .  Let X and u be as in Theorem 10 and let (p - q )  <~ 

]c ~p .  Denote by Zk(u) the scheme o/zeroes ol the map A~-k+lu. Then: 

(i) Zk(u ) is either empty or o/codimension at most k ( q - p  + k) in X .  

(ii) I1 Z~(u) is empty or of codimension exactly ]c(q-p + k) in X then, 

Cycle Zk(u) -~ A.,.cq_~+k)...(... c ( G -  F)...) 

where the index ( q - p  + k) is repeated k times. 
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