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1. Introduction 

In  this paper it is shown, by  means of counter examples, tha t  for some spatial domains 

tile motion of a viscous incompressible fluid is not  uniquely determined by the traditional 

initial and boundary conditions (i.e., by  the applied external forces and by  the values of 

the fluid velocity at an initial instant  of time, at the boundary of the spatial domain, and 

at  spatial infinity). In  a positive direction, we prove uniqueness for the initial boundary 

value problem in some classes of spatial domains, and uniqueness for this problem in other 

classes of domMns under appropriate auxiliary conditions. I~egarding the uniqueness 

questions to be considered here, it will be shown tha t  the situation is much the same for 

the problems of steady flow as for those of nonstat ionary flow, and much the same for 

the linear Stokes equations as for the nonlinear Navier-Stokes equations. 

In  some respects our results are at  variance ~%h those given in previous works on the 

subject, and in some other respects our results may  appear at  first to be not new. Among 

the most important  papers on theoretical hydrodynamics are some investigations of the 

existence and uniqueness theory for the boundary value problems of viscous flow within 

various classes of generalized solutions. Rather  remarkably,  the uniqueness proofs for these 

previously studied generalized solution classes do not make use of any properties of the 

spatial domain, and so the uniqueness theorems for them have in many  eases been given 

for an arbi trary spatial domain. This is the ease in the celebrated works [21] of Ladyzhen- 

skaya, [31] of Prodi, and [33] of Serrin, and also in the present author 's  papers [14, 16, 17]. 

The uniqueness theorems of these papers are misleading, however, because the classes of 

generalized solutions to which they apply have been defined in such a way as to exclude 

from membership, in some domains, some classical and physically important  solutions. 
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Until now this has gone without notice. I t  has been widely believed tha t  for smooth solu- 

tions which satisfy appropriate integrability conditions the generalized formulations of the 

initial boundary value problem studied in these papers are equivalent to the corresponding 

classical formulation. In  fact, this has been stated by  Ladyzhenskaya [21, p. 144], Prodi 

[31, p. 175], and Serrin [33, p. 73]. Our counter examples show tha t  these statements are 

not correct for some domains, and tha t  the uniqueness theorems for these generalized solu- 

tions are not valid for classical solutions. Although a class of generalized solutions which 

does include all classical solutions tha t  satisfy appropriate integrability conditions has been 

studied by  the present author in [15], the uniqueness proof given in that  paper is not 

complete and is not valid for some domains. 

The oversight in all of these papers lies in the identification of two types of function 

spaces which are not the same for some spatial domains. One of the function spaces consists 

of the completion in an appropriate norm (different for nonstat ionary problems than  for 

stat ionary problems) of the set of all smooth solenoidal vector valued functions with 

compact support. The other function space consists of the solenoidal functions which belong 

to the completion, in the same norm, of the set of all smooth vector valued functions with 

compact support. The only published recognition known to this author tha t  the identi ty 

of these function spaces needs to be proved appears in Lions' book [24, p. 67, p. 100], but  

the proof offered there seems to be incomplete and does not extend, as claimed, to un- 

bounded domains. Until now it appears to have been regarded as merely a technical mat te r  

to prove tha t  these function spaces are the same, and it has been generally overlooked tha t  

the result might, and does, fail in some domains. I t  turns out, in fact, tha t  the identi ty of 

these function spaces for a given spatial domain is equivalent to uniqueness in tha t  domain 

for the linear problems of viscous flow. In  this respect there is a circularity in the uniqueness 

proofs contained in the papers mentioned above. The methods of these papers, nevertheless, 

remain of permanent  and undiminished importance, and they are adopted and further 

developed in our present work. 

In  this paper we prove the identity of the two types of function spaces for some classes 

of domains, specifically for bounded domains, exterior domains, half-spaces, and the whole 

space. We thereby prove uniqueness for both the linear and nonlinear initial boundary 

value problems (without any condition on the pressure) in these classes of domains; we 

believe ours is the first valid uniqueness theorem of this type to be given, even in the context 

of classical solutions and even for a bounded domain. We also prove uniqueness for the 

linear problem of steady Stokes flow in these same classes of domains by  a similar method 

based upon proving the identi ty of appropriate function spaces. In  the ease of a two-dimen- 

sional exterior domain our uniqueness theorem is just the Stokes paradox for solutions with 
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finite Diriehlet integrals. Although uniqueness has already been proved for the steady 

Stokes equations by  potential theoretic methods in the case of a bounded domain by  Oseen 

[29] and by  Odqvist [28], and in the case of an exterior domain by  Finn and Noll [6] and 

by  Chang and Finn [3], our proof has the advantage of being more compatible with the 

functional analysis approach to existence theorems. We shall consider some specific do- 

mains for which the two types of function spaces differ, and show tha t  in these domains 

the boundary value problems of viscous flow possess multiple solutions; this is true for both 

the stat ionary and nonstat ionary problems, and for both the linear and nonlinear equations. 

I t  seems not to have been previously noticed tha t  uniqueness fails in these domains. 

Under appropriate auxiliary conditions we prove uniqueness in these domains for all of 

the boundary value problems of viscous flow except the nonlinear s tat ionary problem. 

Although we do not a t t empt  to prove uniqueness theorems for the nonlinear s tat ionary 

problem, uniqueness theorems for this problem have been given by Finn for a bounded 

domain [7] and for an exterior domain [8], and recently Babenko [1] has shown tha t  the 

class of "physically reasonable" solutions to which Finn's uniqueness theorem in [8] 

applies includes all solutions with finite Diriehlet integrals. 

The simplest context in which to consider ~an example of the kind of nonuniqueness 

tha t  interests us is the boundary value problem for the steady Stokes equations. Thus 

consider the question of whether there may  exist, for some domains, nontrivial solutions 

u(x) ,  p(x) of 

A u = V p  in ~2 (1) 

V . u  = 0 in  f~ (2) 

u = 0 o n  ~s (3) 

u(x)~O as [x] -~ oo. (4) 

Here f2, the domain, represents a region filled with fluid and is required to be an open set of 

R n, n >~ 2; ~s is the boundary of f~; x = @1 ..... xn) is the generic point of Rn; u(x) is a 

//n-valued function which represents the fluid velocity; and p(x) is a scalar valued function 

which represents the pressure. A simple example of a three-dimensional domain for which 

nontrivial solutions exist is f2 = {x: x 14=0, or xl = 0  and x~ +x~ < 1}. We prove tha t  for this 

domain there exists exactly one solution of problem (1)-(4) which possesses a finite Dirichlet 

integral and which satisfies the auxiliary condition 

s U . n d s =  2', (5) 

where S is the surface S = {x: x I = 0 and x~ + x~ < 1 }, n = (1, 0, 0) is the unit normal to S, and 
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F is any prescribed number. The solution u represents a steady flow with net flux F 

through an aperture S in a rigid wall occupying the x2, xa-plane. I t  should be remarked tha t  

this example can be modified so tha t  the wall has thickness and so tha t  the boundary of 

is smooth. I t  will be shown tha t  the pressure tends to a definite limit a t  infinity in each 

half-space, Xl < 0  and x 1 > 0. From a physical point of view it may be more natural  to pre- 

scribe the pressure drop between the two half-spaces than to prescribe the flux through S. 

Therefore, we also show tha t  exactly one solution of (1)-(4) having a finite Dirichlet inte- 

gral is determined by  the auxiliary pressure condition 

as Ixl-+oo, < < o  (6) 

We will show tha t  the total  flux F through the aperture S is proportional to the pressure 

drop p : - p ~ ,  and also tha t  for a fixed pressure drop, and for various sized but  similarly 

shaped apertures, the total  flux through an aperture is proportional to the cube of its 

diameter. These results are of particular significance because there is no pressure drop 

predictable in the theory of potential flow through an aperture; the D'Alembert  paradox 

implies a symmetry  of the pressure, upstream and downsteam, for potential flow through 

an aperture just as for potential flow past  an obstacle; see Shinbrot [34, p. 78]. We believe 

tha t  ours is the first mathematical  investigation of flow through an aperture to be based 

on equations for a viscous fluid; the details are given in section 6. 

The same methods used to s tudy flow through an aperture can be applied to somewhat 

more complicated domains. For instance, if there are two apertures in a wall occupying 

the x> Xa-plane, it will be shown (in section 6) tha t  the fluxes through each cannot be 

prescribed independently; a solution of (1)-(4) is uniquely determined by  the combined net 

flux through the two apertures from one half-space to the other, or alternatively by  the 

pressure condition (6). I t  is an easy mat ter  to prove the existence of multiple solutions for 

quite a large var iety of domains; proving uniqueness under appropriate auxiliary conditions 

is generally more difficult. 

The function spaces which enter into the functional analysis approach to existence and 

uniqueness questions for problems of steady flow are 

Jo(~) = Completion of D(:2) h: nor::: lIV~bfl, 

and 

J a ( ~ ) = { r 1 6 2  and V . r  

where 



Ol~I UI~IQUEI~IESS QUESTIOI~IS IN THE THEORY OF VISCOUS FLOW 65 

is the Dirichlet integral, 

D(f~)={~:~EC~~ and V.q~--O}, 

Wo(s ) = Completion of C~(f~)in norm IIVr 

and C~(~) is the set of all smooth R~-valued functions ~ with compact support  in ~ .  

In  section 2 we confider generalized solutions for the various problems of viscous flow, and 

it  is shown there that ,  for an arbi t rary open set ~ ,  every classical solution of (1)-(4) whieh 

possesses a finite Diriehlet integral belongs to J~(~),  and also tha t  u = 0  is the only solution 

of (1) belonging to J~(~2) if and only if J0(~) = J~(~)- Clearly J0(~) c d~.(~) for every domain 

~.  I f  J0(~) ~eJ~(s then there is a unique generalized solution of (1)-(4) in each eoset of 

the quotient space J~(~)/Jo(~). The existence-uniqueness problem thus becomes a mat te r  

of identifying these cosets in a physically meaningful way through auxiliary conditions; 

2 2 1} is an example. In  order to the flux condition (5) for the domain ~2 = {x: x 1 + 0  or xa + x~ < 

prove J0(~2)=d~(~2) in the ease of a bounded domain, we use a method of "pulling in" 

from the boundary the support of a given solenoidal vector field u 6J*(~)  so as to obtain 

approximating solenoidal vector fields with compact support in ~2; these approximating 

vector fields belong to J0(~2). This method, which is given in section 3, is successful for a 

large class of bounded domains, however at present there is no method available for treat ing 

an arbi trary bounded open set. In  order to prove uniqueness for an exterior domain we 

use a combination of methods. For a region exterior to a sphere we resort to a direct s tudy 

of problem (1)-(4); we use an "interior type"  L 2 estimate for Vp in a neighborhood of infin- 

i ty to show tha t  the coefficients of a solution's expansion in spherical harmonics must  all 

vanish. Then, to treat a more general exterior domain we return to a consideration of the 

function spaces; this enables us to combine the result for a bounded domain with that for 

the exterior of a sphere. These arguments for an exterior domain are given in section 4. To 

prove that the two function spaces are the same in the case of a half-space we again study 

problem (I)-(4) directly; we obtain an L 2 estimate for Vlo in an "interior half-space" and 

use it to prove that a solution's Fourier transform must vanish. This is done in section 5. 

The basic Fourier-transform argument was kindly pointed out to the author by Marvin 

Shinbrot. 

A proof that J0(~)=J~(~) can also be based on potential-theoretic methods in the 

ease of a bounded domain or of an exterior domain. Robert Finn has communicated to the 

author an argument which shows that a generalized solution of (I) which belongs to J~(~) 

admits an integral representation in terms of its boundary values and of Green's tensor for 

the Stokes equations in such domains, which [implies I the result. To justify this representa- 

tion, one uses estimates of Odqvist [28] for derivatives of the Green's tensor up to the 

5 -  762907 Acta mathematica 136. Imprim6 le 13 Avril 1976 
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boundary, and, in the case of an exterior domain, results of Chang and Finn [3] con- 

cerning a solution's behavior at infinity. The method of proof given in the present paper, 

however, has the advantage of making the functional analysis approach to uniqueness 

questions independent of the potential-theoretic approach, and is also easily modified to 

investigate the function spaces which arise in the study of nonstationary problems. 

The initial boundary value problem for the Navier-Stokes equations is that  of finding 

a solution pair u(x, t), p(x, t) of 

u t + u ' V u = - V p §  (x , t )E~•  T) (7) 

V . u = 0 ,  (x, t) Cg2 x (O, T) (8) 

u(x, 0) = a(x), x C ~  (9) 

u(x, t) = 0, (x, t) C 8 ~  • (0, T) (10) 

u(~ , t )~0 ,  as l ~ l - ~  (11) 

in a space-time cylinder ~ • (0, T). Here f(x, t) is the applied external force density and 

a(x) is the prescribed initial velocity; for simplicity we have assumed that  the prescribed 

boundary values and the prescribed limit at infinity are zero, but in [15] we have posed 

the problem more genera]ly. In section 2 a class of generalized solutions for the problem 

(7)-(11) is defined which includes all classical solutions for which the energy integral 

]a u2(x, t)dx, the Diriehlet integral ].~ (Vu(x, t))2dx, and the integral ]a u~(x, t)dx of the 

time derivative are square-summable functions of t in (0, T). The principal function spaces 

which enter into this definition are 

Jl(g2) = Completion of D(~) in norm Jl~blJl, 

and 

J*(•) = {~: ~b e l](~(~) and V.(~ = 0}, 

2 2 where IJ~bJll = II~bIJ L=(~)+ J[Vq~JJ 2, and where 

l ~ ( ~ )  = Completion of C~(~) in norm IIq~H1. 

For a given domain ~,  the question of whether solutions of (7)-(11) are unique is reduced 

in section 2 to the question of whether J l (~)  =J~(~) ,  and this question is reduced in turn 

to that  of whether there exist nontrivial solutions, with finite norm nu[I~, of the time- 

independent boundary value problem 

•  in ~ (12) 

V - u = 0  in ~ (13) 
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u = 0  on ~f2 (14) 

u(x)--o as I x l ~ .  (15) 

The methods we use to s tudy problem (12)-(15) are the same as those we use to s tudy 

problem (1)-(4); so a unified approach to uniqueness questions for both stat ionary and 

nonstationary problems is achieved. We prove J l (~ )  = J ] ( ~ )  for bounded domains, exterior 

domains (including the whole space), and half-spaces in sections 3, 4, and 5 respectively, 

thereby establishing uniqueness for problem (7)-(11) in these classes of domains. For some 

other domains, such us the three-dimensional domain f~ = {x: x~ :~0 or x.~ +x~ < 1}, we show 

that  Jl(f~) +-J~(f~); for these domains the problem of properly posing the initial boundary 

value problem becomes one of characterizing, through physically meaningful auxiliary 

conditions, the cosets of J*(~)/g~(~). For the domain f~ = {x: x~ 4 0  or x.~ + x~ < 1} we prove 

the uniqueness and (local) existence of a solution of (7)-(11) satisfying the auxiliary condi- 

tion 

fsu(x,t).n =F(t), (16) ds 

where F(t) is any smooth function of t which satisfies the comparability condition 

fs a(x).nds = F(O). 
These results put into new perspective the uniqueness theorems previously given for 

classical solutions of the initial boundary value problem by Fos [9], Dolidze [5], Graffi [13], 

and I to  [19]; see also Serrin [32, p. 252]. All of these theorems contain hypotheses concerning 

the behavior of the pressure; hypotheses that  the pressure should possess a cei~ain degree 

of regularity up to the boundary and (in the case of unbou,!ded domains) should tend in a 

prescribed manner to a limit at  infinity. Our theorems show tha t  an appropriate condition 

for the pressure, or some alternative auxiliary condition, is indeed necessary for uniqueness 

in some domains, but tha t  the special geometry of certain classes of domains, particularly 

of bounded domains and of exterior domains, makes such conditions unnecessary and there- 

fore inappropriate: the behavior of the pressure is already determined by  the initial and 

boundary values, and the limit at infinity, prescribed for the velocity. The theorems previ- 

ous to ours take no account or advantage of the spatial geometry. I t  must  be remarked tha t  

the Graffi uniqueness theorem is exceptional in tha t  it is proved for an exterior domain 

without assuming that  the velocity tends to a limit, at  infinity, so that  the hypothesis made 

Concerning the pressure is necessary for the result. This very interesting theorem indicates 

the strength of a condition for the pressure. Although it is only stated for an exterior 

domain, the Graffi theorem is actually valid for an arbitrary (smooth) domain. 
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2. Generalized solutions 

I t  turns out to be most  convenient to give our uniqueness theorems, even for classical 

solutions, within the framework of a class of generalized solutions. We will consider first 

the nonlinear initial boundary value problem. In  order tha t  the principal point of difficulty 

to which this paper is devoted will not be obscured by  technicalities related to the introduc- 

t ion of generalized solutions, let us examine briefly the formal uniqueness argument which 

we seek to justify. Suppose tha t  u and fi are two solutions of problem (7)-(11) with corre- 

sponding pressures p and/6. Letting w = u - f i  and q = ~ - p ,  and operating formally with 

equations (7)-(11), one obtains 

i[,w(t)H2+ ;[[VwH dz=;f w.Vw.udxd + ; f w.vqdxd  (17) 

U n where {{w(t){{2= Saw~(x, t)dx and w 'Vw" =Z~.j=I w~(aw~/~x~)u~. Among the operations 

leading to (17) are several integrations by  parts  which may  be considered to be formally 

justified by  the boundary conditions (9)-(11). Our concern is with the second integral on 

the right, the term which involves the pressure. I t  will be shown tha t  this term, in effect, 

vanishes for some classes of spatial domains without making any  hypotheses beyond (7)-(11), 

except tha t  the fluid velocity and its first derivatives should be square-summable, while 

for some other classes of spatial domains further hypotheses are necessary and natural.  

Assuming tha t  the pressure term in (17) does vanish and tha t  u is a classical solution, the 

uniqueness argument  can be completed as follows. Without  any  real loss of generality one 

m a y  assume [ u(x, t) [ is bounded by  a constant C for all (x, t) E ~ • (0, T), so tha t  for all 

t E (0, T) there holds 

t f , / .  vw. ud ] < clivwil, ilwll < livw,i  +  c liw}l (is) 

By combining (18) with (17) one obtains 

which implies tha t  w vanishes, as may  be seen by setting F(t)= S~ IIwll d  and obser~ng 

tha t  (19) becomes F'(t)<~ �89 
I t  is evidertt tha t  this argument  e~n only be applied to solutions u suck tha t  u and Vu 

are square-summable over f~ x (0, T); we will confine our at tention to such solutions and 

assume in addition tha t  ut is square-summable over f~ x (0, T). The question of whether 

every classical solution of (7)-(11) must  satisfy these integrability conditions seems worthy 

of consideration, but  is beyond the scope of this paper; see, however, Ma [25]. We s tudy 
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the following class of generalized solutions which includes all classical solutions that  meet 

these integrability conditions and also generalized solutions obtained by the method of 

Kiselev and Ladyzhenskaya [20]. 

Definition. We call a function u(x, t) a generalized solution of (7)-(11) in (0, T] if and 

only if: 

ueL2(0, T; J*(~)) and uteZ2(0, T; L2(~)), (20) 

either l u(x, t)] is uniformly bounded in ~ • (0, T), or ~ R n and for some 

q > n the integral ]a [u(x, t) lqdz is uniformly bounded for t in (0, T), (21) 

u(x,t)->a(x) in L~(~) as t~0 ,  (22) 

( r ( { u t . d ~ §  V u . r  fora l l  d~EL2(O,T;Jt(a)). (23) 
Jo J~ 

Further, if u is a generalized solution in (0, T'] for all 0 < T ' <  T, we call u a generalized 

solution in (0, T); here T = co is allowed. 

Here we have denoted by  L2(0, T; V), with V taken to be either L2(~) or J*(~)  or 

51(s the set of all V-valued measurable functions u(. ,  t) such that  S~ Ilu(t)]]~dt is finite. 

The proof that  every classical solution is a generalized solution is based primarily on the 

following two lemmas. Lemma 1, well known for smoothly bounded domains, can be proved 

for arbitrary open sets by potential theoretic methods, Deny and Lions [4, p. 359]; we give 

a direct and elementary proof, valid for an arbitrary open set, at the end of this section. 

Lemma 2 is well known; see [21, p. 27] and [161. 

LE~MA 1. Let ~ be an arbitrary open set of R n. Suppose that uEC(~), that u=O on ~ ,  

that u has generalized ]irst derivatives, and that the integrals ~a u~dx and ]a (Vu) ~dx are ]inite. 

Then ue  ~V~(~). 

LEI~MA 2. Let ~ be an arbitrary open set of R ~. I f  uEL~oo(~), then S ~ u . ~ d x = 0 / o r  all 

r  if and only if u - - V p / o r  some peL~oo(~) with Vp eL~oo(~). 

A function u(x, t) is called a classical solution of (7)-(11) if u is continuous in ~ • [0, T), 

if its derivatives uz~, u~x~, and u t are continuous in ~ • (0, T), and if the conditions (7)- 

(11) are satisfied for some p(x, t)ECl(g2 • (0, T)) in the senses appropriate to continuous 

functions. Now if in addition u, u~, and ut are square-summable over ~ • (0, T), it is a 

routine matter  to check that  condition (20) follows from Lemma 1 and the definition oI 

J*(~).  Condition (21) holds at least on every subinterval (0, T'] of (0, T) in virtue of condi- 

tions (10) and (11). Since u, uteL2(0, T; L~(~2)), certainly u(x, t) converges in L2(~) as t->0; 

by  (9) the limit must be a(x), and thus (22) holds. I t  is a routine matter  to show that  the 
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set of all functions ~EC~~ • [0; T]), such that  V.q~=0, forms a dense subset of L2(0, T; 

Jl(f2)); for such functions, (23) follows from (7) and Lemma 2. Since u is bounded, u. Vu E 

L2(0, T; L2(~)); if we also assume f EL2(0, T; L2(f2)), we can obtain (23) for all q~ EL2(0, T; 

Jl(f2)) by passing to a limit from solenoidal functions ~b E C~~ • [0, T]). We have proved: 

THEOnE~ I. A classical solution u o/ (7)-(11) is a generalized solution i/  u, Vu, a te  

L2(g2• Here it is assumed that f = f * + V q  where q, VqCL~oo(g2• T ) ) a n d  

f* EL2(~ • (0, T)). 

The solution of the initial boundary value problem constructed by Hopf [18] was 

proved by him to satisfy a list of properties which included the condition u EL2(0, T; Jl(~'2)). 

The properties listed by Hopf have been subsequently taken by some authors as defining 

properties for a class of "weak solutions". Thus, solutions belonging to solution classes 

studied by Prodi [30, 31], Lions [23, 24] , and Serrin [33] are required to satisfy the condi- 

tion u EL2(0, T; Jl(~)).  Hidden properties of this condition have made possible some unique- 

ness theorems, without auxiliary conditions, which are not valid for classical solutions. 

Kiselev and Ladyzhenskaya [20] and Ladyzhenskaya [21], while requiring only that  u 

belong to L2(0, T; J~'(f2)) and not to L2(0, T; Jl(f2)), have required that  (23) be satisfied by 

all r EL2(0, T; J~(f~)). Thus, for domains such that J~(s r Jr(f2), their condition (23) 

implies something more than equation (7) and results in excluding some classical solutions 

from membership in their solution class (the paper [20], however, treats only bounded 

domains). Consequently they were able to prove uniqueness within their solution class, 

without auxiliary conditions, even for an arbitrary spatial domain [21]. For the class of 

generalized solutions we defined above, the uniqueness argmnent of Kiselev and Lady- 

zhenskaya reduces the uniqueness problem for (7)-(11) to a matter of determining the 

cosets of J~(g2)/Jl(g2 ). 

PRO~OSITIO~ - 1. Suppose that u and fi are two generalized solutions o/ (7)-(11) which 

belong to the same coset o/L~(O, T; J*(~))/L2(O, T; Jl(~)).  Then u =ft. 

Proo/. Consider w = u - f i .  Let  rE(0, T) be arbitrary, and let q~(x, t) be equal to w(x, t) 

for t ~<v, and vanish for t >~. The assumption that  u and fi belong to the same coset means 

that  u-f iEL2(0,  T; Jl(~));  therefore q~EL2(0, T; Jl(~)).  Thus we can subtract (23) for fi 

from (23) for u to obtain 
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We write u. Vu" w - B" Vfi- w = w" Vu" w + fi" Vw- w, and observe that  ]~ w" Vu. w dx 

- l aw .  Vw-udx and ~ f i .  Vw" w d x -  O. This follows from the integration by parts identity 

] a u . V v . w d x - - ] a ( V . u ) v . w d x - ] f ~ u . V w . v d x  which is easily verified for any three 

pointwise bounded vector fields u, v, w E l~(f2). Instead of assuming that  the vector fields 

are pointwise bounded it is enough to know, if s c R ~, that  they belong to L~(~) with q >~ n; 

in passing to the limit from functions in C~(f2) one then uses H61der's inequality and the 

Sobolev inequality [I~I[Lp(D)~CH~II1, which is valid for p satisfying p - l + n - l + � 8 9  if 

n > 2 ,  and satisfying 2 ~ p < o o  if n =2 .  Since wt .w=�89  2, and since w(x, 0)=0,  one 

obtains 

lllw(t)ll  + fl ilVwll d = S] f, w. Vw.udxd . (24) 

If l u(x, t) ] is uniformly bounded in f2 • (0, T), the nonlinear term in (24) can be esti- 

mated as in (18), so that  (19) is obtained and the proof is completed. If l u(x, t) ] is perhaps 

not uniformly bounded, but ]a ]u(x, t)]qdx < C for all t E(0, T) for some q >n,  then one 

can combine Hhlder's inequality with the Sobolev inequality IIw}]L~(a)4 CIIVwlI~/qlIwll 1-n/q 

which is valid for p - 1  + q-1 + [ = 1, t o  o b t a i n  

w.  v w - < - i I  ulI 0< > �9 Ilvwll" II cllvwl] l+n/q" [[wl[ 1 IlvwlP +  llwl[ U~X 

(25) 

Here Young's inequality ab <~s-~a ~ + t - W ,  valid for 8 - 1 + t - t =  1, has been used in the last 

step; and C simply denotes a constant which may change values from step to step. The proof 

of Proposition 1 is now completed by using (25) in place of (18). 

In order to determine the cosets of J*(f2)/Jl(f2), we shall frequently exploit the equi- 

valence of showing that  J*(s163 and of proving uniqueness for problem (12)-(15) 

in s 

PRO1)OSITIOI~ 2. Let ~ be an arbitrary open set o / R  ~. Then J * ( ~ ) - J l ( f 2 )  i / a n d o n l y  

i / the  only/unct ion w E J~(~),  such that In (Vw: V~ + w'q~)dx = 0 /or  all ~ E D(~) ,  is w =--O. 

Pro@ In  order to show that  J](g))~Jl(s  let u be an arbitrary element of J*(~)). 

Clearly ~ (Vu: V~b + u-q~) dx defines a bounded linear functional on ~b E Jl(~) .  Thus, since 

Jl(f2) is a Hilbert space, there is an element vEJl(f2 ) such that  ]a(Vu: V~b+u-q~)dx= 

~ (Vv:V~ + v.~) dx for all ~ E J~(f2). Let w = u - v. Then w E J* (~Q) and ~ (Vw: V~b + w" ~) dx = 

O for all ~b E D(~). This, by assumption, implies that  w -  0 and hence that  u - v  E J~(f2). 

If J*(f2)=J~(f2), and if wEJ*(f2) satisfies ~n(Vw: V~b+w.~)dx=O for all q~ED(f~), 

then, since D(f2) is dense in Jl(f2)=J*(s one obtains ~n(Vw: Vw+w.w)dx=O.  Thus 

w_=0. 
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The next lemma, which is essentially due to Ladyzhenskaya [21], supplies a means of 

estimating the L2-norm of Vp in a neighborhood of infinity or in an "interior" half-space. 

We write ~ '  c c ~ to mean that  the closure ~ '  of gl' is a compact subset of ~,  and we denote 

HulIL,(cr) simply by lluHn.. The domain • may be an arbitrary open subset of RL 

LE~MA 3. Let u be a vector /ield such that u, VuEL~oo(~) and V-u~0 .  Suppose 

~ ( V u : V ~ - f . ~ ) d x = 0  holds /or some fEL~oo(fl) and all d?ED(~). Let ~l"~ ~ l ' c  cg t .  Let 

be a continuously d#/erentiable, and piecewise twice continuously di/]erentiable, real valued 

]unction ~: ~-+[0, 1], such that ~ - 1  in ~", and ~--0 in ~ - ~ ' .  Then ux, zjeL~oo(~) and 

where the constant C~ depends only on the maximum value o/the/irst  derivatives o/ ~. 

Proo]. Let ~b be the vector field with ith component 

J, l. m = 1 - \ ~ X t  ] J ~  

where ~ is one if i = j  and zero if i ~=?', and the subscript ~ denotes an averaging convolution 

ao(x)=Ig(~-ey)o~(y)dy ~ t h  kernel ~ e C ~ ( l ~ l < l  ) satisf~ng So,(x)d~=i. ~or small 

enough ~ the support of ~b is in ~ ' ,  and one may check by direct computation that  ~b ~ D(~). 

By using the well known identities ~ Ce~pdx = ~ r and (r = (r for the averaging 

convolution, we may write the identity ~aVu: Vd~dx= .[af'd~dx in the form 

(~Au~) ~ dx + (r (~ ~? - ~ ~ ~) 2 ~ U~m dx 
i J , l ,  m = l  

By using the Sehwarz inequality, and also the inequality ab <~ ~a ~ + b ~, we obtain 

IlCAuJI ~ ~< ~r vu l l~ . - , -+  I1~11~.. 

Since A(r = CAu~ + 2Ar Vu~ + (Ar u0, we get 

II ~(~u0)II ~< veil v u  II,. ,.. + It ~ll~. + II ( ~ ) ~  II- 

Finally, noting that II~vlIh,=Z~.~=~ IIv~,~,iih, holds r funotions v~C~~ as may be 

shown through integration by parts, and taking the limit as ~-~0, we obtain (26). 

PROeOS~TIO~ 3. Let u be a vector/ield such that u, VuEL~oo(f2) and V-u=0.  Then 

fa(Vu: V~+u'd2)dx=O holds/or all ~bED(~2) i /and  only i/nECk(g2) and A u - u = V p / o r  

some harmonic/,unction p. 
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Proo/. Suppose that  ~a(Vu: V~b+u.~)dx=0 for all ~ED(gi). Then, by the lemma, u 

has second derivatives u ~ j  EL~oo (gl). Clearly V" ur = 0. Since the derivatives of functions 

E D(gl) also belong to D(~), one has ]~ (Vux,: V~ + t~  .~) dx = - ]a (Vu: V~z~ + u.g~z~) dx = 

0 for all ~b E D(g2). Thus, by the lemma again, u has locally square-summable third deriva- 

tives. An induction argument shows that  u has locally square-summable derivatives of 

all orders, and therefore, by a well known theorem of Sobolev, u e Cm(gl). Finally, we observe 

that  Lemma 2 implies the existence of p, and that  A p = V - V ~ o = V . A w - V - w = 0 .  

We turn now to a consideration of the boundary value problem (1)-(4) for the steady 

Stokes equations. 

De/inition. We call a function u(x) a generalized solution of (1)-(4) if and only if 

uEJ~(~l) and faVu: V t d x = 0  for all t E J 0 ( ~  ). 

Since the Stokes equations are linear, mfiqueness questions for the more general in- 

homogeneous boundary value problems reduce to uniqueness questions for problem (1)-(4); 

thus in this paper we consider only problem (1)-(4). To prove that  every classical solution 

of (1)-(4) which possesses a finite Dirichlet integral satisfies our definition of generalized 

solution we need the following lemma, in addition to Lemma 2. 

L:aM:~A 4. Let ~ be an arbitrary open set o] 1+ n. Suppose that uEC(~),  that u=O on 

~ ,  that u(x)-+O (continuously) as I x l - + ~ ,  that u has generalized/irst derivatives, and that 

~a (Vu) zdx is/inite.  Then u E Wo(~ ). The assumption that u(x)-+O as Ix[ -+ ~ may be dropped 

altogether i / n  = 2, and may be replaced by the weaker assumption, that ]a [ (u(x) - c)2 / I x 12] dx < c~ 

implies c = 0, i] n >1 3. 

Proo[. If t~ is bounded, the inequality Ilull <o~llVull holds, and Lemma 4 follows 

immediately from Lemma 1. If gl is unbounded, we consider a sequence of truncations of 

u of the form ~ku, where ~k(x) is a continuous and piecewise continuously differentiable real- 

valued function of r=  Ixl ,  such that  for some numbers 0<ak<bk,  tk(r)-------1 for r<~ak, 

0 ~< ~k(r) ~< 1 for ak ~< r ~< b~, and ~k(r) = 0 for r ~> bk. Clearly ~ u  E l~V~(gl) ~ Wo(gl). We will give 

a particular sequence of functions {~k} such that  the truncations ~ku converge to u in 

Dirichlet norm. Observe that  

fg2 {v(~k u=u)}2dx~ 4~J gL a~<~r<~ b k (uV~k)2dx § U f~,r>~alc(Vu)2 dx* (27) 

If ak-~ c~ as k-> ~ ,  the second integral on the right will tend to zero. In order to show that  

the first integral on the right tends to zero, for an appropriate choice of functions $~, we 



7~ J. G. HEYWOOD 

need the inequalities 

~ d x < ~  for n>~3, and .r~>~r21og~<~ for n = 2 ,  (28) 

which are valid for every funct ion u C C(~) such tha t  u = 0 on ~ ,  such tha t  ]~ (Vu) e dx < ~,  
and, if n ~> 3, such tha t  Sn [(u(x) - c)2/Ix I ~] dx < ~ implies c = 0. The inequali ty (28) for n ~> 3 

is due to Finn [8], who bgsed its proof on an inequali ty of Payne  and Weinberger; we will 

give another  proof here which is based upon properties of harmonic functions, and which 

yields the inequali ty for n ~ 2  as well. Before proving (28), let us show how (27) and (28) 

can be combined to  complete the proof of Lemma 4. For  the case of n ~ 3  we follow Finn 

[8, p. 368]. Let  a~=/c, b~=2/c, and ~(r)=(2lc-r)/r for /c<~r~<2/c. Then IV~l  =2/sir ~ for 

/c < r < 2k, and therefore 

f~  (uV~)~ dx~ 4 C l~u~ ( u~ 
, J~ , k<~r  r 

For  the case n = 2 ,  let ak=e k, bk=e 2k, and ~ k ( r ) = 2 - ( l / k )  log r for et~<~r<~e ~k. Then IV~k] = 

1/(]cr) for e ~ < r < e 2k, and therefore 

k2~dx~ 4fa.~k<~<~e k r2log2rdX+O as k-+ . 

I t  remains to prove (28). First  consider the case n >~ 3. Ex tend  the domain of definition 

of u to all of R ~ by  setting u - 0  in the complement  ~c of f2. Clearly S Vu: VCdx defines a 

bounded linear functional on r E W0(R~). Thus there exists an element v of Wo(R ~) such tha t  

V ( u - v ) :  VCdx=O for all CeC~(Rn). Clearly u - v  is harmonic in R ~ and ~ {V(u-v}Mx 
is finite. Thus u = v § c for some constant  c. Now ~R~ v2/r~ dx • 4(n - 2)-e ]R~ (Vv) ~ dx, as may 
be checked th rough  an easily justified integrat ion by  parts  for functions v E C~(R~): 

i dx=x- j _l 
)(L 2 i ( ~ n  V 2 2 1/2 n 2 \512 

n ~  ~:~dx ~ -  dx) . 

Thus ]~= [(u - c)2/r 2] dx ~< 4(n - 2)-2 ~B= (Vu) 2 dx, and this implies (28) because of the assump- 

t ion tha t  u-->0 as Ix I-+ co, even in the weakened form. 

We argue a little differently if n = 2 in order to avoid dealing with the Hilbert  space 

Wo(R ~) whose elements are equivalence classes of functions which differ by  constants. As 

before, we define u throughout  R 2 by  sett ing u~-0 in ~ .  Then let ~ be a t runcat ion of u 

which equals 0 for ]x ] < 3/2, and which equals u for ix ] ~ 2. We m~y assume ] (Vfi)~dx < ~ ,  
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so that  ]i~l>~Vg:VCdx ddines a bounded linear functional on CEW0(Ixl >1). Let v 

be the element of W0( Ix] >1) which satisfies ]I~I>~V (~ -v ) :  VCdx=0 for all CeC~( Ix] > 1). 

Clearly 4 - v  is harmonic in Ixl >1,  and ]l~l>~{V(~t-v)}2dx<~. Thus ~ - v  tends to a 

constant as Ix]-->~, and hence g - v  is a bounded function. Now ]i~l>~v21(r 2 log 2 r)dx<~ 

4~i~i>l(Vv)2dx, as may  be easily checked through an integration by  parts  for functions 

 ec (lx I >1): 

2, v - -  dx 

(f{ ~ V2 X2i ~1/2/r ~ (~V1211/2 
2 ~2 dx I*l'log l l Ixl } 

Since 

s dx 
I.l log l.i < 

and since I l-< Ivl + c, (2s) follows. 
A vector field n(x) is called a classical solution of (1)-(4) if uEC(~)  (1 C~"(s and if 

conditions (1)-(4) are satisfied, for some p(x) E Cl(f~), in the senses appropriate to continuous 

functions. The following theorem is an immediate consequence of Lemmas 2 and 4. 

T~4EO~EM 2. A classical solution o/ (1)-(4) is a generalized solution i/ ~a(Vu)2dx is 

/inite. The assumption (~), that u(x)-+0 as I xl-~ ~ ,  is unnecessary i/ f ~  R e, and may be 

replaced by the weaker assumption, that ]a  [(u(z) - c)~/I z l 2] dx < ~ implies c = O, i / f~ ~ R ~ 

with n ~ 3. 

PROPOSITION 4. Let g2 be an arbitrary open set o/R*k Then J~(~2)=Jo(~2) i /andonly 

i/ the only generalized solution o/ (1)-(4) is u =0.  I / u  and fi are two generalized solutions o/ 

(1)-(4) which belong to the same coset o/J3(g2)/Jo(~2), then u=f l .  

Pro@ To say tha t  u and fi belong to the same coseg of J*(g2)lJo(g2 ) means just tha t  

u--f i  E Jo(g2); thus if u and fi are also generalized solutions of (1)-(4) it readily follows tha t  

~ {V(u-fi)}2dx = 0. Clearly this implies u = 0 is the unique generalized solution of (1)-(4) 

if J*(s On the other hand, suppose the only generalized solution of (1)-(4)is 

u = 0 ,  and suppose tha t  vEJ*(f2). Since yaVv: VCdx defines a bounded linear functional 

on r eJ0(~)), there exists an element w of Jo(~) such tha t  yaVw: Vdpdx= fnVv: V~)dx for 

all ~b EJo(f2), Clearly w - v  is a generalized solution of (1)-(4), and hence w - v  =0.  Thus we 

have v = w C J 0 ( ~  ). 

The proof of the next proposition is similar to tha t  of Proposition 3. 
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P~OPOSIT~O~ 5. Let u be a vector field such that u, Vu~L~oo(~) and V.u=0 .  Then 
]a Vu: V~ dx = 0 holds/or all d~ E D(~2) q and only i /u  E C~176 and Au = Vp /or some harmonic 

/unction 19. 

We will now give a proof of Lemma 1. The author wishes to thank Professor C. A. 

Swanson for suggestions which have led to improvements in the proof. We begin by noting 

that  the case of an unbounded open set ~ can be reduced to the case of a bounded set by con- 

sidering truncations of u; the argument is much simpler than in Lemma 4 because u EL2(~). 

Thus we consider only the case of bounded ~. We need some preliminary facts which are 

true for bounded sets. 

(i) The set C0(~ ) N Lip (~) of all Lipschitz continuous functions with compact support 

in ~ is contained in ~V~(~). 

To prove this, suppose that  u E Co(~ ) 0 Lip (g2), and let uq(x) = ~ u(y)co[(x- y)/~] Q-"dy 

where ~o(x) is an averaging kernel, with eo E C~(Ix ] < 1) and ~ ogdx = 1. Of course uQ~u in 

L2(~) as e-~0; thus we need only show that  I[(a/ax~)uqII remains bounded uniformly in e 

as ~-> 0. I t  suffices to show that  I(~/ax~)me[ is bounded uniformly in x and ~. Let K be the 

Lipschitz constant for u, so that  [u(x -ey) -u(x )[  < K e i y  [ . Then 

~-~uq(x) I = ~-~fl~l<~ u ( x -  ~y)eo,~(y)dy I 

< ~-~fl~l<lU(x)o)~,(y)dyl+o-~flui<K~'Yl'l~o~(Y)Idy<CK, (*) 

because the first integral on the right vanishes through integration by parts. 

(if) If v, w E W~(~2), then u(x) = max (v(x), w(x)) E W~(~). As usual, WI(~) denotes those 

functions in L2(g2) which have weak derivatives in L2(~). 

For every e>O, choose vs, w~EC~(~) such that  IIv-velll<e and IIw-w~lIl<~; this 

is possible by a theorem of l~Ieyers and Serrin [26]. Let me(x) = max (v,(x), w~(x)). I t  may 

be checked that  ] max (a, fl) - m a x  (~, fi) I ~< I a -  ~] + I f l - f i ]  holds for any numbers a, ~, 

fl, and ft. Thus ]]u-uell ~< ]l v-veIl + ]]w-we]]; so us--,u in L2(a)  as ~-~0. That u~ has weak 

derivatives aus/~xt can be seen by applying (i) to truncations of u~; if ~ E C~~ and ~-~ 1 

in a subdomain ~ '  of ~,  then ~ueECo(~ ) N Lip (~)~  l~ (~ )  and ue=~u e in ~ ' .  To show that  

I]audax~ll is finite and remains uniformly bounded as s-~0, one uses the fact that, for 

almost all x, l audax, I <~ c max (I Vve I, ]Vwe ]). This last inequality can be rigorously proved 

by noting that  u 8 is locally Lipschitz continuous and that, in a sufficiently small neighbor- 

hood of any given point x, the Lipsehitz constant is approximately equal to max ([ Vve(x) ], 

I Vwe(x) I ); one then applies inequality (*). 
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(iii) If No={z: xe~ and Ix-yl <6 for some y e ~ } ,  then the measure of No tends to 

zero as 5-~0. 

To prove this, remember that  s can be formed as a countable union of open, 

balls, ~ =  13T~10i, and also that  meas (~)=lim~-~oo meas (tJ~=l 0~). Now given e>0 ,  

choose N such that  meas ( ~ -  (J~=lO~)<s/2. Then meas (N~)=meas (N~fl U~=1Oi) 

+ meas (N~ n (~ - U ~10~)) < E ~ l  meas (N~ fi 0,) +e/2. Since for every i, meas (N~ ~ 0,)-*0 

as 5-->0, we can choose a value for 5 such that  meas (N~ N 0~) <e/(2N) for all i = 1, 2 ..... N. 

For this value of 5, meas N~<N. s / (2 N )+e /2 =s .  

The proof of Lemma 1 is completed as follows. For  every number 5 > 0, let ~(r) be a 

continuously differentiable non-increasing function of r ~ 0, such that  ~(r) ~- 1 for 0 <r--<5/2, 

] (d/dr) $~(r) I < 3/5 for 5/2 ~< r < 5, and ~(r) -~ 0 for r >~ 5. Also for 5 > 0, choose a finite number 

of points y~ E ~ such that  ~Y2 ~ O ~ {x: ] x -  Y~I < 5/2}; this is possible because 8~2 is compact. 

Finally, let V~(x) = max~ ~( ] x - Y*I )" Clearly ~ ~ 1 in some open set containing ~2, and 

clearly ~ 0  outside N~. I t  follows from (ii) tha t  V~e Wl(g2). Moreover f ~  (V~z)~dx ~< (3/5) ~ 

meas (N~) and f ~  (,l~)~dx ~<meas (N~). Therefore &l~-+0 in W~(~) as ~ 0 ,  by (iii). 

Now let u+(x) = max (u(x), 0) and u-(x) = rain (u(x), 0). I t  follows from (ii) that  u+ 

and u -  belong to W2~(~). We will show that  u+ and u -  each belong to #~(gt) as well, which 

implies that  u e  W~(~). To this end, let u~(x) = max (u+(x), @~ (x)); certainly u~ ~ W~(fl), 

by (ii). Since ueC(~) and u =0  on ~ ,  we have u~" =5 in a neighborhood of ~2. I t  follows 

that  u~ - 6 ,  which vanishes in a neighborhood of ~ ,  belongs to W~(~2). Since u2 equals u + 

everywhere in ~ except in part  of N~ where it equals 5~,  it follows that  Ilu  as 

5- 0, because meas and 115  lt - 0. Clearly which belongs to l~d~(~), also 

converges to u+ in W~(~) as 5~0;  thus u+ and similarly u -  belong to #~(~).  

Remark. Consider, for an arbitrary open (bounded) set g2, the question of uniqueness 

for the Dirichlet problem: Au = ]  in ~;  u =0  on ~ .  One has the existence and uniqueness of 

a "generalized solution" belonging to W~(~) by the Riesz representation theorem. One also 

has uniqueness for classical solutions by the maximum principle. To show that  the classical 

solution (when it exists) is the same as the "generalized solution", one can use Lemma 1 

(fox" unbounded ~,  Lemma 4), which implies that  every classical solution with a finite 

Dirichlet integral belongs to the generalized solution class, and is therefore subject to the 

uniqueness theorem of that  solution class. 

3. Uniqueness in bounded domaln~ 

We will give a method here, by which it can be proved, for some bounded domains s 

that  J~(.Q)=J0(~2) and that  J*(g2) = J l ( ~  ). In  virtue of Propositions 1 and 4, this implies 
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uniqueness for generalized solutions of problems (1)-(4) and  (7)-(11) in these domains.  

Since for functions belonging to l~71(f~), the norms IIV. II and  II" lli are equivalent  in the 

ease of a bounded domain,  Jg(f2) = J*([ l )  and J0(s =J i ( t~) ,  and  it is not  necessary to t r ea t  

separa te ly  the  funct ion spaces for s t a t ionary  and  non-s ta t ionary  problems. The basic idea 

of our me thod  can be very  s imply  described by  considering a star-l ike domain  f2. To be 

precise, suppose the closure ~0 of f20 = {x: x =~y  for some y e l l }  is contained in f2 for every  

posit ive 0 < 1. Then  if u EJ*(~) ,  it is easy  to see t ha t  u 0 defined b y  uo(x ) ~u(x/~)  for x E[2o, 

and b y  u0(x ) =-0 for x E f 2 - f l  0 ,will belong to J0(f2). One mere ly  observes t h a t  u0E W~(f2), 

t h a t  V-uQ=0,  and t h a t  the suppor t  of u 0 lies in a compac t  subset  of s it follows t h a t  the  

averages of no, obtained by  averaging convolutions with small radii, belong to D(f2) and 

converge to  u 0 in norm II" lii as the  radii  t end  to zero. I t  is obvious t h a t  I [u0-u i iv+O as 

O--* 1, and this proves  t h a t  J ~ ( [ l ) =  J0(fi). To make  this a rgumen t  work  for a more  general 

class of domains,  we need a more  general class of t rans format ions  wi th  which to "pul l  in"  

the suppor t  of u f rom t20, t han  the  contract ions of star-l ike domains.  

T~EORE?a  3. I /  [2 is a bounded open set of R ~, a condition which ks sufficient to ensure 

that J*(f2) = Jo(s and that J~ (f2) = Jl(f2), and hence suHicient to ensure uniqueness for genera- 

lized solutions o/problems (1)-(4) and (7)-(11) in f2, is that there should exist a one-parameter 

family {To} o/maps  To: f2-->fl, say/or  o~ E (0, 1], with the properties: 

(a) T i is the identity map, 

(b) T o is onedo-one for every ~ E (0, 1], and the closure of To(f2 ) is contained in f l  for every 

~E(O, 1), and 

(c) To(x ) and its first and second derivatives (~/~x~) To(x), (~e/~xi~xj) To(x ) are uniformly 

continuous functions of (e, x)E(0, 1] • ~ .  

For  an arbi t rar i ly  given funct ion uEJ~(f2),  we need to define another  funct ion u0, 

which we call the  image of u under  To, which is solenoidal, has suppor t  in T0(R ), and 

belongs to l~ ( [ l ) .  These propert ies  ensure, th rough  an averaging argument ,  t h a t  u o E Jo(s 

The  following formula  is due to Ford  [10]; see also Ford  and Heywood  [11]. We define uQ 

implieitely in T0(~ ) by  the condit ion t ha t  

VTo(x). u(x) 
ue(Te(x))  - ~e(x)  (29)  

should hold for all x E D., and we set uo(x ) - 0 for all x 6 [2 - To(f2). Here  (V T0)~j = (~/3xj) To~, 

Y0 is the  Jacob ian  det (VT0) of To, and  (VTo.u)~=~'~_i(~Toi/~xj)u s. The proof of Theorem 

3 is contained in the  following two lemrnas. 
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LE~IKA 5. There exists a number ~ <1  such that the Jacobian ~e(x) of Te is positive and 

bounded away /tom zero for (~,x)E[b,  l ] •  The inverse S~ o/ Te, and its derivatives 

(8/Sx~)S~(x), are uniformly continuous/unctions of (Q, x) E [(~, 1] x Te(~l ). For ~) E [(~, 1], u~ belongs 

to C~(t2) if  u belongs to c~(a) ,  and the m a p  W~(~)-~ lg~(g2) defined by u ~ u e  is continuous in 

norm I I I I,, .~ni/ormly in e- Finally, i / .  e wr then I 1"0- ull,~0 as 0---> 1. 

Proof. The existence of 6 is ensured by  the uniform cont inui ty  of ~o(x) in (0, 1] x ~q, 

and  by  the  fact  t h a t  ~l(x) ~ 1. To cheek tha t  the  inverse and its der ivat ives  are uni formly  

continuous see, for instance,  Buck [2, p. 216]. To see t ha t  u E C~(K2) implies t h a t  u 0 E CX(gl), 

one m a y  inspect  the  explicit formula  

aTE, (a~(x)). u/S~(x)) 
%~(x) - J< ax~ y~(S~(x)) (30) 

for x E T0(f)), and r e m e m b e r  t h a t  u0(x)=~0 for x E ~ 2 -  T0(g2 ). One merely  observes t ha t  the  

r ight  side of (30), and  its first  derivatives,  involve only der ivat ives  of T 0 and  Sr which arc 

uniformly cont inuous and  hence bounded,  and also t h a t  ~o is bounded away  f rom zero. 

Noting,  in addition, t h a t  ~Q(x) is uni formly bounded,  one verifies the cont inui ty  in fV{(~) 

of the m a p  u-+u o. Finally,  it is enough to prove  t h a t  I lu0-uL~0,  as ~ 1, for funct ions 

u E C~(a). Clearly there is a constant  C~ such t h a t  m a x  n IV% ] ~< C~ (maxaluJ + m a x a  I Vu{) 
holds for all u E C I ( ~ )  and all ~6[(~, 1]. Now given a par t icular  uEC01(~), and a number  

e >0 ,  choose a number  ~ which is so small t h a t  the  measure  of N~ = {x: x E ~  and I x - y l  <(~ 

for some y E ag2} is less t han  e (max a }Vu l) -u and  also less t han  eCj "z (maxn l u I + m a x a  I Vu l) -2" 

Then writ ing 

it is easily seen t h a t  the  first integral  on the r ight  is less t han  4e, for all r [~, 1], and  t h a t  

the second integral  on the r ight  converges to zero as q-~ 1. 

L ~ M ~ A  6. Let K be any cube which, along with its boundary F, is contained in t2, and 

which has/aces parallel to the coordinate planes o / R L  Let ~ E [(~, 1]. Then,/or every u E Cl(t]), 

the out/lux of uQ across the boundary of TQ(K) equals the outflux o] u across the boundary 

o / K ;  that is, 

f r~(r)U~, n d s =  f r U .  nds, (31) 

where n denotes the outer normal to each surface: Finally, ]or every u EJ~(~), we have ue EJo(~ ). 
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Proo/. For  clar i ty we give the  proof in several  steps. 

(i) Suppose t h a t  $(s) is a differentiable curve in s wi th  image TQ(~(s)) in TQ(~). Le t  

xo=y(so). Then  u(x0) is t angen t  to ~ a t  x o if and only if ue(Te(xo) ) is t angen t  to  Te(~) a t  

TQ(xo). 
Le t  ~' denote  (d/ds)~,. Then  ~'(so) is a vector  t angen t  to y a t  so, and, b y  the chain rule, 

VTq(x0)- ~'(s0) is a vec tor  t angen t  to Te(~) a t  TQ(xo). Thus, referring to  (29), u(x0) is a mul-  

t iple of ~'(So) if and  only if uo(To(xo) ) is a mult iple  of VTo(xo). ~'(s0). 

(if) Suppose t h a t  the  vector  field u is parallel  to  one coordinate  axis, say  u ( x ) =  

(0 . . . . .  O, ul(x), 0 . . . . .  0). Le t  Z be a surface in s which is parallel  to the  other  coordinate 

axes. Then  Sr~(x)u0.nds = Szu .ngs .  

Le t  Aj~(x) be the  ma t r i x  of cofactors of ~o(x), so t h a t  "~o(x)=Z'~=l(~Toj(x)/~x~)Aj,(x ). 
Let t ing  dx'~ =dx 1 ... dxt_ldx~+ 1 ... dx~, we have  

f~,o(~)u~'nds=f~j~uAT~(x))A,,(x)dx: 
~Tej(X) u~(x ) 

Y0(~) 

(iii) Equa t ion  (31) holds for every  u ECI(~) .  

~'irst, suppose u is parallel  to  one coordinate  axis as in (if). Then  all bu t  two faces of K 

are genera ted b y  lines parallel to u, and  there  is no flux of u across these faces. B y  (i) the  

corresponding "faces"  of TQ(K) are generated b y  curves t angen t  to  uQ, and  hence there  is 

no f lux of uQ across these "faces"  of To(K ). B y  (if), the  f lux of u across the  remaining two 

faces of K equals the  f lux of ua across the  corresponding "faces"  of Tq(K). A n  a rb i t r a ry  

vec tor  field u E C~(s can be wr i t ten  as a sum of componen t  vector  fields which are each 

parallel to one coordinate axis. Since uq depends l inearly on u, we obta in  (31). 

(iv) For  every  u E J~(g2), we have  u 0 E J0(~) .  

I n  order to  ver i fy  t h a t  V.uQ = 0 in To(~),  and hence in all s i t  is sufficient to check 

t h a t  ]Tq(~:)V.uodx=O for the  image Te(K) of every  cube in s wi th  faces parallel  to  the  

coordinate  planes. Since u E J~(~),  there is a sequence (un) of functions in C~(~)  which 

converges to u in ~V~(~). I n  view of L e m m a  5 we have  

Q(K) n---)oo dT~(K) n,->oo T~(r) 

l im u~. nds  V V 
~-~00 ~-->00 
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Now for ~ < 1, u 0 has compact support in f~, and since averaging convolutions preserve the 

solenoidal character of a vector field, we have u0EJ0(~ ). Since [[uQ-u]l~-->0 as ~-+1, we 

have proved that  u eJo(f~). 

COROLLARY 1. I f  ~ is a bounded domain with boundary o/ class C 2, then J~(~)= 

Jo(f~)=J*(f2)=Jl(~),  and consequently problems (1)-(4) and (7)-(11) possess at most one 

solution. 

Proof. For some positive a, the neighborhood N~={x: x E ~  and ] x - y [  <a for some 

yEOf2} of ~f2 is covered by noninterseeting normals to ~fL For each point z E ~ - N ~ ,  let 

To(x)=x; and for each point xENo, of distance ~ from ~f~, let To(x ) be the point, on the 

same normal as x, of distance ~+ �8 9  3 from ~fL This map T o satisfies the 

hypothesis of Theorem 3. 

Although it is evident that  some domains do not satisfy the hypothesis of Theorem 3, 

the example of a star-like domain shows that  not much regularity of ~f~ is required. The 

following corollary generalizes Corollary 1 and applies to domains which have roughly the 

same degree of boundary regularity as star-like domains. Its simple proof is left to the 

reader. 

COROLA~u 2. Let f~ be a bounded domain. Suppose there is an interior subdomain D 

o/~2 with a class C ~ boundary ~D~ s such that the region f ] -  D is covered by nonintersecting 

normals to ~D. Suppose/urther that the normals do not intersect at points o /~2.  Then J*(g2)= 

J0(~2) =J~(~2)=Jl(~) ,  and consequently problems (1)-(4) and (7)-(11) possess at most one 

solution. 

Remark. All presently known proofs of regularity up to the boundary for solutions of 

viscous flow problems are based on potential theoretic methods that  trace back to Odqvist 

[28]. These results concerning regularity up to the boundary have been can'ied over to 

generalized solutions by some iauthors, [12] and [21]; however, a complete justification for 

this depends upon identifying the generalized solution of the Stokes equations with the 

classical solution. One may either prove Corollary 1, which implies uniqueness in a class 

of generalized solutions that  includes the classical solution, or prove the generalized 

solution admits an integral representation, as suggested by  Finn. In [21] the generalized 

and classical solutions are tacitly identified; in [12] the result of Corollary 1 is  used and 

the author states his intention to prove it in a subsequent work. We mention that ,  if 

regularity up to the boundary is known or assumed for generalized solutions, our Corollary 

1 follows by an argument of Lions [24, p. 67]. 

6 -  762907 Acta mathematica 136. Imprim6 le 13 Avril 1976 
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4. Un iqueness  in  exter lon  domains  and in Bn(n = 2 or 3)  

Our first step in treating questions of uniqueness in the ease of an exterior domain, is 

to consider the special case of a domain ~2 which is the exterior of a circle or a sphere. Later,  

at  the end of this section, we prove uniqueness theorems for more general exterior domains 

by  using results of sections 2 and 3 in conjunction with the theorems obtained first for 

these special cases. Because the form of the equations in spherical coordinates changes 

slightly with the number  of spatial dimensions, we treat  in detail only the cases of two 

and three-dimensional exterior domains; we believe the method works in any number  of 

dimensions. Below, we will call a function u r J*(s which satisfies ~ (Vu: V~ + u.~) dx = 0 

for all r r D(~) a generalized solution of problem (12)-(15). We begin by showing tha t  the 

"pressure" gradient Vp, for either problem (1)-(4) or problem (12)-(15), is square-summable 

in a neighborhood of infinity. We may  assume without loss of generality that  0s is the unit 

circle or sphere. 

L ~ ~MA 7. Let s = {x: x E R n and [x [ > 1 }. I / u  is a generalized solution o/problem (1)- 

(4) in g2, and i/ p is a corresponding pressure /unction as /ound in Proposition 5, then 

~1~1 >3(VP) 2dx < ~" I / u  is a generalized solution o/problem (12)-(15) in s and i / p  is a corre- 

sponding "pressure"/unction as/ound in Proposition 3, then f lzl>~ (VP) 2dx < c~. 

Pro@ Suppose first tha t  u is a generalized solution of problem (1)-(4). Then u satisfies 

the hypotheses of Lcmma 3 with f = 0. Adopting the notation of Lemma 3, let ~'~ = 

{x:3 < Ix I <k} and s = {x: 2 < Ix I <2k}, for integers k ~>4. Define 5 ( x ) t o  be a function of 

Ix[ = r  by  setting ~k(x)=O for l~<r~<2, ~k (x )=( r -2 )2 (7 -2 r )  for 2~<r~<3, ~k(x)=l for 

3<~r~/c, ~k(x) ~-/c-3(r-2/c)Z(2r-]c) for lc<~r<<.2k, and ~k(x) = 0  for r>~2k. Since for every k, 

max ] V~kl = 3/2, we have 

II < ClllVull + II (32) 

by Lemma 3, with a constant C 1 which is independent of k. I t  is easy to check tha t  there 

exist constants C 2 and C3, independent of k, such tha t  ]A~k} <C2 for all 2~< Ix} ~<3, and 

such tha t  }A~k} <~ Ua/41c++<~ Ca/r 2 for all x satisfying k ~< r ~< 2/c. Thus, if C 4 is the maximum of 

the two numbers 81C+ and C~, we have 

,,(A+k)u,,~ <~ f2<.,~l<.3C~u~dx+ fk<,~i<.<~kC~u~/r+dx<~ Cd f2<~,~ u~/r'dx. (33) 

In  the proof of Lemma 4, inequalities (28) were obtained for functions belonging to the 

completion of C~(s in norm {{V. ]]. Thus the right sides of (33) ~nd (32) are  bounded by  
2 constants independent of /c. Letting k->oo we obtain flxl>~au~xjdx ~ .  Since V p = A u ,  

this proves the first par t  of Lemma 7. 
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If U is a generalized solution of (12)-(15), then u satisfies the hypotheses of Lemma 3 

with ~= -u. Thus 

ilu  x lt   <c t[vull+  ll ll ull  . (34) 

Since u EL2((2), the r ight  side is obviously bounded by  a constant  which is independent  of 

k. The a rgument  is completed as before. 

T ~I ~ o 1~ E ~ 4. I /  ~ = {x: x e R ~ and Ix [ > 1 }, then the only generalized solution o/(1)-(4) 

is u = 0 ,  and hence J~(g2)=J0(~). 

Pro@ We introduce polar coordinates x~ = r cos 0, x s = r sin 0. The radial and angular 

components  of u are rela~ed to the cartesian components  by  

u~ = u~ cos 0 - Uo sin 0, u~ = u~ sin 0 + Uo cos 0 

and the polar expressions for the derivatives of a funct ion p are 

8 p _ 0 P c o s 0  ~ p s i n 0  0 p _ ~ P s i n 0 d  ~ p c ~  
t ~xl ~r ~0 r ~x 2 ~r ~0 r 

Thus the Stokes equations Aul=~p/bx~, Au 2 =~p/~x2 become 

�9 cos 0 - ~ sin 0 A(u~ cos0 - Uo sin0) = ~ r  r 

~p 0p cos 0 
A(u~sinO+u~176 s i n 0 + 8 0  r 

B y  eliminating ~p/~O in the obvious way, and using the polar expression for the Laplacian 

A~=a~ ~ r a ~ -  r ~aO ~' 

one obtains 8~u~ 1 ~u~ 1 ~ur 2 ~uo u~_~p (35) 
~r ~ ~ P ~ + r  ~r r 2 ~0 P ~r" 

The equation V. u = 0 becomes in polar coordinates 

~u~ 1 ~u.o u~ O. (36) U+; 

B y  using (36) we can eliminate f rom (35) the te rm involving Uo, thus obtaining 

~ u  r 1 ~u~ 3 ~u r u r 8p 
ar z t-~ -8~-+r 8r + ~ =Srr" (37) 

Now since p is harmonic in the region r > 1, it has a series expansion of the form 

p(r, 0) = ~o + ~0 log r + ~ [ ( ~  r -  ~ + ~ r ~) cos nO + (fl~ r- n + ~ r ~) sin nO] 
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which m a y  be differentiated te rm by  term. One readily finds tha t  

<lxl<Rt~r] r a O a r :  &2r-~ar+Te n = 1 . 3  ~ (--~'l~~ 

Since fl~j>~u(Vp)2dx< ~ ,  it follows tha t  the  coefficients of all positive powers of r and of 

log r in the expansion of p mus t  be zero. Thus we have 

~P = ~ ( - n~n cosn0 - n~n sinn0) r -n-1. (38) 
~r n=l 

Since u e C~(~),  the series for the radial component  of u, 

u~(r, O) = ao(r ) ~- ~ (an(r) cosn0 + b~(r) sinn0), (39) 
n = l  

can be differentiated term by  term. Subst i tut ing (38) and (39) into (37) gives differential 

equations for the coefficients of u~: 

ao(r) + 3r -1 a'o(r) + r -2 ao(r ) : 0 

H 1 P 2 2 
a~(r )  + 3 r -  an ( r )  + r -  (1 - n  )a~(r)  = - n ~ n r  -~ -~  (40) 

It 1 ! bn(r) + 3 r -  b~(r) +r-2(1 -n2)bn(r)  = - n ~ r  -n-1. 

Since both  u~ and Uo vanish in a generalized sense on the circle r = ], it follows formally 

from (36) t ha t  Ou~/Or=O on the circle r = l ,  and therefore tha t  the coefficients m a y  be 

defined on the interval  1 ~ r  < ~ ,  and will satisfy at  r = 1 the initial conditions: 

ao(1 )=ao(1 )=O , a n ( i ) = a ' n ( 1 ) = O  , b ~ ( l ) = b n ( 1 ) = 0 .  (4I) 

This a rgument  is easily justified. Since u belongs to the completion of C~(~2) in norm 

II V" [I, one has by  a Poineard type  inequality,  t ha t  the integral fl~l=~u2ds-~O as r-+ 1. Thus 

t h e  coefficients a,~(r) and bn(r ) in the expansion of u r each converge to zero as r ~ l ,  and so 

do the coefficients, say An(r) and Bn(r), in the expansion of uo. Now (36) implies t ha t  a~(r) = 

-- ao(r ) r -1, a'~(r) = - n B~(r) r -1 - an(r ) r -1, and b',~(r) = nAb(r)  r - 1  - -  bn(r ) r -1. This proves (41). 

Clearly %(r)=-0. We will now show tha t  if any  one of the coefficients an or fl~ in the 

expansion for the pressure is nonzero, then the corresponding coefficient a~(r) or b~(r) of u~ 

is a monotonical ly  increasing or decreasing funct ion of r, and consequently tha t  [I Vull is 

no t  finite. To see tha t  the Dirichlet integral o~ u will not  be finite if one of the  coefficients 

is str ict ly monotone,  observe tha t  (Vu) 2 ~> (~u~/r~O) 2 and tha t  

30 \ r ~ ]  rdO dr  = + - -  dr .  
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The following lemma concerns equations of the form (40); it shows that  coefficients of u r 

corresponding to nonzero coefficients of p are strictly monotone. Since this is impossible, 

it follows that  Vp and hence u vanish identically. That  J*(~) = J~(~) follows from Proposi- 

tion 4. 

L~MM.~ 8. Let r be the solution o/the initial value problem r162  b(t)r 

c(t), r162  where it is assumed that a(t), b(t), and c(t) are continuous/unctions o/ 

t>~0, and that b(t) ~ 0  /or all t >~O. Then r > 0 / o r  all t>0 ,  i/  c(t) > 0 / o r  all t >~O. Similarly, 

r < 0 / o r  all t >O, i /c( t)  < 0 / o r  all t >~O. 

Proo/. Suppose that  c(t) > 0 for all t >~ 0. Since r > 0 wherever a(t) r < c(t) + b(t) r 

and since r and r are continuous functions which vanish at t=0 ,  it follows that  r is 

positive on some initial t-interval [0, ~). Evidently r and r are positive on (0, (5). We claim 

r >0  for all t>0 .  If not, there must be a first t>0 ,  say t*, at which r  Certainly 

r is positive, so a(t*)r162 and by continuity a(t)r162 

must hold in some neighborhood of t*. Thus in some interval [ t*-e ,  t*] we have r >0  

and r I t  follows that  q~'(t*)>0. 

THEOREM 5. I /  ~={X: x E R  2 and Ix I >1}, then the only generalized solution o / ( 1 2 ) -  

(15) is u = 0 ,  and hence J~(~2)=Jl(~) .  

Proo/. We introduce polar coordinates as in the proof of Theorem 4. The equations 

Au i - u  i =t~p/~xi, and Au 2 - u ~  =~p/~x 2 become 

~p ~p sin 0 
A(u r c o s 0 - u 0  sin0) - (u r c o s 0 - u 0  sin0)=~rr c ~  r ' 

A(u r sin 0 + u0 cos 0) -- (ur sin 0 + uo cos 0) = ~p sin 0 ~ ~p cos 0 
~r 80 r 

Multiplying the first of these equations through by cos 0, and the second equation through 

by sin 0, and then adding and using the polar expression for the Laplacian, we obtain 

, 

~ 2  + ~ 2 ~ - r  ~r r 2 ~0 ~ U r = ~ r  " (42) 

The term involving Uo can be eliminated, as before, by using the polar form (36) of V" u = 0. 

Thus 

~ u  r 1 ~2u~ 3 ~u~ [ l _ l ~ ur = ~p_ . 
~r ~ ~ ~ ~ + r -~r § \ ~ ] ~r 

(43) 
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J u s t  as in the  case of the  Stokes  equat ions,  the  "pressure"  p and  the  rad ia l  component  of u 

have  series expansions  (38) and  (39). Subs t i t u t ing  (38) and  (39) in to  (43) gives dif ferent ia l  

equat ions  for the  coefficients of ur: 

no(r) + 3r -1 a'o(r) § (r - 2 - 1) a0(r ) = 0, 

a'~(r) + 3r -1 a'~(r) + r-2(1 -- n 2 -- r 2 ) a~(r) = -- no~r  -~-1 , (44) 

+ 3r-  b~(r) + r-e(1 - n 2 - r 2) bn(r ) = - nflnr -n-1. 

As in the  case of the  Stokes  equat ions,  these equat ions  for the  coefficients of ur are  of the  

form considered in  L e m m a  8, t he  coefficients are  def ined on 1 ~<r < co, and  the  coefficients 

sa t i s fy  in i t ia l  condi t ions (41). Therefore  b o t h  Vp and  u van i sh  ident ical ly ,  because  other-  

wise the  Dir ichle t  in tegra l  would no t  be finite. I t  follows f rom Propos i t ion  2 t h a t  J ~ ( ~ )  = 

J~(~). 

T ~ E O R E ~  6. I /  ~ = { x :  x E R  a and Ixl >1},  then the only generalized solution o / ( 1 ) - ( 4 )  

is u = 0 ,  and hence J ~ ( ~ ) = J 0 ( ~ ) .  

P r o @  W e  in t roduce  spher ical  coordinates  x 1 = r cos r sin 0, x~ = r sin r sin 0, x a = r cos 0. 

The  rad ia l  and  angular  components  of u are  re la ted  to  the  car tes ian  components  b y  

u 1 = u~ sin 0 cos r + Uo cos 0 cos r - ur sin r 

u 2 = u~ sin 0 sin r + Uo cos 0 sin r + ur cos r 

u a = ur cos 0 --Uo sin O. 

The der iva t ives  of a func t ion  p m a y  be expressed as 

_~P_=~2cosCs inO+ 3 2 c ~ 1 6 2  ~p s i n e  
3x 1 ~r 30 r 9r r s in0 '  

__  = __ 3p sin r cos 0 cos r 
3p 3p sin r sin 0 ~ + 3p 
3x 2 ~r 30 r 3r r s i n O '  

3_pp = 3p cos 0 3p sin 0 
~x3 3r 90 r 

Mul t ip ly ing  the  equa t ion  Au  1 =~p/3x  1 b y  sin 0 cos 6, the  equa t ion  A u ~ = 3 p / 3 x  2 b y  sin 0 

sin r a n d  the  equa t ion  Au  a = 3 p / 3 x  3 b y  cos 0, and  then  adding,  we ob ta in  

32ur 1 2 3ur 2 ~Uo 2 3ur 2u r 2Uo cotO ~p 
~r ~ ~- ~ A*u r + - . (45) r 3r r ~ ~0 r ~ sin 0 ~r r 2 r ~ 3r 

I n  der iv ing (45) we have  used the  expression 

1 [8 / 235\ 1 
cot ~ 

+ ~ § sin 2 0 3r 
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for the  Laplac ian ,  a n d  deno ted  b y  A* the  spherical  p a r t  

�9 ~2~ . ~ ,  1 D2~ 
A ~ = ~ + co~ ~ ~-0 -~ sin 20 �9162 

of the  Laplac ian .  The  equa t ion  V - u  = 0 can be wr i t t en  

~u~_bl ~uo . 1 OUo 2u~ uo eotO=o. (46) 
~r r ~ ~- r sin 0 ~ + ~ -  + r 

The  t e rms  involving Uo and  ur in (45) can be e l imina ted  b y  mul t ip ly ing  equa t ion  (46) 

t h rough  b y  2/r and  adding  the  resul t  to  (45); one ob ta ins  

(~2U r 1 -f- 4_ CqU r 2U r c~p 
~r 2 § - . (47) r ~ r r  ~ r 2 ~r 

Since the  pressure p is ha rmonic  in the  region r > 1, i t  has  an  expans ion  in  spher ical  

harmonics  of the  form 

~9(r,O,c~)= ~ ~ (~nmrn-l-OCnmr-n-1) Ynrn(O,r (4S) 
n=O rn=-  n 

Here  the  funct ions  Y~m are  everywhere- regular  e igenfunct ions of A* corresponding to  eigen- 

va lues  - n(n + 1), T h a t  is 

A*Ynm = - - n ( n + l )  Ynm, --n<~m~n. (49) 

Since ~lzl>3 (OP/~r) edx < oo b y  L e m m a  7, and  since the  funct ions  Ynm are  or thogonal  on the  

sphere,  i t  is easy to  see t h a t  the  coefficients ~ m  mus t  van ish  for n > 0. Thus  we have  

~ ~ (--n--1)O~nmr-n-2ynm(O,~). ( 5 0 )  
~r ~ o  re=- 

Since u C Cm(~), we can expand  u r in spher ical  harmonies  

0, r r (51) 

and  the  der iva t ives  of u~ m a y  be found  b y  t e r m - b y - t e r m  di f ferent ia t ion  of t he  series. Sub-  

s t i t u t i ng  (50) and  (51) in to  (47), and  using (49), we ob ta in  dif ferent ia l  equat ions  for the  

coefficients of ur: 

# 1 p 2 a~ ~ (r) + 4 r -  a~ ~(r) + r -  (2 - n(n + 1)) anm(r) = - (n + 1) ~ m r  -n-2 (52) 

Since u vanishes  in  a general ized sense on the  sphere r = 1, i t  follows fo rmal ly  f rom 

(46) t h a t  bo th  ~Ur/Or and  u~ van i sh  on the  sphere r = 1. J u s t  as in the  proof  of Theorem 4, 

one can prove  t h a t  t he  coefficients are  def ined on the  in te rva l  1 ~< r < oo and  sa t i s fy  in i t ia l  
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conditions 

anm(1 ) ~ as =0. (52) 

I t  follows from Lemma 8 that  each coefficient a~m(r), except aoo(r), either vanishes 

identically (if O~nm =0) or is strictly monotone (if a~m 4=0). Now, as we may assume that  the 

functions Y~m are orthonormM over the unit sphere, we have 

flzl >1 u2r ~ ax -- f f  ~om~_,  a~m(r)dr. (53) 

Since ; a u 2 / # d x <  oo holds for functions u which belong to the completion in norm IIV. II 

of c~(fl), as was shown in the proof of Lemma 4, it follows that  all the coefficients an~(r), 

except possibly a00(r), vanish identically. But  aoo(r) also vanishes identically, because the 

conditions u = 0 on the sphere r = 1, and V. u = 0 in fl, together imply that  

o=f,x.~lU.nds=fl~l~u, ds=aoo(r)V~r~. (54) 

Thus u and Vp vanish identically, and Proposition 4 implies that  J~(~)=J0(~) .  

T ~ O R E M  7. 1] ~ = { x :  x ~ R  a and Ix] >1}, then the only generalized solution o / ( 1 2 ) -  

(15) is u = 0 ,  and hence J ~ ( ~ ) = J l ( ~ ) .  

Pro@ Our argument is similar to the proof of Theorem 6. Taking an appropriate linear 

combination of the equations A u l - u l = ~ p / ~ x l ,  Au2-u2=~p/~x2,  A % - u a = ~ p / ~ x a ,  and 

then adding to the result 2/r times the expression (46) for V. u = 0, one obtains 

~u ,  1 + 4 ~ u r + ( 2  ) ~p 
~r ~ +~A*u~ ; ~  j - 1  ur=ar--. (55) 

Again ~p/~r and u~ admit the expansions (50) and (51). Substituting these expansions 

into (55) we obtain differential equations for the coefficients of ur 

tt t 2 a n re(r) + 4r-la~ m (r) + r-  (2 -- n(n + 1 ) -- #)  anr~ (r) = -- (n + 1) O~nm r -~-~ . (56) 

We show just as in the proof of Theorem 6 that  the coefficients are defined for 1 ~< r < 0% 

satisfy initial conditions (52), and must therefore vanish, because otherwise either the Di- 

richlet integral would not be finite or the condition V. u = 0 would be violated. I t  follows 

from Proposition 2 that  J*(~)=Jl(g2) .  

An exterior domain ~ is usually defined to be an open set of R n which not only contains 

a complete neighborhood of infinity, but  also has a nonempty complement ~~ For our 

next theorem the assumption that  Y2 c is nonempty is unnecessary. Even if ~ ~-R ~, we will 

still speak of generalized solutions of problems (1)-(4), (7)-(11), and (12)-(15), but  with 
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the understanding that  the boundary conditions (3), (10), and (14) are in effect dropped. 

Thus problem (7)-(11) becomes the Cauehy problem for the Navier-Stokes equations if 

= R n. There is one significant complication. I f  ~ ~ R 2 and if the capacity of ~ is zero, 

then elements of the spaces J~(~)  and J0(~) consist of equivalence classes of functions which 

differ by constants; see Deny and Lions [4] and Heywood [17]. Thus, in the case tha t  ~ c R ~ 

and the capacity of ~ is zero, it is our convention to speak of u = 0  as the unique solution of 

(1)-(4) if and only if every (locally square-summable function) solution of (1)-(4) belongs 

to the element (equivalence class) of J*(~)  which contains u =0.  This convention applies 

to Lemma 4 and to Proposition 4 as well as to the following theorem. 

T ~ . O R ~  8. Suppose that ~ is an open set of R ~, n=2  or 3, which contains a complete 

neighborhood of infinity, say {x: Ix I > R} for some sufficiently large R. Suppose that the bound- 

ary of ~2, if nonempty, is suf]ieiently regular so that the method of section 3 (see Corollary 2) 

can be applied to the "anular" region {x: x E ~  and ]x] < R + 2 } .  Then J*(~)=J0(~)  and 

J ~ ( ~ ) = J l ( ~ ) ,  and consequently problems (1)-(4), (7)-(11), and (12)-(15) each possess at 

most one generalized solution in ~2. 

Proof. We will show tha t  J~(g2)=J0(~); the proof tha t  J*(g2)=J l (~)  is similar (and 

simpler if ~ = R 2 ) .  Let  uEJ* (~ )  be given; if ~ R 2 and if the capacity of Y2 c is zero, let u 

be a function representing an equivalence class of J~(~).  We may  assume u E C~~ for if 

not  we let v be the element of Jo(~) such tha t  w = u - v  satisfies ]nVw: Vdpdx=O for all 

E D(~);  then w E C~(~) N J~(~),  and if we show tha t  w EJ0(g2 ) we will have shown tha t  

u ~ J 0 ( ~  ). Now it is possible to write u = u l + u  ~ where u l E J ~ ( ~  N {x: [x I < R + 2 ) )  and 

u2Eg~({x: Ix I > R + I ) ) .  We simply use the fact [21, p. 26] tha t  it is possible to construct 

a smooth divergence free vector field v in the region R +  1 ~< Ix[ ~< R +2  which equals 

u on the sphere ]xl = R + l, and which equals 0 on the sphere [x ] = R + 2. Then we set 

Ul=U in ~ N {x: Ix[ ~<R+l},  u l = v  in R + l  ~< [x[ < R + 2 ,  and u l = 0  in Ix[ >~R+2. We 

set u 2 = u -  ul in ~ .  I t  is easy to see tha t  u~ and u s belong to the function spaces claimed 

above, by  appealing to Lemma 4. Thus the theorem of section 3 implies tha t  u 1 E 

Jo(~N{x: tx  ] < R + 2 ) ) ,  and Theorems 4 and 6 of this section imply tha t  use  

J0{x: ] x [ >  g + 1)). But  these last two function spaces are both subspaces of J0(~); thus 

ul, u2EJ0(~), and so uEJ0(s ). 

5. Uniqueness  in a half-space 

In  this section we prove uniqueness for the boundary value problems of viscous flow 

in a half-space ~ = {x: x E R ~ and x 1 > 0}. Beyond the evident interest in considering pro- 
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blems of flow in a half-space, our results here will find application in section 6, where they  

are combined with results of sections 2 and 3 to s tudy  questions of uniqueness pertaining 

to  problems of flow through an aperture. The basic method  of this section is a Fourier trans- 

Iorm argument  which the author  learned from Marvin Shinbrot.  I n  order to  justify taking 

Fourier  transforms, we will show tha t  the functions to which the t ransform is applied are 

square-summable in every plane which is parallel to  the boundary  plane. Of course u and 

Vu are sqnare-summable over such planes if u belongs to either 1~(~2) or W0(f2); in the 

ease of the space Wo(~ ) we observe tha t  

? ? 

(57) 

holds for every a >0 ,  as follows from the inequali ty ]~/2(x) dx <a 2 f~ (/'(x))2dx for functions 

/ e  CI[0, a] which vanish at  zero. 

L ~ M A  9. Let ~2 ={x:  x E R  ~ and x l > 0  }. Suppose that u is a generalized solution in f2 

o/either problem (1)-(4) or problem (12)-(15), and that p is a corresponding "pressure"/unc- 

tion as/ound in Propositions 3 and 5. Then/or every s > O, the derivatives o / u  el second order 

and o/higher orders belong to L2(f2~), where f2~ = {x: x 1 >s}. The derivatives o / p  o//irst  order 

and o/all  higher orders also belong to L2(f2~). 

Proo/. For  every a > ~, let ~1~.~ ~ {x: s <x~ <a}.  We will prove ]]u~,~jlla ~ < ~ by  showing 

tha t  II.x,x, llo , o is bounded  b y  a constant  independent  of a. Le t  us consider fixed values of 

a and s. Adopt ing the nota t ion of Lemma 3, let, for each positive integer k, ~2'~ be the cylin- 

der f2'~ = {x: s < z  1 < a  and x~ + ... +x~ <k~}. Let  f2~ be the larger cylinder f2~ = {x: e/2 <x  1 < 

2a and x~ + ... + x~ ~< (k + 1)2}. Let  ~k be a funct ion which satisfies the hypotheses of L e m m a  

3 with respect to f2k" and f2k.' We can construct  ~k so that ,  for x~ + ... +xne < k2, it depends 

only on z 1 and satisfies max  . . . . .  2a I A~k] ~< C1/a2; for instance, let ~k(x) = a-a(xl - 2a)U(2xl - a) 
2 2 for x~+ ... +x~<--.k and a<~xl<2a. Further ,  we can assume tha t  Cr is a bound for not  only 

]V~k[ bu t  also [A~kl in all of a~;  note t ha t  Cg depends on e, but  not  on k, or on a > e .  

Now suppose u is a generalized solution of problem (1)-(4). Lemma 3 gives Ilux~,~.llaz ~< 

cd lvu] l  + II(A~k)ulla~. To show tha t  Iluz,~jlIa~. a is bounded by  a constant  independen~ of 

a, we only need to show tha t  as k-~ ~ ,  I[ (A$~)ull a~ remains less than  a constant  independent  

of a. We have 

e /2<xl<2a e /2<xl<e a < x l < 2 a  
k~<x~+.. .+z,~<(k+l)~ x~+. . .+ zn< k~ z~+. . .+ x n< k ~ 

The first integral on the r ight  side of (58) tends to zero as k ~  c~, as m a y  be seen from in- 
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equality (57) with a replaced by  2a. The second integral on the right side of (58) is bounded 

by C~s211VulI~; remember tha t  C~ depends upon e but  not on k or a. The third integral on 

the right side of (58) is bounded by  (Cla-'~)24a~lIVuH~; i t  actually tends to zero as a-~ ~ .  

This completes the proof tha t  IlUx~xjlln < ~ .  i f  u is a solution of problem (12)-(15) one 

gets the same result, but the argument  is of course simpler. The estimates for higher order 

derivatives are obtained in a similar way. For instance, if u is a generalized solution 

of (1)-(4) we know tha t  Ux~, Ux~x~CL2(~) for every e>0 ,  that  V'ux~=0, and tha t  

S Vux~: VCdx=0  for every r  Thus we can argue as before, except tha t  it is not  

necessary to appeal now to inequality (57). The estimates for derivatives of p follow from 

the relations Au = V~ in the case of problem (1)-(4), and Au - u = Vp in the case of problem 

(12)-(15). 

THEORem 9. I /  ~ ={X: xE R n and x 1 >0}~ then the only generalized solution o/ problem 

(1)-(4) is u = 0 ,  and hence J~(g2)=Jo(~2). 

Proo/. Let x = ( x l ,  ~,) where ~,=(x~, ..., xn) , and let ~=~(xl, ~)= SR~-~ e-~<~'~>/(xl, ~)d~ 

where ~=(~2 ..... ~) .  ~qow since p is harmonic, A(~p/~x~)=0; the Fourier transform of this 

equation is 
~2 0p 

- [ ~ l ~ x P  = 0. (59) 
~x~ Ox~ 

Thus (~p/~xi) ~ = ~(~)e  -I~lx~ +fl~(~) e I~lx`. I t  follows from Parseval 's  formula and Lemma 9 

tha t  
/N 

- _  d~dxl__(2~)n_ I Op d x < ~ .  

We see tha t  fi~(~) vanishes almost everywhere. By  taking the Fourier transform of Au~ = 

~p/~x~ one obtains 
/ x  

I = ( 6 0 )  
~x~ 

and this may  be solved by  the method of variation of parameters; we find (for I~] ~=0) 

tha t  

4~ = a~(~) e-I~lz~ .~ b~(~) e I~lx~ - -  ~ i ( ~ )  x e-I~lz~ (61) 21 1 " 

Upon differentiating (61) with respect to x~, one obtains 

* e . (62) 
. . . . .  21 [ 
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Using Parseval 's  formula again, we have 

2 ~ 2 

from which it follows tha t  bi(~ ) vanishes identically. Now it can be seen tha t  ai(~) mus t  

vanish in (61) because u~(0, ~ ) ~ 0  implies t h a t  ~/~(0, ~)~0;  more precisely one argues 

tha t  

Finally, we show tha t  the ~i(~) mus t  all vanish, and therefore so also mus t  u, because 

of (61). The ~ourier  t ransform of V - u  = 0  is 

4~ + i~2 ~2 + . . .  + i ~  4 n = 0, (63) 

and thus (~/~xl)~11(0, ~) =-0. Therefore it is implied by  (62) t ha t  at  least ~x(~) vanishes identi- 

cally. This means tha t  (a/9/~xi) A, and so also a/9/ax 1, vanish. We have just  shown that /9,  

being independent  of xl, is a harmonic funct ion of the variables ~ E R ~-1. Since, by  Lemma 

9, the  Dirichlet integral of/9 as a funct ion of ~ mus t  be finite, it follows t h a t  19 is a constant .  

Thus the ~t(~) all vanish. 

T ~ ]~ o R ~ lvl 10. I / g 2  = {x: x e R ~ and x x > 0}, then the only generalized solution o] problem 

(12)-(15) is u = 0 ,  and hence J*(~ l )=J l (~) .  

Pro@ Jus t  as in the proof of Theorem 9, we argue on the basis of Lemma 9 tha t  the 

Fourier  t ransforms of derivatives of/9 are of the  form (~/9/~x~)A = :q(~)e-am. By  taking the  

Fourier  t ransform of A u ~ -  u, =~/9/~x i we obtain 

/ x  

The general solution of (64), found by  the method  of var ia t ion of parameters,  is 

where 

-1 [i 1 ] " 

Since }lulla < o% it follows from Parseval 's  formula tha t  the b~(~) mus t  vanish identically. 

The  Fourier  t ransform of V . u = 0  again yields (63), f rom which we conclude t h a t  
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(~/~XI) Ul(0 , ~ )~0 .  In  view of (65), the pair of equations ~1(0, ~)-:0 and (a/~xl)dl(O, ~ ) ~ 0  

together imply tha t  

al(~) +~1(~)~1(~) = 0 

The matr ix  of coefficients is nonsingular, and therefore both al(~) and ~1(~) vanish identi- 

cally. Now, as in the proof of Theorem 9, we see tha t  p is a harmonic function with finite 

Dirichlet integral in the variables ~ER ~-~. Thus p is a constant, the ~(~) must  vanish 

identically, and so by (65) u must  also vanish identically. 

We remark tha t  the result just proved implies uniqueness for the initial boundary 

value problem (7)-(11) in virtue of Proposition 2. 

6. Flow through an aperture--Auxil iary conditions 

In  this section we study problems of flow through an aperture, as described in the 

introduction. For the most part  we consider the case of a single rigid wall which, except for 

apertures in the wall, divides the space of fluid into two parts. More complicated situations 

will be only briefly mentioned. Assumptions about  the number  of apertures or about  the 

shape of the apertures are not very important ,  but  we give complete uniqueness proofs 

only in cases of smoothly bounded apertures. We shall assume that  

= {xe/~n: xl~=0 or (x~, xa, ..., x~)s where (67) 

S is a bounded open subset of the x2, x a ..... x~-plane, 

and make further assumptions about S as needed. 

L]~M]gA 10. Let ~ be de/ined by (67). Let u belong to either Jo(~) or J l (~) .  Then 

.[su " n ds = 0, where n denotes the unit normal vector to the sur]aee S, and where ds = dxe dx 3 ... dx,. 

Proo/. We need only consider u eJ0(~),  because J l ( ~ ) c  J0(~). Let  {~k} be a sequence 

of functions in D(~)  which converges to u in norm [[ V. [[. Then (~bk} also converges to u 

in the L2-norm of a bounded open subset of ~ which contains the surface S; see for instance 

[27, p. 20]. Thus limkooofsd~k.nds= fsu.nds;  see [27, p. 15]. However, since each~b k has 

compact support, we have fsd~k.nds= ]~<oV.q~lcdx=O. 

LE~MA l l .  Let ~ be de/ined by (67). Assume (without any real loss o/generality) that S 
. . .  2 ~  contains the unit disc x~ + § x~ 1 . 1 / ~  ~ R n with n > 2, then there exists a vector [ield b(x) 

which belongs to both J~(~) and J*(~),  and which satis/ies ] sb .nds= 1. ] / ~ c  R 2, then there 

exists a vector/ield b(x)EJ~(~) which satis/ies f s b . n d s =  1. In  either case, b eC~(~)  and the 



9z~ J . G .  I:I:Nu 

,~,~por~ o/ ~ is con#ned to the set (x~ + . . .  + ~,) ~ < 2-~ + [ x~ [. ~'inallv, i / ~  ~ ~ ,  then [ b(*) l < 

Pro@ A suitable funct ion b(x) m a y  be constructed as follows. Le t  0 be the  angle be- 

tween the positive xl-axis and the  ray  joining a poin~ x with the origin. Le t  t)(x) be defined 

by  

(cos20)~l~l-'~(~, x~ . . . .  , x~) for o <  0 < ~ 

6(.~) = 0 for ~7c ~< 0 ~ ~ 

- ( c o s 2 0 ? l x l - ~ ( ~ . ~  . . . . .  x~) for ~ < 0 < ~ .  

Let  o)(x) be an averaging kernel; assume tha t  o ~ C~(Ix I < ~-) and tha t  II~l< ~ ~o(x)dx = 1. 

We define b(x) by  setting b ( x ) = ~  fill<�89 1)(x+y)co(y)dy, where {] is a normalizing constant  

chosen so tha t  ~s b" nds ~ 1. All of the assertions of the lemma are immediate ly  apparent .  

L ~ A  I2. Let f2 be de/ined by (67), with S the unit disc x~+ ... + x ~ < l .  I]uEJ~(f2) 

satis/ies fsu .nds=O, then uEJ~(f~). I] uEJ~(~2) satisfies ]su.nds=O, then uEJo(t)) .  Thus 

two/unctions u, fl EJ~(fl) belong to the same coset o] J*(~)/J1(f2) i~ and only i / ] s u ' n d s  

fs fi" nds, and ~wo /unctions u, fi E J* (~)  belong to the same co~et of J*(f~)/Jo(,Q ) i /and  only i/ 

f s u . n d s =  fsfi .nds.  

Pro@ Suppose tha t  u E J~ (~]), and tha t  ~su" n ds ~ O. Because the total  f lux of uneross  

S vanishes, it  is possible to  construct  a divergence free vector  field v E IiZl(D), where D 

{x: I ml < 1}, which equals u on S in the  sense of traces. In  fact  one can f ind a suitable func- 

t ion v, by finding separately its restI'ietion v + to D + = {x: x~ > 0 and Ix I < 1 }, and its restric- 

t ion v -  to D - ~ { x :  x t < 0  and [x I < 1}, using for instance the method  given in [21, p. 26]. 

Clearly v~J I (D) ,  by  the result of section 3. Now consider the restrict ion u + oi u to f~+~ 

{x: x~ > 0}, and the restriction u -  of u to f 2 - =  {x: x 1 < 0}. Clearly u + - v  + belongs to  J~(f~+), 

if we set v + equal to  zero outside D+. Thus by  Theorem 10, we have u + - v + s  ). 

Similarly u - - v - 6 J i ( ~ -  ). Now J i (~+) ,  J i (Q-) ,  ~nd J l (D)  oore nil subspaces of J i (~ ) .  

Therefore u = ( u + - v  +) + ( u - - v - )  + v E J l ( f 2  ). The proof for the spaces J~'(~) and Jo(~) 

is exact ly  the same. 

T I ~ O l ~ : ~  11. Let t2 be defined by (67), with S the unit disc x~ + ... + x ~ < l .  Then/or 

any prescribed number F there is a unique generalized solution u o/problem (1)-(5). 

Proo[. Let  b be the vector  field constructed in Lemina  11. Clearly ~ V b :  V~dx defines 

a bounded linear functional  on ~b EJo(f2 ). Le t  v be the unique element of J0(~) such tha t  

]aVv:  V~dx= - ] ~ V b :  Vdpdx holds for all 4~EJ0(f2 ). Then  b + v  is a generMized solution 
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of problem (1)-(4) and f s ( b + v ) . n d s - 1 ,  as follows from Lemmas  1O and 11. Thus u =  

F .  (b + v) is a solution of (1)-(5). I f  u and fi are two solutions of problem (1)-(5), then they  

belong to the same coset of J~(~)/Jo(~) by  L e m m a  12, and consequently are identical by  

Proposi t ion 4. 

The next  theorem is part icular ly impor tan t  because it implies, t ha t  by  modeling flow 

through  an aperture on the basis of the Stokes equations, one can predict  the net  flux 

th rough  an aperture f rom knowledge of the pressure drop from one side of the wall to  the 

other. 

T H E O R E ~  12. Let g2 be de/ined by (67), with S the unit disc x~+ ... + x ~ < l .  Assume 

n> 2. Let u be a generalized solution o/ (1)-(4) in gP, and let p be a corresponding pressure 

/unction as/ound in Proposition 5. Then there exist constants Pl and P2 such that (6) is satis/ied 

in the sense that 

f z  (p(X) -- pl) 2 d x  ( (p(x) - p2) 2 
1<-1 IXl 2 <~oo and ,]zl>l ]X] 2 d x ~  oo . (68) 

1/P~=Pp, then u ~ 0 .  For every prescribed pressure drop p~ Pl there exists a unique corre- 

sponding solution u o/problem (1)-(4). 

Proof. Modifying Lemma 9 very  slightly we see tha t  ~xl< I(VP) 2dx<~176 and tha t  

~fxl>l (Vp)Pdx < ~ .  Now let 

= I p ( x  ) for x l ) l  

~(x) { p ( 2 - x l ,  x2 ..... xn) for x l <  1. 

Clearly ~ is defined and continuous in R n and has a finite Dirichlet integral. B y  the proof 

of Lemma 4 (the inequali ty of Finn), we thus have ~R~((/5(x)- e)2/Ix 12] dx < ~ for some con- 

s tan t  c. Since ~(x) - p ( x )  for x I > 1, we have proved the second inequal i ty  of (68) withp~ =c.  

The proof of the first inequali ty is similar. 

Now suppose tha t  p~=p~. Withou t  loss of generali ty we m a y  take P l = P 2  =0 .  Let  b 

be the vector  field constructed in Lemma 11. For  some number  ~ we have fsc~b.nds= 

]su.nds. Since, for this c~, gb and u belong to the same coset of J~(f~)/Jo(~2), we have 

u - ~ b  + v  for some vEJ0(g2 ). By  Proposi t ion 5, u and p are smooth  in s and satisfy A n =  

Vp. Therefore 

au.bdx= fN< Vp.Udx (69) 

for every number  R; remember  tha t  b is smooth  and has support  confined to (x~ + ... + x~) '~ < 
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2 -�89 + I x l l .  W e  can in tegra te  (69) b y  pa r t s  to  ob ta in  

Now since bo th  b and  Vu are  square - summable  over  ~ ,  the  surface in tegra l  on the  left  

t ends  to  zero as R-~ ~ .  The  f irst  in tegra l  on the  r ight  vanishes.  The  surface in tegra l  on 

the  r igh t  t ends  to  zero as R-> ~ because 

IF I 
[J,~,: pb.nds}<~ ~ d s  -_~-~2 ds . (71) U, ,: Ixl ) - ) ) 

Here  we have  used the  fact  t h a t  I b(x)l <Clx ] -~+~ ,  and  appl ied  the  Schwarz inequah ty .  

The  second fac tor  on the  r ight  of (71) remains  a t  least  bounded  as R-+ c~; the  f irst  fac tor  

t ends  to  zero because  yn(p~/ix I ~) dx < ~ .  Thus we have  p roved  t h a t  ~a Vu: Vbdx = 0. Since 

u is a general ized solut ion of (1)-(4) and  since v E J0(~) ,  we have  Sa Vu: Vv dx = 0. Therefore  

~a(Vu)2dx = l a V a :  V ( ~ b + v ) d x = 0 .  W e  have  p roved  t h a t  if the  pressure  d rop  is zero, 

t hen  u vanishes.  Since there  exis t  nont r iv ia l  solut ions of (1)-(4) in ~ wi th  corresponding 

nonzero  pressure  drops,  i t  follows f rom the  l inear i ty  of p rob lem (1)-(4) t h a t  there  is a l inear  

(hence one-to-one) correspondence be tween  values  of F in condi t ion  (5) and  values  of P2 - P l  

in condi t ion  (6). 

I t  seems l ikely  t h a t  L e m m a  12 and  hence Theorems 11 and  12 r ema in  va l id  even if S 

is an  a r b i t r a r y  open bounded  subset  of the  x.2 . . . .  , x~-plane. I t  would, however,  require  a 

considerable  technica l  effort  to  p rove  this.  I n  the  nex t  theorem we consider the  case of a 

single wall  wi th  several  poss ib ly  nonci rcular  aper tures .  

T t I ~ O n ~  13. Let ~ be defined by (67), where S consists o/ a finite number o/smoothly 

bounded disjoint open subsets o/the x2, ..., xn-plane. Then all the conclusions o/Lemmas 10, 

11 (modi]ied in an obvious way), and 12, and o/ Theorems 11 and 12 hold. 

Proo/. Clearly we only  need to  be concerned abou t  the  conclusion of L e m m a  12. I f  S 

consists of a single nonci rcular  aper ture ,  one can r epea t  the  proof  of L e m m a  12, bu t  wi th  

D def ined to  be the  cyl inder  D = {x: - 1 < x 1 < 1 and  (x2, ..., x~) E S} ins t ead  of a sphere.  The  

reader  is referred again  to  [21, p. 26] for a m e t h o d  of cons t ruc t ing  v EJI*(D). Now suppose  

t h a t  S consists of two smoo th ly  bounded  regions, S 1 and  $2, of the  x 2 . . . .  , x~-plane. Le t  

u E J * ( ~ )  be given,  and  le t  i t  sa t i s fy  S s u . n d s = 0 .  One can cons t ruc t  a t u b u l a r  doma in  

T c  c ~  which l inks the  two aper tu res  and  which has a smooth  b o u n d a r y  ~T. Le t  

F 1 = T n S 1 and  let  F ~ =  T fl S 2. Now a vec tor  field w E J * ( T )  can be cons t ruc ted  such t h a t  

St1 w" nds  = Ssl u" nds.  Clear ly  ~r~ w.  nds  = .~s~U" nds also holds.  Now as in the  case of a single 

aper ture ,  let  De = {x: - 1 < x 1 < 1 and  (x 2 . . . .  , x~) E S~}, and  le t  v~ E J*(D~) be cons t ruc ted  to  
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satisfy v ~ = u - w  on S~, i = 1  or 2. Clearly u + - w + - v  + - v ~  EJ~(~+) a n d u - - w - - v ~  - v ~  E 

J*(~-) ,  where we denote restrictions as in the proof of Lemma 12. By Theorems 3 and 10 

we know that  J*(T)~JI (T) ,  J*(D~)~J~(D,), J*(~+)cJ~(~+)  and J~(~- )~J~(~- ) .  Thus 

uEJ l (~) ,  because it can be written as a sum of functions, each of which belongs to a sub- 

space of Jl(g2). This method extends to any finite number of apertures by  an obvious induc- 

tion argument. The proof for the spaces J~(~) and J0(~) is exactly the same. 

The following statement is a corollary principally of Theorem 12. 

T H E O R ~  14. Suppose that ~ ~ R n, with n > 2, is defined as in Theorem 13; and con. 

sider various solutions o/problem (1)-(4). Suppose that for a given pressure drop P~-Pl ,  

there is a net flux F through the aperture (or apertures) S, as determined by Theorem 13. Then, 

if the pressure drop is held constant, and if the aperture S is replaced by the similarly shaped 

aperture SQ = {~x: x ES}, Q >0,  the net flux through Sq will be ~nF. Thus, in the case of a three 

dimensional flow, the net flux through an aperture is proportional to the cube of its diameter. 

Proof. Let  u(x) be the flow with net flux F through S, for the given pressure drop 

P~--Pl, and let p(x) be a corresponding pressure. Thus Au=Vp.  Let v and q be defined in 

~Q-- {ex: x E g2} by setting v(x) = eu(x/e) and q(x) =p(x/e). Since by(x) = (I/e) u(x/Q), and since 

Vq(x)=(1/~)Vp(x/Q), we have Av=Vq. Thus v is a solution of (1)-(4) in ~Q. The pressure 

drop of q is clearly the same as that  of 1o, and ~%v. n ds = ~s ~u'n~ n-lds = ~ hE- 

THEOREM 15. Suppose that ~ c  R n is defined as in Theorem 13. Then there exists at 

most one generalized solution of the initial boundary value problem for the 1Vavier-Stokes equa- 

tions (7)-(11), which satisfies the auxiliary flux condition (16). 

Proof. ~f two solutions u and fi both satisfy (16), then Ss(u(t) -fi(t)) .  nds = 0 for every t. 

Thus u(t) -fi(t)  EJI (~  ) for every t, which implies that  u and fi belong to the same coset of 

L~(O, T; J*(~))/LP(O, T; Jl(~)).  Hence u =fi by Proposition 1. 

T ~ E O R ~  16. Suppose that ~ R a is defined as in Theorem 13. Let data f(x, t), a(x), 

and _F(t) be prescribed for problem (7)-(11), (16). Suppose that a(x) EJ~(s N W~(~), that 

i, itEL~(fi • (0, T)), and that ~'(t) is a continuously di//erentiable function o/twhichsatis/ies 

~F(O) = Ssa.nds. Then there exists a number T' >0, such that a generalized solution of (7)- 

(11), (16) exists in ~ • (0, T'). 

Proof. We seek a solution of (7)-(11) in the form u(x, t )=v(x,  t)+ F(t)b(x), where b(x) 

is the vector field constructed in Lemma 11, and v(x, t)EL~(0, T; Jl(~)).  Clearly Lemma 10 

implies that  any such solution will satisfy the flux condition (16), Now u is a generalized 

7 - 7 6 2 9 0 7  Acta mathematica 135. Imprim5 lo 13 Avril 1976 
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solution of (7)-(11) if and only if v satisfies the initial condition v(x, 0 ) = a ( x ) - F ( 0 ) b ( x )  

and also a generalized form of the differential equation 

vt + v- Vv + Fb.  Vv + Fv .  Vb = - Vq + Av - g, 

where g = F ' b + F 2 b . V b - ~ A b - f ,  and where q is an appropriate "pressure" function. A 

solution v can be found by using the method of Galerkin approximation as developed by 

Hopf [18], and by using estimates due to Kiselev and Ladyzhenskaya [20] and further 

developed by Serrin [33] and by Heywood [15]. If the data for problem (7)-(11), (16) is 

small in an approriate sense, and if a(x) =0, then Lemmas 6, 9, and 11 of [15] can be used 

without modification to obtain v, and hence u, in a finite time interval (0, T'). With a very 

slight modification of these lemmas, we need not assume a(x) = 0. The assumption that  the 

data be small is not  necessary either; however, the estimates of [15] were obtained for the 

purpose of treating questions of stability and therefore apply only to small data. 

We shall now consider briefly the problem of steady Navier-Stokes flow through an 

aperture. To be specific, assume that  f 2 c  R a is defined by (67), and consider the problem 

of finding a solution u(x), p(x) of 

u . V u = - V p + A u  in f2, (72) 

V - u = 0  in fl, (2) 

u = 0  on ~f~, (3) 

u(x) 0 as ix] (4) 

f s u . n  = F ,  (5) ds 

where F is a prescribed number. 

Definition. Let  f~ be an arbitrary open set of -R ~. We call u a generalized solution of 

(72), (2), (3), (4) if and only if ueJ3(f~) and 

n(Vu :V~b + u .  Vu �9 qb)dx=O (73) 

holds for every ~b e D(f2). 

T~]~OR]~M 17. Let ~ c  j~3 be defined by (67). Then there exists a generalized solution o/ 

(72), (2), (3), (4) in f~, which satisfies the auxiliary flux condition (5), provided F is suffi- 

ciently small so that/or some y < 1, 

I Fro v. Vb. vdxl < y f ~  (Vv)2dx (74) 

holds/or all v E J0(~ ), where b is the function constructed in Lemma 11. 
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The reader is reminded that  the inequality fn(v2/[ x ] 2)dx ~< 4 fa  (Vv) 2 dx was given in the 

proof of Lemma 4 for functions vE W0(~), if g2~ Ra; and that  Vb(x) is smooth and decays 

like ]x] -3 at infinity. Therefore condition (74) does not imply that  F = 0. 

Pro@ Let [a(x)= Fb(x). We will find a generalized solution of (72), (2), (3), (4) of the 

form u = v + l )  where vEJ0(~). Clearly Lemma 10 implies that  any such solution must 

satisfy condition (5). 

Our argument now follows closely one given by Ladyzhenskaya [21, p. 116]. Let ~ = 

f2 f? {x: ]x[ <n}. Our first step is to find vneJo(f~n) such that  

fa{vv~ + v ~  - +~).  + dx=O V~b (Vn V~"  (v~ ~)} (75) 

for all ~ E D ( ~ ) .  Through this part of the argument we will suppress the subscript n from 

v~ and write simply v. Now 

f { : V ~ + ( v + ~ ) ' V ~ ' ( v + ~ ) } d x  

defines a bounded linear functional on ~b e J0(g2n), because of the inequality ]]vll L,<~> < 

Cn ]l Vv]] which holds for v e Wo(~n). Thus, for every v e J0(~n), there exists an unique element 

Av EJ0(~)  such that  

f v(A, : v ,  dx = : v +  § (v v + . ( ,  
dn Jn  

holds for all ~b EJ0(f2n). Clearly v EJo(~n) satisfies (75) if and only if 

v = Av. (76) 

The operator A is compact in Jo (~) ;  if {v k} is weakly convergent in Jo(f2~), then {v k} 

converges strongly in L4(f2~), and by a short computation 

f { v ( A v ~ - / v  z): V~} dx~< 0 l ive-  v~ltL,(~,,ll V~II. 

Therefore, setting q~ = A v  k - A v  ~, o n e  obtains II V(/v~ - Ave)11 + 0 as ~, X+ ~.  
Now a solution of (76) is assured by the Leray-Schauder fixed point theorem, if one 

can show that  all possible solutions of v = hAy, for Z e [0, 1], must satisfy I I Vvll < o* for some 

constant C*. Any such solution, with corresponding 2, satisfies 

fn{v v : V,k + ZVg : W k -  a(v + g) . V4~. (v + r~)} dx=O 
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for all ~b 6J0(~ ). Setting ~b =v,  and integrating one term by parts, one obtains 

"Vv,,2 ~ < X,'V~,,. ,.Vv,, + X,,~,,2.(a),'Vv,. +XI fa v'V~ .vdx[. 

Using (74), this implies 

+ [[bl[L,(~)) C*. (77) l l W l l  < ( 1 - r ) - , ( l l V , ; l i  " ' = 

We have shown the existence of vn eJe(~)  satisfying (75) for all ~b e D(~n). The bound 

(77) is independent of n. Thus, if we extend the domain of each vn to all of ~ by  setting v~ 

equal to zero in ~ - ~ ,  the sequence {v~} must have a weakly convergent subsequenee 

with limit v eJ0(~  ). I t  is easy to see that  

f {vv:v~ +v~ :v~- (v  + ~). v~.  (v + ~)} dz= 0 
2 

for all ~bED(~). Thus u = v + ~  is a generalized solution of (72), (2), (3), (4) which satisfies 

also (5). 

Remarks. The proofs just given of the existence of multiple solutions of the various 

boundary value problems are applicable to a wider class of domains than those defined by 

(67). For instance, the conclusions of Theorems 11, 16, and 17 are valid for the domain 

~={xERa :  x~+x~<l  +x~}. As a further example, let ~ be a domain formed by dividing 

R a into four subregions by  two intersecting plane walls and then joining the subregions 

by apertures in the walls. For this domain it can be easily shown that  problem (1)-(4) 

possesses three linearly independent solutions. In  order to prove uniqueness theorems for 

either of these domains one would need certain preparatory results analogous to those we 

proved for domains of the form (67) by treating half-spaces in section 5. 

The integrability conditions set for solutions in this paper are not appropriate for some 

problems. For instance, one would need entirely different methods to study flow through 

an infinite tube, say, the initial boundary value problem in ~ = {x E R3: x~ +x~ < 1} with 

the auxiliary flux condition (16). I t  may be even more interesting to consider nonstationary 

flow through a slit, i.e., flow in the domain {xCR2:x14=0 or Ix21 <1}. Even though we 

have shown (Theorem 11) tha t  steady flow through a slit exists and possesses a finite Di- 

richlet integral, it can be easily seen that  any nonstationary flow through a slit must possess 

an infinite energy integral and therefore be excluded from the solution classes studied in 

this paper. Perhaps a theory of nonstationary flow through a slit can be based on the 

Dirichlet integral along lines developed in [16]. I t  seems likely that  J~(s = J l (~)  for every 

two-dimensional domain ~,  in which case problem (7)-(11) possesses a unique finite energy 

solution in every two-dimensional domain; see Lions and Prodi [22]. 
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