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w 1. Introduction 

If U and V are bounded self-adjoint operators on Hilbert space with V U -  UV = (1/i)C 

in trace class, then the so called principal function g(y, x) associated with the algebra 

generated by U and V was defined by the relation 

1 :[' ( , ~:y dx 
dett(V-*) (U- ~) (V- Z)-'(U- ~)-'I-- exp ~ JJ gy '~)_ z.-~ (I.l) 

and studied in a series of papers. 

There are two main points which underlie our interest in the principal function. 

(A) g(y, x) is explicitly computable from the symbols S+(U; V) of V with respect to U. 

This is explained fully in [15] and is described in example 9.1 below. Furthermore the 

unitary invariants of these symbols and 9(y, x) remain unaltered by trace class perturba- 

tions of U and V. 

(B) g(y, x)ELX(R ~, dydx) 

Because of relations like det[eWe%-we -~ = exp Tr [W, Q], which is valid for smooth 

operator valued functions W and Q of U and V, there is a natural bilinear form associated 

with the study of the principal function. This useful fact was discovered by one of the 

authors [32]. 

Indeed it has been known from the beginning of this theory that  relations like 

i ( ' /" a k Tr [UJV k , V] = -~  J J -~xxJy g(y, x)dxdy 

follow at once from (1.1) by taking residues at  ~ in 1 and z. 
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A symmetrized version of this last equation is easily obtained by means of an alge- 

braic lemma due to :N. Wallach; namely, Tr [W, Q]=(i/2~) H {W, Q}g(y, x)dxdy as we 

will show in section 5. In  this equation { W, Q} is the Poisson bracket of the complex valued 

functions W(x, y), Q(x, y). 
The results (A) and (B) above were obtained by introducing a certain operator valued 

function of two complex variables, the so called determining function E(1, z) of T = U + i V. 

This is a complete unitary invariant  for the non normal part  of T which can sometimes 

be computed. 

This function was discovered originally as the solution of a certain Riemann-Hi lber t  

problem associated with T, and the connection of the principal function with symbols and 

the Lebesgue summabili ty of the principal function expressed in (A) and (B) follow from 

an analysis of the boundary values of E~l, z) as I and z approach the spectrum of V and U. 

Recently, other authors [24] have taken up this theory and focused at tention purely 

on the bilinear form Tr [ W, Q] without using E(l, z). 
I f  Ex and Fy denote the spectral resolutions of U and V, then 

i 

The right hand side thus leads to a measure Z defined on the plane, and--s ince the 

above relations were known-- i t  was natural to show that  Tr [W, Q] = (i/2~) j ' f  {W, Q} dF~ 

directly, without using the E(1, z) function. 

However this rewriting of the theory does not seem to give the absolute continuity of 

dF. and it gives up the computabili ty of g(y, x) in terms of the symbols or other local 

data. 

In  the case where more than  two operators are involved the situation is different. 

In  the multivariable case the focus on the trace form and the associated topological 

development is quite interesting because there has so far been no counterpart  to E(l, z) 

introduced in this situation. 

Here an extension of the connection (made by one of us) of the principal function 

g(y, x) with the index of T -  (x + iy) 1 is established in terms of trace forms. 

We wish to explain a little more fully why it is nice to have a function g(y, x) rather  

than just a measure dZ. 

Suppose T is a completely hyponormal operator and T ' T -  TT* has one dimensional 

range. One result due to the authors [11] (whose proof depends on Theorem 7.10 of the 

present paper) is the following 
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T~EOREM. Z is an eigenvalue o/ T* i /and  only i/there exists a ball Bz about z such that 

ffB~ 1 -  g(y, x) dxd < co y 

The proof of this result relies on the fact that  the trace class perturbation problem 

Tz* Tz~  T~ T~* (T z = T -  zl) has an associated spectral displacement function which is re- 

lated to the principal function g(y, x) in a simple way. This connection between principal 

functions and scattering theory is one of the main points of the present study. 

There are also quite a few other results relating the spectral multiplicity of U and of 

V by means of the principal function [31] as well as invariant subspace results [11] and 

some more subtle relationships which will be reported elsewhere. 

An analogy may perhaps be in order. M. G. Krein [29], extending and sharpening 

results of the physicist I. M. Lifshitz, established the existence of the so-called spectral 

displacement function 5(. ), by considering Tr [(A - l) - 1 -  (A + D - l) -1] where A is self- 

adjoint and D is self adjoint and trace class. 

He showed that  (~(-) is Lebesgue summable and that  Tr [/(A + D) - / (A)]  = S/'(~) ~(a)da 

for a certain class of functions /(-). Furthermore, det S(a)=exp (-2~ridi(a)) where S(a) 

is the scattering operator associated with the perturbation problem A ~ A  + D. 

In scattering problems the existence of a summable phase shift 2z~i(a) has con- 

siderable importance. Naturally, in potential scattering problems the study of the phase 

shift depends upon a study of the boundary values of Greens functions. 

We have said all this to partly justify the technical complexities of the present paper. 

We have as our main goal here the extension of our results to the case of von Neumann 

algebras, and although it is indeed the case that  a simple transliteration of the results for 

Wr [ W, Q] to 7r[ W, Q] where ~ is a relative trace gives results like ~[ W, Q] = (i/2~) S ~ ( W, Q}dY, 

for some measure Z; the knowledge that  dZ=g(y,  x)dxdy for a summable function would 

be lost without the more extensive development which we give here. 

TwO additional remarks are in order before we turn to an outline of the  paper. 

The theory of mosacis and principal functions extends naturally to the treatment of 

pairs of operators {W, V} and {W, U} where W, U are unitary and V is self adjoint. In 

these situations one encounters some new structure if the spectrum of W or U is the whole 

unit circle. For instance in the type I case there are simple examples which show that  the 

index class of the corresponding C*-algebras is not determined by the symbols alone but  

requires knowledge also of a certain spectral displacement function. 

In addition there are results about compressions of unitary operators and symmetric 

operators. These results will be presented elsewhere. 
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We remark also that  replacing r by a center valued trace leads in a natural way to a 

theory of center valued principal functions. 

In this paper we show how the determining function theory of operators with trace 

class self-commutator T*T - TT* extends to the context of yon Neumann algebras equipped 

with a normal trace (see [31], [34], [10], [12]). 

We construct the so called mosaic8 of T, B(v, p) in this new context and show how 

they serve as/ocal data from which the principal function can be computed. The mosaics 

themselves are operator valued functions which occur in the study of the boundary be- 

haviour of the determining function either on the spectrum of Re (T) or Im (T). The 

principal function is the relative trace of the mosaic. We also show how the index and trans- 

formation properties of the principal function familiar from the previous investigations of 

the type I case remain valid in the type II  case. 

The principal function g(r, bt) coincides with the Breuer ([6], [7]) index of T - ( / t  +i~) 

when T - (p + i~) is (relatively) Fredholm, i.e. when p + i~ is not in the (relative) essential 

spectrum of T. But g(~,/t) is everywhere defined, and is not (like the index of T -  (p + i~)) 

defined only on the components of the complement of the essential spectrum of T; further- 

more, we will see that  g(~, p) is invariant under unitary transformations of T belonging to 

the algebra, and under perturbations of T by elements of the trace ideal of the algebra. 

There is a basic functional calculus associated with the operator T, which we will now 

describe, and some nice formulae for the trace of certain commutators which explicitly 

involve the principal function. 

Let  us think of T in the form T = U + iF, where U and F are self-adjoint elements 

of a yon Neumann algebra ~ equipped with a normal trace, r. 

Let M(R ~) be the space of complex measures oJ on R 2 such that  Ilcoll = 

S (1 + It I) (1 + J a J)d[co(t, s)] < oo. Under convolution M(R 8) is a commutative semi-simple 

B* algebra. Let  F(x, y) = j'j" ettZ+t~cl~o(s, t), the characteristic function of ~o. Let/~/(R 2) be 

the set of all characteristic functions of measures in M(R~). 
We can associate with FEI~I(R ~) and the pair {U, V} an element in )~/defined by the 

integral (iterated or multiple) 

F(U, V)= [ IF(x,  y)dE~dFy, 
dd 

where Ez and F~ are respectively the spectral resolutions of U and of V. 

Note here tha t  any function F'(x,y) which coincides with F(x, y) on a(U)•  a(V) 

will define the same operator F(U, V) since then F(U, V)= SS F'(x, y)dE~dFy. Thus, the 

restriction that  F(x, y) be i n / ~ ( R  ~) only has force on sp (U) • sp (V). 
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The association F(x, y)~-->F(U, V) defines a functional calculus of the Mikhlin-Weyl 

type; [Fx(U , V), Fg_(U, V)], Fx(U, V)F2(U, V)-(FxF2)(U, V), and F(U, V)*-F(U, V) 
are all in the trace ideal. 

We will show that ,  as has previously been known when ~ is of type I [11], tha t  

i ff(~FleF2 ~ I  ~F2~ ~[FI(U, V),F~(U,V)I=~ ~ ~ ~ ~/.q(~,~,)d~d~. (1.2) 

whenever F 1 and F2 are in ~(R~). (For a weaker result when ~ is of type I which does 

not identify the right-hand side of (1.2) specifically see also [24].) 

As a relatively simple, but  important, consequence of (1.2) it becomes possible to find 

the principal function associated with a new pair of self-adjoint operators A and B ob- 

tained from U and V by a change of variables. That  is, suppose A = f f  o~(x, y)dExdF~ = 
:r V) and B= SS fl(x, y)dExdFy =~(U, V) where a, fl are real valued functions in h:/(R 2) 

on sp (U) x sp (V). Let ~ = ~ + ifl. 

The principal function ~(:r fl) associated with the pair {A, B} is easily seen to be given 

by 

~(~, fl) = ~ [sgn (Jacobian ~)] (v~, p~)g(v~, #~) (1.3) 

the summation being extended over those points (r~, #l) for which ~(vt,/~t) = (:r fl). 

To see this, note that  if we use the functional calculus based on A and B, then 

But  

Hence, 

i ff (F1, :~[FI(A , B), F2(A, B)] = ~ O(g, fl) 

~[FI(A , B), F~(A, B)] = ~[Fx(Cr (U, V), fl(U, V), F2(~ (U, V), fl(U, V)] 

- 2~ .j.j ~ (:~(~' ")' ~(~' /J ~ g~, 

f f a( Fl, F2) - ~-~ [~.[Sgn (Jacobian ~)  (p .  r~)] g(v~, p~) - ~(fl, ~)] d~d~ = O. 

for all F1, F 2 E ~(R2). The equality (1.3) follows since F x and F~ are arbitrary. 

One of the most interesting changes of variables is the change from cartesian to polar 

coordinates. 

Suppose that  x = r cos 0, y = r sin 0 and that  T = WQ is the polar decomposition of T. 
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Thus Q = (T'T) 1/2 and W is a partial isometry with initial space equal to the range of T* 

and final space equal to the range of T. 

I f  0 r sp (U) • sp (V), then we can see readily tha t  f f (x § iy) (x 2 + y2)-112 dE xdF~ will 

differ from W by a trace class operator. For, let k(x, y ) = ( x  2 § l(x, y ) : ( X  2 § 

and m(x, y)= x +iy on some neighborhood of sp(U) • sp (V). Call the trace ideal I~. 

Then lok(U, V)-I(U, V)k(U, V)EI~, l(U, V)k(U, V ) - IEIT ,  and mol(U, V)= 

m(U, V)I(U, V) (mod I , ) .  Since re(U, V )=T  (mod I t) ,  we have mol(U, V)= 

WQI(U, V) (rood I~) or mol(U, V)= W (rood I , ) - - s ince  QI(U, V) =1 (rood I , ) .  

This simple reasoning fails if OEsp (U) •  (V). However, ~(r 2, O)=g(r sin 0, r cos 0) 

has an interesting meaning in terms of a functional calculus built on the minimal uni tary 

dilation space for W. In  particular, we prove as one of our main results Theorem 7.1 which 

gives an analogue of (1.2) in terms of dilated operators. 

We have already given one illustration of the util i ty of this result. The eigenvalue 

criterion for T presented earlier is a consequence of this relation. 

Another observation shows how the principal function is a kind of two dimensional 

spectral displacement function, and gives for example a trace expression for the Laplace 

transform of the principal function that  is suggestive and sometimes quite useful. This 

result is particularly interesting when the essential spectrum of T is thick, and the prin- 

cipal function is not the index of T -  (x + iy). 

Let H(r)E C01(R 1) and let Hl(r ) = OH~Or. Then by the functional calculus for self-adjoint 

operators both H(T*T) and H(TT*) are well defined. I t  is also easy to see tha t  H(TT*) - 

H( T*T) E Ir. Theorem 

~{ H(TT*)- H(T*T)}= l f f H~(x2 + y~)g(y, x)dxdy. (1.3) 

Section 2 introduces the determining function and its basic properties. 

In  section 3 we establish an exponential representation for Aronszjan-Weinstein 

matrices associated with a self-adjoint perturbation problem. We then apply this result 

to obtain a weak * measurable family of operators B(v,/z) E ]ff/, 0 ~< B(~, #) ~< 1 where/~ and 

are real. The principal function is defined in terms of the mosaic B(v, ~). 

These operators arise from a study of certain boundary values associated with the 

determining function, and have been studied before in the type I situation in relation to 

certain symbols associated with U + iV [13], [15]. In  particular it is known in the type I 

case how to construct an operator with a given mosaic [13]. 

In  section 4 we establish our functional calculus modulo the trace ideal. 

In  section 5 we prove (1.2), and establish a continuity property of the principal func- 

tion which enables us to evaluate g(v, ~) for some examples with thick essential spectrum, 
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i.e. positive two-dimensional Lebesgue measure. We also establish a cut-down property of 

the principal function, and we show that a known result in the type I case [34] extends to 

the present situation, that  is we show that  if T = U + i V is completely semi-normal and 

if [U, V] E I~, then sp (T) is the essential closure of the support of the principal function. 

In section 6 we consider a pair of operators {W, P} where W is a partial isometry, P 

is self-adjoint, and W P - P W  E I3. By means of a natural unitary dilation theory associated 

with W, a new functional calculus is noted, and a version of (1.2) is then established with 

a summable function ~(4, 3) defined on the cylinder - oo <4 < 0% [3[ = 1. 

In section 7 we specialize these considerations by taking W and p1/2 to be the 

partial isometry and modulus entering into the polar factorization of T. We then 

establish a fundamental relation between ~(4, v) and g(~,/~); namely, ~().~, 3) =g(~,/~) if 

/~ + iv = 43. 

In  section 8 we prove that  g(u, # ) =  Index (U + i V - ( / ~  +iv)) in the sense of Breuer [6] 

when # + iv belongs to the complement of the essential spectrum. 

In section 9 we give some examples and show how, when T is taken to be a super- 

position of translation operators, g(v,/~) is connected with the mean motion of a certain 

associated exponential polynomial. We will state a conjecture about this connection. 

If A is a C*-algebra, we will sometimes use the notation A s to denote the self-adjoint 

elements of A. Moreover, if ~4 is a subalgebra of 1:(~), the algebra of bounded linear 

operators on a Hilbert space 74, and M E A ~, we let Mac (resp. Ms) denote the absolutely 

(resp. singular) continuous part of M. The absolutely continuous space relative to M 

shall be written as 74ac(M); the singular subspace which is the orthogonal complement of 

~4ac(M) shall be denoted 74B(M). 

Recall that  a v o n  Neumann algebra :if[ is a C* algebra which is also the dual space 

of a Banach space 7~. [36]. A factor is a v o n  Neumann algebra with trival center. The 

set of projections, ~)(~), the hermitian idempotents of ~ becomes a complete lattice 

under the order relation ~<, defined by E <~ F - ~ E F  = E. The lattice ~)(~)  has an equiv- 

alence relation ~ and an order relation < defined in the following way: 

E-~ F ~ t h e r e  is a U E ~  such that  E =  U*U and F =  UU*. 

E < F ~ t h e r e  is an E 'E  ~)(7~) such that  E,.~E'<.F. 

I t  is easy to see that E < F and F < E imply E ~ F. 

An element EE ~)(~) is called finite relative to ~ if for every FE ~ ( ~ )  the relations 

E ~ F and E/> F imply E -- F. 

A functional 3 on ~ + ,  the positive portion of ~ ,  with values ~>0, finite or infinite, 

is called a trace on ~ when 
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(i) if A, Be  ~l+, ~(A + B) =~(A) +~(B) 

(ii) if A ~ )TI + and ~t is a non-negative real number, ~(~tA) =~t~(A) where 0. ( + ~ )  =0. 

(iii) if A~ M + and U is unitary in ~ ,  ~(U*AU)--~(A). 

A trace is faithful if ~(A)=0 implies A =0; semi-finite if for every non-zero A E ~ + ,  there 

exists a non-zero element B in :4+ with T(B)< § c~ and B ~ A .  A trace is normal if for 

every uniformly bounded increasing directed set (A~} c ~ + ,  ~(1.u.b.a A~)=l.u.b.a ~(Aa). 

The basic result about traces is the following well known fact: see, for example [36]. 

The set of A E ~ +  with ~(A) < + co is the positive portion of a two sided ideal :/v of 

~/. There exists a unique linear functional ~ and :1~ which coincides with ~ in :/~ n ~1 +, and 

one has :c(AX) --~(XA)(A e Y~, X e ~+). 

If E is a Banach space, with dual space E*, the weak *--topology of E* is denoted 

by a(E*, E). In particular, the weak *--topology of a yon Neumann-algebra ~ is denoted 

by a ( ~ ,  ~ , ) ;  the strong topology is denoted by s ( ~ ,  )~.)  while the strong*-topology is 

written s*(~ ,  ~ , ) .  The commutative C*-algebra of complex valued continuous functions 

on R n, (n= 1, 2) vanishing at r is denoted C0(R n) while the subalgebra of continuously 

differentiable functions is written C01(Rn). 

When (~, #) is a a-finite measure space and E is a Banaeh space, LI(~,/~; E) is the 

Banach space of E-valued #-Bochner integrable functions / with the norm II/]1 -- ] ]/(t)d/u(t). 

For a yon Neumann algebra with separable predual ~ .  the notation L~176 ~ )  will be 

used to denote the Banach space of M-valued essentially bounded weak* #-measurable 

functions. The importance of using weak* measurable as opposed to Boehner measurable 

is that  L~(~,/~; ~ )  is naturally isomorphic to the von Neumann algebra tensor product 

L~~ C) ~ ~ having LI(~, #; ~ , )  =LI(~,/~; C) (~)r ~ ,  as predual. (~ is the greatest cross 

norm.) See [36]. 

Finally we note tha t  if hEL~(~, #; ~ )  and [Ih(.)l[ EL~(~,/~; C), then ] h(t)d/~(t) is 

well defined as a weak* integral and represents an element in ~ .  

w 2. Determining functions 

In this chapter we review the basic definitions and constructions of the determining 

function theory, adapted slightly to our present purpose. 

The material after Propositon 2.1 can be omitted on a first reading. 

Let  :4 be a C*-algebra with identity 1. Let T E :4. Set U = �89 + T*), V ~ - �89 - T*). 

With D=[T, T*] = TT* - T*T note that  [V, U] = V U -  UV= - i C  where C=�89 Let :4+ 

be the set of all positive elements in :4; :4+ is a convex cone in :4. If M E :4s, then M = 

M + -  M_ where M+ E :4 +. Consider the C*-subalgebra of I4 generated by C and the iden- 



MOSAICS, PRINCIPAL FUNCTIONS, AND MEAN MOTION IN VON NEUMANN ALGEBRAS 1~1 

tity. Call this subalgebra C. By the Gelfand-Naimark theorem, C is isometrically iso- 

morphic with C[sp (C)], the continuous complex valued functions on the compact set sp (C). 

Form the map 

t 
-iV--~ ~<o 

O(~)= o ,~ = o  

V~ 4>0 

and note that  it defines an element in C[sp (C)]. Thus, there exists a unique element O 

of C whose Gelfand transform is 0(2). The relations ~2 =C,  GO* = O*O =C+ + C_ = I C[ 

are clear. 

The determining function of the pair { V, U) is defined to be 

1 
E(l, z) = I +  _ O ( V -  l) - ~ ( U - z)-a O (2.1) 

for z r sp (U), l~ sp (V). 

We note that  E(1, z), for each fixed 1 and z, is in the C*-subalgebra of ~4 generated by 

T and I,  the identity. 

LEMMA 2.1. E(l, z) is an invertible element o/ ,,4. 

Proo/. We will show that  E-a(1, z ) = I + i C ( U - - z ) - I ( V - / ) - 1 0 .  We can write 

E(l, z) .  { I  + iO(U - z)-I  (V - l)- i ~}  

1-O(v-z)-~(V-z)-~O] [I +iO(U-z)-'(v-z 'r = [1+ i 

= I +  i d ( U  - z) -~ (V - 1) -~ O +  1. O(V - I )  -~ (U - z)-I (~ 
?, 

+ O ( V -  l) -1 ( U -  z ) - I O 2 ( U -  z) -1 ( V -  1)-~O = I ,  

since 0 2 = C, and ( V -  1)-1( U -  z)-lC( U -  z)-l( V -  l) -1 = i( V - / ) - 1 (  U -  z) -1 - i( U -  z)-l( V -  l)-l. 

Similarly, {I  + i r  z)-a( V- / ) - a0}  E(l, z) = I .  

L E M M A  2.2. 

E-l( l ,  z) E(1, w) = I - i(0) - z ) O ( U  - z ) - I ( V  - l)-l(U - w ) - l ~ .  (2.2) 

Proo/. By Lemma 2.1, we have 

E-l( l ,  z) E(l, ~o) = I + i r  - z)-1( V - 1)-lC - ir  V - / ) -1 (  U -0))-1C 

- O ( U - z ) - l ( V - l ) y x C ( V - 1 ) - l ( U - o ) ) - 1 0 .  (2.3) 
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But,  

(oJ - z) (U - z)-l( V - 1)-l(U - o~) -1 

= ( U - w ) - I ( V  - l) -1 - ( U - z ) - I ( V - I )  - 1 -  i(U - o ) ) - 1 (  V - / ) - 1 C (  V - / ) - I ( U  - o ) )  -1 

+ i ( U  - z ) - l ( V  - 1 ) - l C ( V  - / ) -1 (  U - o))-1. 

Accordingly 

--  ( U - z ) - l (  V - l) -1 + ( V - 1)-l( U - co) -1 + i( U - z)- l (  V - 1)-lC( V - / ) - 1 (  U -(~)-1 

= ((,O -- Z) ( U - z ) - l (  V - / ) - 1 (  U - ( ,0)  -'1 . 

Insert ion of this relation into the r ight-hand side of (2.3) completes the proof. 

Let  A** be the second dual of the C* algebra A. I t  is known tha t  A** is a yon Neu- 

mann  algebra [36], and A is a C* subalgebra of A** under  a canonical embedding. We 

assume throughout  this paper t ha t  these identifications have been made. 

Let  the polar decomposit ion of C relative to A** be given by  C = (sgn C) [ C [, where 

sgn C is the associated partial isometry. Note  tha t  [sgn C, ~] = 0, and ~ sgn C = ~*. 

PROPOSITION 2.1. 

i (E(l l ,  z2) sgn CE*(12, 2 2 ) -  E(ll ,  21) sgn CE*(12, zl) ) 

= (/1 -- 72) (Z2 -- 21)O( V -/1)-1( U - z2)-l( U - 21)-1( V - 72)-10 *. 

'1'he necessary details of the proof is a repetit ion of the preceeding algebra, and will 

be omitted. 

This proposition enables us to derive a certain posi t ivi ty result. Let  

K (l,2, zl; 11, z~) = i E(l l ,  z~) sgn C E*(12, ~ ) -  E(l  1, 51 ) sgn C E*(Iz,  zl) 
( l  1 - 12) (z2 - 2 1 )  

Note  tha t  K(12, zl; ll, z2) E .,4 and is analyt ic  in 11 and z2; conjugate analyt ic  in 12 and z 1. 

By  the Gelfand-Naimark theorem A has a faithful representat ion ~ as a C* subalgebra 

of s for some Hilbert  space 74. 

Let  {za, 1~}~_1 be a finite set of non-real pairs and let {/~}~, be a set of vectors in ~ .  

Then, by  Proposit ion 2.1 

n 
(~K (l~, z~; l~, z~) /~, /~,)~ = (~ z(  U - zfl) -1 ( V - ~fl)- 'O*/fl ,  ~ ~7~( V - 2:a) -1 ( V - ~ ) -  lO* la )~  ~ 0.  

(2.4) 
Thus ~(K) defines a positive definite matr ix  function. 

This fact  enables us to construct  a reproducing kernel Hilbert  space which provides 

one means of construct ing operators f rom determining functions. 

The following proposit ion is very  easy to prove. 
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PROPOSlTON 2.2. 

E*(~, 5) sgn CE(1, z) = sgn C 

i l -  Z) (z - 5) 
{E*(/, z) sgn CE(I, z) - E*(l, z) sgn CE(Z, z)} E j4 § 

II_r-E(l,z) ll<rlIm z l - l l lm zl -~ 

/or some positive constant F. 

(2.5) 

(2.6) 

(2.7) 

Although it is not crucial for the purposes of the present paper, it will give the reader 

a more complete picture if we note that  the determining functions can be characterized 

purely as functions of two complex variables by means of certain symmetry and positivity 

properties. 

After determining functions were introduced [31], the possibility of finding such a 

characterization arose in discussions between L. de Branges and the second author, 

and the resulting characterization was subsequently found, in the case of positive self- 

commutator, by both de Branges and the second author working separately. We give a C* 

version of these old results. 

Suppose that  a function E(l, z) defined as analytic for Im 1 + 0, Im z 4-0 and taking 

values in a C* algebra A is given such that  

IIx - ~(~, *)11 =: o ( [ Im l [ - l l I m  z [-1) (~,) 

and C-= i.limz.._.~o [z I[l I (1-/~,(l, z)) exists and is self-adjoint in A. In A** let the polar 

decomposition of C be given by C = (sgn C) ] C I, where sgn C is the usual partial isometry 

and [sgn C, [ C I] =0. 

Suppose, in addition, that  7r is a faithful * representation of E, and 

/~*(l, 5) sgn CJ~(l, z) = sgn C. (~)  

Now w i t h / ~  = ~z(E) let 

7rK(12, z,; 11, z2) -~ i ~.(/1, z2) sgn Cl~*(12, 5~) -/~-(/1, 51) sgn CJ~*(12, zl) 
(11 - l ~ ) ( z 2  - ~ 1 )  

and assume that  

~,/?=1 

for finite sets ( l a } ~ l ,  {zB}~l ,  {[~}:-1. 
For convenience we will also restrict ourselves to bounded operators, and assume that  
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(~) E~(I, z) is continuous on the real 1 axis outside of a compact interval and that  P~(I, z) 

is continuous on the real z axis outside of a compact interval. 

TH~ORE~ 2.1. Let s be the C* algebra generated by ( J~(1, z), sgn C} satis/ying (~1), (~2), 

(fl), and (7)" Let ~ be a/aith/ul . representation o/ E. There exists a Hilbert space ~:~ and a 

completely non-commuting pair o/bounded sel/-ad]oint operators U and V in F~(~t,) whose 

determining /unction coincides with g(~(l ,  z)) on ~t~. 

In this statement the assertion that  U and V are completely non-commuting means 

that  there is no non-trivial invariant subspace for both U and V on which they commute. 

Two other facts should be noted. 

COROLLARY 2.1. There exists an embedding ~ o / ~  into a C* algebra on a Hilbert space 

B, and a completely non-normal operator T E B such that E~(l, z)=~[~(1, z)]. 

THEOR~.~ 2.2. Suppose (~1, ~41} and (~2, 742} are unitarily equivalent representations 

o/ (E(l, z), sgn C}. Let T 1 and T2 be operators which implement ~[E(1, z)], i = 1, 2 as in 

Corollary 2.1; then T 1 and T 2 are unitarily equivalent. 

The fact that  the determining function of a completely non-normal operator T is a 

complete unitary invariant for T was noted in [34]. 

For the sake of completeness, we will give a schematic description of the proof of 

Theorem 2.1 (which can be omitted on first reading). 

Denote the closure of the range of ~C by h. Using (/~) and the theory of reproducing 

kernel Hilbert spaces, it can be shown that there exists a unique Hilbert space ~ ,  whose 

elements are h-valued analytic functions F(Zl, z2) defined for non-real z 1 and z 2 such that 

for every vector b Eh and non-real numbers w 1 and w2, 7eK(wl, w2; zl, z2) b is in : ~  as a func- 

tion of z 1 and z~, and 

(F(Wl, w2), b)h = (F( t l ,  t2), ~K(wl ,  w~; t 1, t2 )b~  . .  

We identify h with the subspace of constant functions. I t  is known (see the appendix in 

[33]) that  the maps 

F(z. z2) - F(zl, 0)2) 
F(Zl, z2) ~ 

Z 2 - -  0)  2 

F ( z .  z2) - s z 2 ) ~ ( 0 ) ,  z2)-1F(0)1, z~) 
F(zl, z2)  

Z 1 - -  (D  1 
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for  l m  r I m  o)1 r  are  resolvents  of b o u n d e d  self -adjoint  t r an s fo rma t i o ns  in ~ 

which  we will call H 2 and  H 1 respect ively .  I f  G(zl, z s )=[F(zx ,  z s ) -  F(z l ,  o)s)]/(zs-o)s),  t hen  

(H s -cos)  G(zx, z2) = F(zl ,  zs). Since 

lim i y  2 O(zl, iys) = lim iys F(zx'  iys) - F(zx'  o)2)__ _ F(zx ' o)3) , 
u~-~ u , . ~  iYs - o)2 

we see t h a t  

so t h a t  

Similar ly  

F(z l ,  z2) = (z 2 - o)2) O(z I, zs) - l im i y  s G(zx, iy.~), 
y r . . . ~o  

H2 O(zl, z2) = z2 G(zx, zs) - lira i y  s G(zl, iy2). 
y s " r  

H 1 G(Zl, zs )  = z I G ( Z l ,  z2) - ~n(Zl ,  z2) l i m  i y  1 G(iy  x, 2:2) , 
y a--,~0 

and  a ca lcula t ion  shows t h a t  

where  

(H1 H2 - Hs  H1) G(zl, z2) = Hi{z2 G(zl, zs) - l im i y  s G(zl, iy~) } 
y r " ~ O  

- Hs ( z l  G(z 1, zs) - J~,,(z I, z2). l im i y  1 G(iy  1, zs)} 
y l--*'OO 

= zx z2 G(zx, z~) - z I lira i y  2 G(zl, iy  s) 

- E~(zl, zs) lira i y l ( z  s G( iy  1, z2) - lira i y  s G(iy  1, iy2) ) 

- zxzsG(z , ,  zs) + zsE~,(z., z,) l im iy,  O(iy , ,  z2) 
It ,--lbO0 

+ lira iys{z  I G(zx, iys) - ~ , ( z , ,  i y  2) lira i y  1 G(iyl ,  iys) } 
y r.~O0 y l--t, O0 

= - i[1 - R:,(z 1, z2)] ~ (O)  

~(G)  =- lira iy l  iy2 O(iyx, iy2). 
y j - - ~ O  

L e t  G(zx, zs) =gK(wx ,  o)s; zl, zs)b, a genet ic  e l emen t  of ~ ;  t h e n  

~(O)  = lim iy  x iy  s {~,,(iYx, iy , )  sgn CE*(o)s, ~ , )  - J~,,(iy I, Co s) sgn C~*(o)~, o)~)} b 

# ~ . o o  

= sgn C[1 - ~*(o),,  o),)] b. 

(iy I - Col) (iys - 5)2) 
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L e t  k(G) =- [1 ~* - E . ( ( 0 D  (02)]b. So k is a l inea r  m a p  f rom ~4~ to h. T h e n  fo r  dEh, we h a v e  

(k'd, G(z.  z2)}~ = (d, k(K((0,  co~; z~, z~) b)}h = (d, (1 -/~*(~o~, (0~) b)}h 
= ((1 - / ~ ( ( 0 1 ,  ~2)) d,b}h. 

T h u s  t h e  a d j o i n t  k*: d-~(1  - / ~ ( W l ,  o~2))d is a c o n t i n u o u s  l i nea r  m a p  f r o m  h i n t o  ~ ,  a n d  

t he r e fo re  we can  wr i t e  

(H1H2-  H2HI) G(zl, z~) = - ik* [sgn CkG] (z~, z~). 

I n  w h a t  fol lows we m a k e  r e p e a t e d  use  of t h e  r e l a t i o n  in  (2.5). 

S u p p o s e  n o w  t h a t  we chose  an  o p e r a t o r  J so t h a t  [ J ,  sgn  C] = 0  a n d  J~  = s g n  C, J*J  = I. 

T h e n  w i t h  q eh a n d  k*Jq = [1 - ~ ( z  1, z2)]Jq, 

(Ha - (0x)-I(H~ - w2)-xk*Jq 

= - (H1 - (01) x z ' ( z l '  z~)-Y-~dS'~2! Jq 
Z 2 - -  O) 2 

= - I  1 
i ( z 2 -  (02) (z~ - ~ )  ( z 2 -  (0~) (z~ - (01) J 

= _ E~(z~, z2) ~n((0~, z 2 ) - ~ ( ~ L , ~ )  - $~(z~, (02) j q  
(z~ - (0~) (z~ - (0~) 

. . . . . . . . . . . . . . .  ( ~ * '  - _ , = = l~(z~, zz) sgn C ~ * ( ~ ,  53) - / ~ ( z ~ ,  (0.~) sgn . . . .  ~(0~, (02~ 
�9 sgn C1~:(c91, (0~) Jq 

(z2 - % ) ( z ~  - ~o~)  

= _ 1. n K ( ~ 1 ,  &~, zl, z~) sgn CJ~.(m~, w2) Jq. 

T h u s  

1. jlc(Hx _ (01) i (H2 - (0~)~ IIc*Jq = JkTeK(Gh, ~ ,  zl, z~) sgn Cl~=(w~, w2)Jq, 

b u t  kgK(& 1, 5~2; zx, z2) b = Ill - ~*(D1, (52)] b. Hence ,  we have  

1 Jk (H 1_(01)~1(H2 (02) . 
$ 

lk*Jq = J [1  - / ~ *  . . . .  ~(01, (02) ] sgn  C ~ ( ( 0 1 ,  ~02) dq 

= J sgn C ~ ( m l ,  w2) Jq - J sgn C /~I ( (0a ,  (02) ~=((01, (02) Jq 

= ( J * ~ ( w  1, w~) J - 1 ) q = J * ( ~ ( w  I , w~) - 1 ) Jq. 

T h u s  we see t h a t / ~ n ( w l ,  eo2) is u n i t a r i l y  e q u i v a l e n t  to  1 - i J k ( H  1 -(0x)-l(H2-eo2)-lk*J 

on h. I n  p a r t i c u l a r  J2C = kk*. 
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We have already noted that  essentially these reproducing kernel constructions arose 

out of conversations between the second author and L. de Branges. But the definition 

of determining function is slightly changed from that  in [31]. 

We turn now to the modifications which are necessary in order to prove Theorem 2.1. 

Let  the polar decomposition of k be given by k =  Ikl W where Ikl =(kk*) 1/2= [CI1/2 

and W is the canonical partial isometry. Then 

k*= W*lk[, and k* sgn Ck =W*lk [ sgn C[k[ W= W*CW. 

Thus, C = Wk* sgn Ck W* = [ k[ sgn C [ k I, and 

r = IklJ = J i l l  = J k w * =  wk*J. 

Let us now note the following simple facts: 

(a) closure (Range/c) reduces E~ 

(b) ~ restricted to the orthogonal complement of (Range k) is the identity. To show 

this, note that  since ]~:~(l, z )=l - iJk(Hl-1) - l (H~-z) - lk*J  and [J, Ik l ]=0 ,  the range of 

k is invariant for ~. But E*(Z, 5)=sgn CE;l(l, z) sgn C, and E-l(l, z)=1 +iJk(H2-z) -1 

(H 1-1)-lk*J. Thus we can conclude t h a t t h e  closure of the range of k is invariant also for 

E*(Z, 5). This proves (a). In order to prove (b), let x •  ~(k). Now ~ ( l ,  z ) x = x - y  where 

yE R(k). But E~(l, z)xE }~(k) • and hence E~(1, z)x=x. 

Let R~(W) denote the initial space of W. We define an isometric dilation space in 

terms of W by setting 

= ~ O R , ( W ) • 1 7 4  R~( W)I| ... 

Define ~g oll ~ by: x=(xo, Xl, x~ . . .)~x=(Wx• Pixo, x 1 .... > where P~ is the projection 

of :H. onto Rt(W) z. 

We can also extend k, H1 and H 2 to ~ by identifying them with the zero operator off 

of W~|174174 .... 

Now, since ~ is an isometric map 

J * ~ ( / ,  z)J = I~,~-iJk ~V*~V(H~-I)-~V*~V(H~-z) -~. ~V*i~k* g 

= l~, - i ~ ( ~ H  1 ~* - / ) - I (~rH~ ~* - z)-l~, 

If we extend J t o / t  by setting Jx=x,  (x in R~(W) • and do the same fo r /~ ( l ,  z), we shall 

have 

I~,~(1, z) = 1~ + 1 J~J*(.]WH~ ~*J*  - l) -~. (J~rH.. ~*J*  - z ) - l J C J  * 
$ 
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and 

[JWH~ ~Y*J*, JWH~ W*J*] = - iJCJ*. 

Thus ~(1 ,  z)is the determining function of the pair U = J W H  z VV*J* and V =JWH~ W'J* 

o n  ~ .  

w 3. Boundary values and mosaics 

We first discuss some notational conventions and recall some known facts. 

Let  LI(~, #) be the Banach space of all complex valued/~-integrable functions, with 

a positive ~-finite measure ~, on a measure space (~,/~) and let E be a Banach space. 

LI(~,/~) |  denotes the completion of the algebraic tensor product of LI(~,/~) and E in 

the topology induced by the greatest cross norm r defined by r ( / )= in f  ~ - 1  [[x~[[ [[Y~]I 

where the inf is taken over all representations of ]. Then LI (~ , /~ ) |  E) by 

Grothendieck [23], where LI(~,/~, E) is the Banach space of all E-valued Bochner/~-inte- 

grable functions on the measure space (~,/z). If ~ is a yon Neumann algebra with a 

separable predual ~ . ,  then L:(~,/~, ~ . ) *  =L~176 ~ )  where L~176 ~i) is the Banach 

space of all ~l-valued essentially bounded weakly* ~-measurable functions on ~ [36]. 

From here on we shall assume that  ~ .  is a separable Banach space. 

In the present paper we shall be concerned with the case when ~ = R x or R e and/z  

is the Lebesgue measure, dt or dA. 

Diagonalization of seli-adjolnt olmrators 

Suppose M E C(~) ' .  Let  us consider the diagonalization of Mac. In this respect the 

operator Mac acting on ~/ao(~) may be identified with the following system: ~ao(M) is 

the direct sum of function spaces ~ =LZ(A~; ~)~), u = 1, 2, 3 ..... and o% where the A~ 

are disjoint Borel subsets of the real axis and the ~)~ are separable Hilbert spaces with 

dimension ~)~ = ~. The symbol LZ(A~; ~)~) denotes the set of all ~)~ valued strongly measur- 

able functions/(~t) on A~ satisfying Sz,[[/(~t)[[~d~t < oo. The function 

is the spectral multiplicity for Mio. 

We shall assume that  p , c  p ~ c  ... c ~)~ ~ p so that  all ~ {hence ~ itself} may be 

regarded as subspaces of L~(A; ~)) where A = U~A~. The action of Mio is that  of multiplica- 

tion by the coordinate in each of the ~ :  M](~) =)~]()~), ]e ~ .  
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M-smoothness 

Let M be a self-adjoint operator on 74 and suppose KE/~(74, Z). Set R~ = ( M - z )  -1 for 

I m  z~:0. 

Definition 3.1. K is said to be M-smooth if 

supremum [({R z - R*) g * x  I K'x)I/2~z II xH ~ - I I  g IIM < oo. (3.1) 
Im z*0,11 x 1In:0 

The notion of M-smoothness originates with Kato  in [26] and [28] where it was shown, 

among other things, tha t  if K is M-smooth,  then K necessarily annihilates every vector in 

74B(M). Such smoothness is equivalent to the fact tha t  K*K has a representation as an integral 

operator with an essentially bounded kernel in a Hilbert  space in which M is diagonal. 

Observe tha t  if V) is an essentially bounded Lebesgue measurable function on R I with 

supremum II~0Hoo, then ~o(M)= S~p(,~)dPacE~ defines a bounded operator on 74 such tha t  

whenever QE s  Z) is m-smooth,  then so is Q~(M) and IIQ~(M)]IM<~ ]IQ]]M]]V2H~o. 

THEOREM 3.1. Let .,4 be a yon Neumann algebra and let A and D be elements in A s. 

Suppose D is ]actored in the /orm D = K*JK where ,[ is sel/-adjoint and unitary in .,4 and 

K E A. Let • be the subalgebra generated by A, K and ,[, then there exists a unique element B in 

L~~ R 1, d2, ~) such that/or almost all t, 0 <~ B(t)<~ 1; B -  ]~(1 - ] ) E L l ( R 1 ;  d,~/(1 + I• [ ), 73) and 

r  + K(A exp - (1 j t - l  

/or Im l > 0. The integral is taken in the weak* sense. 

Proo/. The proof is based on two results of T. Kato  which we now state: 

Result one. Let / be holomorphic on a region P in the complex plane which is conform- 

ally equivalent to the closed unit disk. Let G be an element in A whose spectrum is con- 

tained in P. Then, if W[G], the numerical range of G, is contained in P, it follows tha t  

W[/(G)] is contained in the closed convex hull of [(P) [Thm 7; 27]. 

Result two. Let 74=L2(R1; ~)) and let M be the multiplication operator in 74. If  

L E I~(74, Z) is M-smooth, then there is an I~(Z, ~))-valued strongly measurable function 

L(-) defined on R 1 such that  HL(t)lI <~ I[ill~ and L*x = (L(t)x} for every xEg [26]. 

We have used the notation L ' x =  (L(t)x} to indicate tha t  L*xE 74 is represented by  

the function t-~ {L(t)x}. 

We will prove the theorem by working in a faithful *-representation {~, ~ }  of A. 

1 2 -  772903 Acta rnathematica 138. Imprim$ Iv 30 Juin 1977 
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Since B has a separable predual, ~ is a separable Hilbert space. Henceforth we will assume 

that  A, K, and J are in ~(~) .  

With these preliminaries stated, we now enter into our demonstration. 

Observe that  (])(1) -1 exists and in fact ffP(1) -1 = J  - J K { A  + D - 1}-lK*J. Thus 0 $ sp ((I)(/)) 

for Im 1 # 0. Moreover the numerical range of (I)(1) is contained in the closed upper half 

plane when Im 1 > 0. 

Let ](1)=ln 1 where In I denotes the branch of the logarithm determined by - g / 2  < 

arg l <  3z/2]. For  fixed ~ >0  consider the function / ,(1)=/(l  +i~). I t  is clear that / , (1)  is 

holomorphie on P = {/: Im 1 >i 0). 

By result one we see that,  for I m / > 0 ,  W[/,((I)(1)]~{l:O<~Iml<~g}. Therefore, 

0 <Ira/ , ( r  ~<~tl. Consequently, since lime.0+/,(l) = / ( / )= ln  l, and the limit is uniform 

on a neighborhood of sp ((1)(/)), it follows that/,(~P(1)) converges to In (I)(1) in the operator 

norm topology and 

0 < Im In (I)(l) ~< ~1. (3.3) 

Therefore we can invoke an operator generalization of the Herglotz-Riesz representa- 

tion theorem for analytic functions with imaginary part  positive in the upper half plane 

[8] to obtain a bounded nondecreasing operator valued function/2( .  ) such that,  for some 

bounded self-adjoint operator N (which is determined below) 

ln~P(1)=N+ t - l  1 t ~ d~(t) (3.4) 

for In l > 0. 

The integral which occurs here is a Stieltjes operator integral and 

Consider the map 

f d~(t) 

t 1 
t ~  w(O = J-oo ~ dt2(s). 

By the Naimark dilation theorem [8], there is a Hilbert space ~/, an operator K EL(d ,  ~ )  

and a resolution of unity {J~t} in ~ such that  

W(t) = K•tK* (3.5) 

Let  2~= S td~t, where as usual the domain D(l~/)is {xe ~:  S t2dHEtxll~< ~ .  

The subspace ~ generated by { ( ~ -  l)-XK*x: x E :~, Im l # 0} is separable and invariant 

for the family {RL}. Let  M denote the restriction of ~ to :~. (We note tha t  we can choose 
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~/ to be the  direct  integral  diagonalizing space of M so we ident i fy  ~ / w i t h  L2(R a, ~)).) 

I t  is no t  hard  to see t h a t  In ~(1) = N + K S (1 + It)/(t - l) dJ~ t K* = N + K(1 + 1M) (M - 1)-lK * 

f rom which, together  with the  inequal i ty  (3.3) we can see t h a t  K is M-smoo th  (see defini- 

t ion 3.1). Thus  result  two s ta ted  above allows us to conclude t h a t  the  act ion of K* is given 

by  K * x = ( K ( t ) x } ( x e ~ )  where t ~ K ( t )  is a s t rongly  measurable  funct ion with values in 

L ( ~ ,  ~)), i.e. K(t)EL(:~,  ~)) for a lmost  all t and for each xE:~,  t ~ K ( t ) x  is Lebesgue meas- 

urable. 

Moreover,  ess t sup ll(1 +t2)l/~K(t)H ~<1. Wi th  hE ~ and  t ~  IIh(t)[[ 2 summable ,  a small  

modif icat ion of L e m m a  5.3 in [26] implies t h a t  t~K(t )*h( t )  is Bochner  integrable  and 

K h  = ~ K(t)*h(t)dt. 

Accordingly,  with I m  1 :~ 0 and h = {(1 + lt) (t - 1)- lK(t)x)  = (1 + lM) (M - 1)-lKx, x E 

we have  

K(1 + l i ) ( M  - l ) - lK*x  = ( l + !t K( t )*K( t ) xd t .  (3.6) 
J t - t  

Thus, with B(t )= (1 + t ~) K(t)*K(t) we have  0 ~< B(t)~< I for a lmost  all t, (as an opera tor  

on :~), and 

[ l n q ) ( l ) ] x = N x +  t - 1  l + t 2  B(t)xdt ,  x ~ .  (3.7) 

We shall now es t imate  H B ( t ) - � 8 9  for large t. To  do this, we first  observe t h a t  

since B(t) =zr -1 I m  In (I)(t) for a lmost  all t in a neighborhood of infinity,  say A, we see t h a t  

B(t) coincides with the project ion onto  the  negat ive  spec t rum of the  self-adjoint  opera to r  

, [+ K ( A  - t ) - l K  * --- ~(t) .  Since the  spec t rum of J c  { - 1, 1}, we can choose A so t h a t  for all 

$EA, the spec t rum of (I)(t) is a subset  of the union of the  intervals  ( - 3 , 2 ,  - 1 / 2 )  and (1/2, 

3/2); then for t in A 

B(t} - �89 - J ) =  ~ ( r  - t l - '  - ( j -  t) -~ d~ (3.S) 

where r is {l: If + ~ I = �89 
But  

((I)(t) - - / ) - -1  _ ( J  - / ) - 1  = __ ( g  _ I)-XK(A _ t ) - l K , ( ( 1 ) ( t )  _ 1)-1.  (3 .91  

Hence 

Now 

(') HB(t)-�89 ~[ as I t ]~oo .  (3.1o) 

f(, ,} t l l + t  2 d t = i z e  if I m l > 0 ;  
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therefore it follows that  

In O ( l ) = N + i ~ r / 2 ( I - J ) -  f{B(t)-�89 f{B(t)-�89 (3.11) 

Since lim r and ln J =  �89 we conclude that  

N :  at. (3.12) 

Hence 

f dt (3.13) In O(l) = i re /2( I -J )+ {B(t) - �89 - J ) }  t - l" 

Taking exponentials yields 

O ( l ) = e x p [ i z / 2 ( l - J ) +  f { B ( t ) - � 8 9  td~tl]. (3.14) 

To complete the proof of the theorem, we must show that  the operator B(t) which we 

have constructed is in Q(B) is unique and is weak* measurable. 

The fact that  B(t) is in •(B) follows easily by observing that  

f eB(v) (v ~- t)V-+ e 2 dv = Im In [ J +  K (A - (t + ie) )-l K *] (3.15) 

and that  because 0 ~< B(t) ~< 1 and ~/( is separable 

_ l l im~  sB(v)x dr= B(t) X 
~o ,I (v - t) ~ + e ~ 

on a set of full t-measure which can be chosen independently of x fi ~ .  

Finally the weak * measurability follows from the weak measurability of B(t) and 

[36; Prop. 1.15.2] or [20; Chap. 1., sec. 4, Thm 1]. This finishes the proof. 

By taking adjoints it follows immediately that  the relation extends to hn  1 < 0 if we 

change �89 1 -  J )  to its negative. 

Let P+ = �89 +J ) ,  P = ~(1 - J ) .  These are the projections onto the positive and nega- 

tive eigenspaees respectively of J .  

We will now obtain an estimate for P+B(t)P+ and P ( 1  - B ( t ) ) P  when t is large. In 

order to do this we note that,  for large t, 

B( t )=2-~/ f r (CP( t ) - l ) - ld l  where now F = ( / : ] / +  1]=~).  

Thus 

.+ BitlP+ = Jr (P+ Ir P+ dl, 
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1 f r p + ( d _ l ) _ ~ p  + dl=O. 27d 

By (3.9) we have 

P+ B(t) P+ = - 2~i p + { ] _  I)-IK(A _ t)-lK,(dp(t) _/)-lp+} dl. 

Also, 

P + ( ] -  I)-IK(A -- t ) - lK*( ]  - 1)-IP+ dl = 2z i  (P+ - l)-2P+ K(A - t)-aK*P+ dl 

since [], P+] =0 and JP+ =P+. But the last integral is the zero operator, by the residue 

theorem. 

Consequently, 

P+ B(t) P+ = _ 1  ( p + { ( j _  l) 1K(A - t ) - IK*(J  - l) IK(A - t)-~K*(O(t) - / ) - ' }  P+ dt. 
2~i J r  

Accordingly P+ B(t)P+ = 0(1/It 12) as t goes to ~o. Therefore P+ B(t)P+ is weak * integrable. 

That is, for each / in B, the complex valued function t ~ (P+ B(t)P+,/} is integrable. Simi- 

larly, P_(1-B(t) )P_=O(l / I t ]2)  as t approaches ~ ,  and so P _ ( 1 - B ( t ) ) P  is also weak* 

integrable. 

We will now establish the relations: 

f P+ B(t) P+ P+ (3.16) dt KK*P+ 

f P _ ( 1 -  P_ dt P_ K K * P _ .  B(t)) (3.17) 

We begin by noting that  

f _  sB(~__  dy = Im in (O(t + ie)) = Im 2gi J r  ( ~ -  0 2 + e 2 1_  ~ In z(O(t + is) - z)-Xdz 

where F is now the contour pictured in fig. 1 

We have 

Im~--~ifrlnZ(J-z)-ldz=~P- 
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) 

hence, 

Im 1 t'ln zP+(J-  z)-lP+ dz = O. 
2hi J 

Accordingly, using identity (3.9) 

['eP+B(7)P+ 1 l" 
-Im,~z:__ l dzlnzP+(J-z) - lK(A-( t+ie)) - lK*(O(t+ie)-z ) - IP+ 

Multiplying both sides by e and letting s~ oo, we obtain via the Lebesgue dominated 

convergence theorem applied to the right hand side 

le'n+B(r)P+ 1 f r  lim 3 ~ 2~2~_ e*- dr = Im 2g---/ i In zP+ ( J -  z)-IKK*(J - z)-'P§ dz 
Etoo 

=Im:----~ifrilnz(l--z)-2dzP+KK'P+=P+KK*P+. 

Now, since [IP+B(t)P+] I =O(1/It]* ) (as t approaches oo) for each ] in B, we have, by the 

Lebesgue dominated convergence theorem, 

lim ( e~(P+ B(r) P+-' [-} dr = 
~r (7- t )2+e ~ _(P+B(7)P§ 

Accordingly, 

f P+ B(r ) P+ d r = P+ KK*P+. 

Similarly, 

f P_(1 - B(r)) d r = . P_ P_ KK*P 
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We will now study the operators B(t) when K is assumed to be in the Hilbert-Schmidt 

ideal. 

Suppose 7~l is a yon Neumann algebra and v is a normal trace on 7}t +. Recall tha t  the 

set of T E ~l  + with ~(T) < co is the positive portion of a two-sided ideal ~ of ~ ,  and that  

there exists a unique linear functional ~ on ~ which coincides with ~ on ~ ~ ~l  + such 

that  ~(TA)=~(AT) (Tfi :I, A fi 771). Furthermore, the linear functional A~--~v(TA) or 7~ is 

a(T/~, 7~.) continuous [36]. The ideal Y~ Y~ = {A. B: A, B fi Y~} is denoted C~(T?/, 3). 

In this context Theorem 3.1 becomes a bit more definitive. 

PROPOSITION 3.1. Suppose ~ is avon N emann algebra equipped with a normal trace v. 

Let A, J, K and B(t) be as in Theorem 3.1 and suppose KEC~(~,  T). Then B(t) satis/ies 

the/ollowing properties: 

P+ B(t)P + > P [ 1  - B(t)]P_ e Y~ f~ ~+  (3.18) 

[1 - B(t)]I/*P_ E C~('m, T) (3.19) 

P+ B(t) 1/~ E C2(M/l, T) (3 .20)  

B(t)[1 - B(t)]~ y~ n ~ +  (3.21) 

B(t) - P _  e C2(7fl, 3). (3.22) 

Proo]. We begin by showing that  the functions t ~ v[P+ B(t)P+] and t ~ T[P_(1 - B(t)] P ]  

are Lebesgue measurable. 

By [20; Chap. I, Sec. 3.4, Cot. 3] there exists a central projection E in the weak closure 

of J ,  such that  E T = T  for all T E ~ , .  Moreover, by [20; Chap. I, Sec. 3.4, Cor. 5] there 

exists a directed set {Et},Ei of elements in :~ N "t~l + such that  weak limi,t E,  = E. Since 

7fl. is a separable space, the a()~?l, ~ t , )  topology on norm bounded subsets of 7fl is a metric 

topology [22; Vol. I, Chap. V, See. 51, Th. 1] and consequently is first countable. Thus we 

can select a sequence of operators [ E , } ~ . l c  {El},Et such that  1.u.b.~>l En=E. For n = 

1, 2 ..... the map A~T[EnAE,~] is a('m, ~?l.)-eontinuous since T is normal [36, Thin 1.13.2]. 

Therefore ~[E~P+B(t)P+E,] is Lebesgue measurable since t~B(t)  is weak* measurable. 

Again by the normality of ~ it follows that  lim,~,~o T[EnP+ B(t)P+ En] --T[EP+ B(t)P+ E] = 

�9 [P+B(t)P+] for almost all t. Consequently, t~T[P+B(t)P+] is measurable. By a repeti- 

tion of this reasoning it follows that  t ~ v [ P _ [ 1 - B ( t ) ] P ]  is also measurable. Now the 

map A-~ T(E~A En) defines an element ]~ in ~ .  by [36, Thin. 1.13.2]. Thus by definition of 

the weak* integral, T{E n y P+B(t)P+ dtEn} = ~(P+ B(t)P+, In)dr = ~ T(EnP+ B(t)P+ En)dt. 

By the normality of ~ and relation (3.16) lim,t~ o ~ ~(EnP+B(t)P+En)dt =v(P+KK*P+). By 

the Fatou lemma we see that  t ~ (P+ B(t)P+) is integrable. Therefore, applying the Lebesgue 
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dominated convergence theorem we see that  f v(P+B(t)P+)dt=T(P+KK*P+). Similarly, 

we deduce that  S ~P_(1 - B(t))P_dt = v(P_KK*P_). 

Assertion (3.18) follows at once whereas (3.19) and (3.20) are immediate consequences 

of (3.18). I t  remains to consider (3.21) and (3.22). Note that  P+B(t) 1/2 and P+B(t) EC2(~, 3) 

as does P_[1 - B(t)] I/2. Accordingly, P+ B(t)P [1 - B(t) ]1/~ + p+ B(t)P +[1 -- B ( t ) ]  1/2 E Yr .  But 

then P+ B(t) [1 - B(t)] 1/2 E Yr since P+ B(t)P + E Yr. Thus, P+ B(t) [1 - B(t)] E Yr. Using the 

same ideas it is easy to see that  P B(t)[1 -B(t)]]J2E :7~. Relation (3.21) follows at once by 

addition. I t  is plain that  (3.22) follows from (3.19) and (3.20). 

Remark 3.1. When KEC2()T/, 3) and v is faithful, a result of K. Asano [1] tells us tha t  

the principle value integral 

P r B( t ) -P_  dr= Jim [ r "-~ B(t) uP_  dt + r ~176 B(t)-  P_ dt] 

(the limit being taken with respect to the C2(~[/,T) norm) exists for almost all v in the 

completion of C2(~, 3). If 7r/is of type I, then C2(7~/, 3) is a complete Hilbert algebra con- 

tained in ~ .  Thus we can conclude, upon taking exponentials from (3.2) that  

lim K{A - (r + ie)}-~K * 
~,o 

exists in C,(~r/, 3), and afor t ior i  in ~/. A proof of the familiar Kato-Rosenblum theorem 

can be given based on this observation. For example see Birman and Entina [2]. 

The phase shih 

We now define a scalar valued function by setting 

O(t) =~r[P + B(t)P + -P_ (1  - B(t))P_]. (3.23) 

I t  is plain that  -~(P_)~<~}(t)~< ~(P+). Also for nonreal l, 

i ~  dr+ j t -  t 

The residue theorem implies tha t  the first integral is in Yr. 

The following result identifies ~(t) with the so-called spectral displacement function 

corresponding to the perturbation problem A ~ A  + K]K*. 



MOSAICS,  P R I N C I P A L  FUNCTIONS~ A N D  M E A N  M O T I O N  I N  VON N E U M A N N  A L G E B R A S  177 

LEMMA 3.1. For 1Csp (A) ( /sp (A + K*]K), 

F ~(t) . .  
~{(A - z)  - 1  - ( A  + K J K *  - 1) -1} = J(t - - - 2 ~  a g .  

Pro@ With  7 > 0  and O < t < l  +7,  form 

F(t, l) = exp ( - i z i tP_)  exp (i~tP_+ T(1)) 

where T(1) =S (B(t) - P_)/(t  - l) dt when Im 1 > O. 

For  e > 0, there exists L > 0 such t ha t  [ l I > L  implies 

[1F(t, I) -- 1 II = Ilexp [i~P_ + T(/)] - exp izetP_ll < 

whenever 0 < t  < 1 + ,/. 

Thus In [F(t , / ) ]  is defined for Ill > L ,  and is real analyt ic  in t in t race norm. 

Hence ~(ln IF(t,/)]) is analytic in t. By  the Baker -Campbel l -Hausdor f f  theorem we 

know tha t  

In IF(t,/)] = T(l) + G(t, l) 

for small enough t and 1/I > L ,  where G(t, 1) is in 3r and 7;(G(t, 1))=0. 

Thus, for such 1 and t, we have 

it(In [F(t, 1)]) =~(T(/)) .  

By  the analyt ic i ty  in t, we can conclude t ha t  

~(ln [F(1, 1)]) = i (T( / ) ) ,  

and hence tha t  

~(ln [ I + J K ( A - 1 ) - I K * ] )  = i (T( / ) ) ,  Ill > L .  

But  a s traightforward calculation shows t ha t  

d §  [1 + JK(A -/)-IK*]) = i[(A - l) -1 - (A + - / ) - ] ] ;  (3.26) K*]K  

see [20; Chap. I, See. 6.11, Lemma 3]. 

Hence,  we have shown tha t  

=~{(A - -  1 ) - I  _ _  (A + K*JK--/)-1} -- J(~----_/)z av 
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for ]l I >L,  and by analytic continuation in 1 this will be true everywhere off sp (A) U sp (A + 

KJK*). This lemma can be extended to a class of functions considered by M. G. Krein, 

who obtained these results for type I [29]. 

COROLLARY 3.1. Let/(~t) =eonst .  +~  (e u~- 1)~(it)dw(t) where w(t) is a complex-valued 

/unction el bounded variation, and ~ d leo(t)[ < c~. Then 

v[/(A + K*JK) - / (A))  = f/'(2) a(2) d2. (3.27) 

Since this extension of the lemma is obtained in a familar way, we omit the proof. 

We do note however tha t  (3.27) suggests a sense in which " ~ ( E ~ -  E~)=~(~)" where E~ is 

the spectral resolution corresponding to A + K*]K and E~ is the spectral resolution corre- 

sponding to A. Indeed if ~ is of finite type this "resul t"  is correct and constitutes a 

possible definition of ~(2) in tha t  case. 

Relation (3.27) can also be interpreted in the following way: 

Let ( .>  be a linear form on polynomials which annihilates constants. I t  is plain tha t  

<R> =L(dR) where d is a derivation (the derivative) and L is a linear functional. 

A necessary and sufficient condition tha t  there exists a yon Neumann algebra 

equipped with a normal trace % together with a pair of * homomorphisms ~1 andg2f rom 

polynomials into ~ commuting modulo YT, for which 

<R> = + [ ~ I ( R )  - zt~(R)] 

is that  L be represented on R x by  an absolutely continuous real signed measure having 

compact support. Relation (3.27) shows necessity. Sufficiency can be shown by  choosing 

= s  and selecting a suitable perturbation problem [9]. 

Corollary 3.1 and integration by  parts on R x for Lebesque-Stieltjes integrals imply 

that,  with ~Tx and ~ small and positive, and 

e 1 1,(~, v )  z~ (;~ - v )  2 + e 2 

for all ~t in a neighborhood A of the point v in which the operator A is Fredholm (either in 

the classical sense or in the sense developed by M. Breuer [6], [7]) and/,(~t, v) continued 

smoothly to zero outside this neighborhood, we have 

f ~:(~v-~)- ~h~v-m)~(~d~L= f+[EL€ EL€ + f+[E~200 E~ 
(3.28) 

the classical Fatou theorem gives us the following result: 
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THEOREM 3.2. Let vEA where El(A) and E0(A) are in ~lr. Then/or almost all 71 and 

72 in some positive neighborhood o] zero 

~(~) "~- 72) --~(V --71) = ~ [ E I (  v - 7 1 ,  ~) ~-72) - B~ - 7 1 ,  ~ -~72)]. 

COROLLARY 3.2. 5(t) is supported on the interval (-(llAH + HKII2), ([IAII + IIKII2)). 

Proo/. If [vl >IIAII +lIKII 2, then vCsp (A). Suppose v>0.  Then for any 72>0 and 

sufficiently small 71 >0  we see that  O(v +72)- (5(v-71)=0.  Thus (~(t) is constant for t > v. 

Since (~ is integrable, this constant value must be zero. Similar reasoning shows (~(t)=0 for 

v<  -(IIAII + HKII2). 

Mosaics 

In this section we develop the machinery necessary for the construction of the princi- 

pal function of a pair of operators {U, V} with trace-class commutator. In doing this we 

find it natural to follow these ideas into a broader context; however definitive information 

beyond the trace class situation is lacking. 

Our object in the next few paragraphs will be to study the boundary values of the 

determining function on the spectrum of the operator U. (We could just as well consider 

the operator V.) By examining a certain combination of products of the determining 

function, we shall obtain for each 7 >0  an element of the unit ball of L~176 dA, ~ ) ,  i.e. 

a dA-essentially bounded ~ -va lued  weak* measurable function defined on R2; since 

(norm) bounded subsets of L~176 dA, ~l) are compact in the a(L~176 dA, )~), LI(R 2, dA, 

~ . ) )  topology, LI(R2; dA, ~ . )  being the predual of L~176 dA, ~ ) ,  for any sequence of 

7's converging to zero we obtain a weak subsequence of elements {B,,}~.1 in L~176 dA, ~ )  

with limit say B. Such a limit will be called a mosaic of the pair {U, V}. If Jg] is a von 

Neumann algebra equipped with a normal trace T and [U, V]E:7~ the principal function 

g(v, ;t) is defined as 
g(v, :t) = ~[P+ B(v, :t)P+] - ~ [P [1  - B(v, ;t)]P_] 

where P+(P) is the spectral projection of the operator i[ V, U] E ~8  corresponding to the 

non-negative (respectively negative) real axis. Uniqueness of B (i.e., independence of the 

sequence {7x}~1) is known only when ~1 is type I! 

Construction of the mosaic 

Let T= U+iVE 7~1 and let E(1, z) be the determining function of T. We can use (2.2) 

to conclude that  E*(l, z)JE(l, z ) = J - i ( z - 5 ) r 1 6 2  where J - -  

sgn C. 



180 R .  W .  CAR]$Y  AI~D J .  D .  PI~qCUS 

In  order to apply Theorem 3.1 to the present context it becomes convenient for us to 

introduce the notation Kz = V ~  - 5) r - ~)-1, and to set A = V. (Here I m  z > 0.) Then 

O(l, z)= E*(Z, z)JE(1, z) = J  § K~{A -1}- lK *. (3.30) 

By Theorem 3.1 there is a weak* measurable function B(. ,  z) taking values in the 

positive par t  of the unit sphere of L~~ dr, 71~) such tha t  liB(t, z)-P_[I =O(1/[t[) as t 

approaches ~ and 

O(1, z ) = e x p { i n p _ + f  B ( t ' z ) - P -  } t - l  dt (3.31) 

as long as z is a fixed point in the upper half plane, and I m  l > 0. 

For each fixed T > 0 we form the map B: RI~L~176 dr; 711) given by ~ B(.,  X + iT), 
We construct a product measurable representation of this map, i.e. a weak*-product 

measurable function B~( , ) such tha t  for almost all ~ B, ( . ,  ~t)= B( . ,  2 +iT) as elements 

of L~176 1, dr; 771). To this end let {/n} be a countable dense subset of 7//.. Then for 

each choice of T the L~176 1, dr; C)--valued maps ~t-~<B(., 2+iT),/m> r e = l ,  2, 3 ... .  have 

product measurable representations, say Tin( , ) (see, for example, Lemma 16 and Theorem 

17 pp. 196-200 of [22] volume one). Thus, for (t, ~) in a set of full product measure the 

sequence {T,,(t, 2)}~=z defines a C-valued map B,(t, ~) on the dense set {/~}~-1 by setting 

B,(t, ,~)/m=T,,(t, ,~), m = l ,  2, 3 . . . . .  

In order for B,(t, 2) to define an element of the dual space it suffices to verify uniform 

continuity on {/a}~m~l as well as linearity of the corresponding everywhere defined exten- 

sion. 

Continuity is established in the follo~ing way: 

J B~(t, ~} fm - -  B~(t, ,~)In I <<" ess sup ] B,(t, ~) 1~ - B,(t, 2)1~ [ 
(t.~) 

ess sup [ess sup l Tin(t, ~ ) - Tn(t, ~ ) I] 
t 

~< ess sup (ess sup <B(t, X + iT), 1~-1=> ~< I l i a -  1~11 
2 t 

since 0 <~ B(t, ,~ +iT) <~ 1. 
The linearity of the extended map can also be easily demonstrated. We will continue 

to use the notation B,(t, 2) for the extended map. 

Thus, since 711.* = 7 / / by  definition, we have a map (t, 2)~B,(t ,  2)e ~tl and the weak* 

measurability of this map is clear. Furthermore,  for almost all 2, B,( . ,  ~)=B(. ,  ,~+iT) 
as elements in Lo~ ~, dr; 711). Thus B,( . ,  .) is a product measurable representation 

of ) ,~B( . ,2+i~) .  I t  is clear tha t  all such representations define the same element of 

L~( R ~, dA, ~ ) .  
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The family  {B~(., �9 ), ~ >0}  lies in the  uni t  sphere of L~~ dA, 7TI) which is weak* 

compact  by  the Alaoglu theorem.  Since ~ .  is separable,  L~(R 2, dA: 7?/.)* =L~176 2, dA; 7~) 
(see [36]); therefore, by  the Eber l e in -~mul i an  theorem we can select a posi t ive sequence 

{~]j}~-~l with limit zero such t h a t  B~j(., .) converges weak * in L~ 2, dA: 7~) to a ]imit 

B( -, �9 ). Thus  for some choice of ~j > 0 } = 1, 2, 3, ... 

nmff(B(t, 2+ivj),/(t, 2)>dtdt=ff<B(t,2),/(t, 2)>dtd2 (3.32) 
~jr 

w h e n / E L I ( R  ~, dA; "m.). 
We will also show now how B(t, 2) is related to U~r 

PROPOSITION 3.2. 

f f P+ B(t,2) P+ < 2=lcl / P+ Pae(U) I (  71112 (3.33) d2 P+ 

f f P [1 - dtd2 < 27~] C[I/2P_ P~o(U)P_] C[ 1/2 B(t, 2)]P__ (3.34) 

as positive operators. Moreover, P+ B(v, 2)P + = 0 and P B(v, 2)P_ = P_ whenever 2 r sp (U~o). 

I/P+ or P =0, then we have equality in (3.33) and (3.34). 

Proo]. We shall establish (3.33). The  proof  of (3.34) is only a repet i t ion of the same ideas. 

We can use (3.16). In  the present  s i tuat ion this gives us, for fixed r] > 0  

fP., B~(t,2)P+dt=P+KzK*P+. (z=) .+i~)) .  

But  

P+ KzK~ P ~ = 2~P+ O*( U-~.)-I ( U-z)-q3P+ = 2~P+O* f (t_d2~.I_ ~ * t, 2 OP+,  

where E t is the spectral  resolution of U. 

Choose s(. ) and r(. ) in LI(RI; dt, C) where s(. ) is cont inuous and  posit ive and  0 <--r(t) ~< 1. 

Also choose m E ~ + .  We evident ly  have  

 210 +. 
Now tak ing  the weak* limit  as ~j40 we have  

fs(2)d2[fr(t)P+B(t, 2)P+dt]<2P+O*[lim((( ~s(2)d2 ]dE,]OP+ 
= 2~P+ ~*s (U)~P+ .  
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Let us take s(2) = (a/~z) (1/((2 - #)2 + 32)) with ~ > 0 and # a fixed real number. 

Applying the functional m E ~ to both sides of this last inequality, letting a tend to 

zero and noting that  r(t) is arbitrary 

f ( P + B ( t , # ) P + , m ) d t < ~ 2 ~ - ~ ( P + O * P a ( U ) E a O P + , m )  . 

Since P+d* = d 'P+  = 16" 1 i/2p+, relation (3.33) follows upon integrating this expression. 

We also note that  this last inequality tells us that  P+ B(~, 2) P+ -~ 0 whenever 2 r sp (Uac). 

Similarly, it can be shown that  P_[1 - B ( r ,  2)]P_ =0  for 2 ~/sp (Uao). 

Inequalities (3.33) and (3.34) can be strengtheped to equalities when C' is positive (or 

negative). 

Suppose that  P_ =0; then 

J~-l(l, 2 - i~) E(1, 2 ~- i~)) = 1 -~ 2T]C1/2( V - (2  - i ~ ] ) ) -1 (  V - I)-I( U - (2 + i ~ ) ) - ' O / ~  

= e x p  { f B~t(t'--~t ) dt }. (3.35) 

Therefore, by taking residues at infinity in l, we get 

fB~(t ,  dt / 2 (U-  - U -  (2 + -1Cl/2. 2) 2~7C 1 i~))-1( i~)) 

Note that  B~(t, 2) is compactly supported in t on a set tha t  is independent 

of ~ and of 2. Indeed, B,(t, 2) is supported in an interval A which contains sp (V) U 

sp (V + 2~7(U - ( 2  - i~))-~C(U - ( 2  + i~))-~) and 2~H(U - (2 - i~ ) ) -~C(U - ( 2  + i~))-1]1 is uni- 

formly bounded independent of 2 and ~7. For, observe that,  by inverting (3.35), 

E-~(t, 2 + i~) E(t, 2- i~) 

= 1 - 2~C'/2( U - (2 - i~))-'( V + 2~7( U - (Z + i~))-'C( U - (2 - i~7))-' - /)-1( U - -  (2 -~- i V ) ) - I C  1/2, 

Analyticity in l outside sp (V) then implies that  2~H(u-(2+i~))-'c(u-(2-iv))-'ll is 

bounded uniformly in ~ and 2. 

Now take r(t) to be the characteristic function of the interval A so that  with any 

s ELX(R1; dt, C) as above we get 

= lira 2~ fs(2)  Cm(  U - (~ - i~)) -~ (U - (2 + i2)) -~ C ~ d 2  
nd0 d 

= 2~C'~s(U) C "~. 
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In particular, by taking s(2) --- (1/~) (~/((2 -/~)2 + ~2)), we get for almost all # 

fB(v ,  t t )dv=~(Cl12E~C1;2)_.  (3.36) 

Remark 3.2. Suppose ~ is type I and that  C is trace class; the limits 

lim E(1, ~ +_ i~]) = E(l, 2 +_ iO) 
n40 

exist in the Hilbert-Schmidt norm except possibly on a set of Lebesgue measure zero which 

is independent of I. 

In this case it is known [15] that  if [ U, A ] is trace class, then 8 - limt_.• e-~tUAe~tUPao(U) = 
S~.(U; A) exist, and 

E*(Z, 2 + iO)]E(l, ,~ + iO) = J +  2 ~ (r S+(U; V - l) 10) (3.37) 

where the derivative is taken in the trace norm. 

Applying Theorem 3.1 to (3.37) gives us 

for Im 1 > 0, for some operator/~(t, ~t). 

I t  is not difficult to show that  the operator /~(t, }t) which enters into this relation 

coincides with the weak limits B(t, 2) introduced in the previous paragraphs. 

In this case we note that  the inequalities (3.33) and (3.34) also become equalities. 

w 4. Funct ional  calculus m o d u l o  an ideal  

In this section we develop a functional calculus corresponding to a pair of self-adjoint 

operators { U, V) whose commutator U V - V U  belongs to a prescribed semi-normed ideal 

:/ in ~ .  The prototype examples are those where ~ is equipped with a normal trace 

and y is one of the associated Cp ideals, p = 1, 2 ..... Recall that  Cp is the ideal generated 

by the positive elements P in ~ for which ~ [}tlPd~(E~ ) < oo if P =  ~ ~tdE~. The class Ct, 

the trace ideal, is of particular interest since it leads to the construction of the functional 

which is expressed in terms of the principal function of {U, V}. This in turn leads to the 

basic transformation law satisfied by the principal function. 

Let  M(R 2) be the space of finite complex valued Borel measures eo on R 2 satisfying 

I[ ~ --- ~n , (1  + It I) (1 + I sl )dl(o(t, 8) 1 < oo. The characteristic function of ~o is the scalar 

function 

F(x, y) = JJnll, eu= +l''d~(t'' 8). 
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The set of all such F will be denoted here by /~(R2) .  The  m a p  09~ F of M ( R  ~) onto the  func- 

t ion a l g e b r a / ~ ( R  2) is a *-isomorphism if we define the norm of F to be II Fll = 110911. Note  t h a t  

if FEhT/(R2), then  F(x, y) has cont inuous par t ia l  der ivat ives  which are bounded  on R 2. 

Moreover, if F is a funct ion on R 2 having  compac t  suppor t  and  par t ia l  der ivat ives  satis- 

fying a t tSlder  condit ion with exponen t  greater  t han  �89 then  FEli/*I(R~). I n  fact ,  for such 

an F,  the corresponding measure  09 is absolutely  continuous.  

In  a similar way  we define ~ / (R  1) as the  set  of characteris t ic  funct ions of measures  09 

on R 1 with 110911 = S (1 + Itl)d109(t)l < oo; if F is the characteris t ic  funct ion of 09 we again  

define IlPll = 110911" 
Suppose now t h a t  ~ is a semi-normed closed ideal in ~ / w h o s e  semi-norm III III is 

related to the norm II II in 7n by 

IIIABClII < IIAII IlCll IIIBIII 

IIIB*III = IIIBIII 

for A, C in ~ r / and  B in 3. For  an example,  t ake  ~/= :/~ where v is any  t race on ://1. 

LEMMA 4.1. Let A and B be elements in .ms with A - B  in J. Suppose FEM(R1) .  Then 

F ( A ) - F ( B ) e Y  and I I I F ( A ) -  F(B)III ~< IIFII Ilia - B I [  I. 

Proo/. Of course F(A)  and F(B)  are defined by the  funct ional  calculus for self-adjoint  

operators.  

We begin with the  observat ion  t h a t  for a n y  t E R 1, Ill e~tA-euslll <- I tl IlIA - Bill; this  

follows immedia te ly  f rom the relation 

d . 3  ~ea �9 ttB ~te e- =re ( B - A ) e  -"a,  

the der ivat ive  being t aken  in the  uniform norm of ~ .  Wi th  F(x) = S eUXd~ we ev iden t ly  

have 

- F(B)  = f { e  't a _ e,e B} g09(t). F(A)  
3 

Hence,  

III F ( A ) -  F(B)III < yll le"A-e"B IIId109(t)l < y(1 § Itl)dl09(01 IliA - Bi l l - I lP l l  Ilia - Bill. 

Since F(A)  and F ( B ) E  ~ the  l emma is proved.  

Nex t  we establish a similar result  involving commuta to r s .  
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PROPOSITION 4.1. I / A  and BE M ~ and [A, B] E Y, then [A, F(B)] E ~ /orany  F E hT/(R 1) 

Moreover, III [A, F(B)]III < II Pll III [A, B]III. 

Proo/. We will use Cayley transforms. Let ~ be a positive real number. With 

iC = [A, B], Wa = 1 - 2ai(A + :d) -1, and D~ = (A + ai)-IC(A - od) -1, we have Da Wa = 

(2~)-1[B, W~]. Thus, ( B - 2 a D ~ )  Wa = WaB, and therefore F ( B - 2 a D a )  W~ = WaF(B).  

This last equality can be expressed in the form 

1 
2~i (A + ~i) {F(B - 2aD~) - IV(B)} (A - ~i) = [A, F(B)]. 

Accordingly, 

[[[ [A, F(B)] [[[ ~< ][A + ~ill [[A - ~i[[ l[ Ell IIID~ Ill 

< IIA +~fll I1( A + ~i)-'11 I IA-~i l l  I I (A-  ~i)-~ll I1~'11 Ill t i l l .  

But II(A + ~)-~ = 1/~ and so 

Ill[A, ~(B)]III < IIA/~+ill IIA/~-ill IIFII IIIClll. 

Letting ~ tend to + oo we arrive at 

Ill[A, F(B)]III < IIFIl IIIClll. 

COROLLARY 4.1. I / A  and B E M  s and [A, B]EY, then [F(A), G(B)]E3/or  any F, G 

in lt4~l(R~). Moreover, [[[ [F(A), G(B)][[ [ < 4[[FI] IGI] I]] [A, B][[[. 

Proo/. This follows at once by decomposing F and G into real and imaginary parts and 

then applying Proposition 4.1. 

Suppose F E ~ ( R  2) so that  

F(x, y) = ~ f  ettX+tS~doJ(t, s) 

for some co E M(R~). Me  associate with the pair {A, B} (A, B E M s) an element F(A, B) E M 

defined by the iterated integral 

F ( A , B ) =  f ( f  F(x,y)dEx) dF ~. (4.1) 

We shall see shortly that in fact F(A, B)EC*-algebra generated by A and B. I t  is clear 

that  F(A, B) depend only upon the values of F(x, y) on sp (A) • sp (B). 

The iterated integral in (4.1) may be regarded as an iterated or multiple integral [19]. 

Since A and BE M 8 the families of orthogonal projections Ex and F~ are constant 
13 -772903 Acta mathematica 138. Imprim~ Ic 30 Juin 1977 



186 R .  W .  C A R E Y  A N D  J .  D .  P I N C U S  

,outside the compact sets sp (A) and sp (B) respectively. Also, IF(x, y)-F(2,/~)l <~ 
L(lx-)~I ~ + l y - # l  ~) for some constants L >0  and ~t > �89 a result of Birman and Solomyak 

[3] asserts that  the uniform limits of Riemann-Stieltjes integral sums of the form 

~l ( f F(x, y,) dE~) dF(5,~), (yp E (~) 

exist and equal F(A, B), and further that  F(A, B) is the uniform limit of the Riemann-  

Stieltjes sums of the form 

J~EMMA 4.2. 

F(xp, yp) E(7~) F((~p), (xqETq;y,e(~.). 
P.q  

F(A,B)=ffdt'%~'Sdto(t,s). 

Proof. Of course the above integral is to be regarded as a multiple Boehner-integral. 

By the Jordan decomposition of the real and imaginary parts of to, it will suffice to prove 

the result when to is a positive measure. 

We will initially assume that  to is compactly supported. 

For fixed n, let []~n) be a sequence of disjoint rectangles with (Jj [~)n) ~ support to, 

and such that  limn_~ (max diameter ~J~n)) =0. Choose (t~ ~), s~ ~)) to be the center of []~n). 

Then 

f f e'tA e's'dt~ n--~lim j~l~exp(it}~)A)exp(is(~)B)to(D~')) 

in the uniform operator topology. 

Let toj, n be the measure which assigns the point mass to([:j~n)) to the points (t~ n), sja ,(n)~ 

in the plane. Define ton = ~ 1  toj.n. Then to n converges weakly to ~o. 

Let 
n 

Fn(x, y)"  ~ exp (it~n)A ) exp (is~)B) to(Elan)). 
1=1 

Because to has finite absolute first moments, it follows by [30; Thm. 6.8] that  

lim Fn(x, y) = F(x, y), (4.2) 

and 

lim -~- Fn(x, y) = ~- F(x, y), 
n--~ ~x ~x 

with both limits being uniform on compact subsets of R ~. 

(4.3) 
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Now 

lira ~ exp (ira')A) exp (isle'B)~o(D~ ~') = lim f IF~(x ,  y) dExdF ~. 
n--~oo 1= 1 n--~O d J 

The uniform convergence in (4.2) and (4.3) enables us now to use a result due to Ju .  L. 

Daleckii and S. G. Krein [19] to conclude tha t  

This establishes the lemma for functions F whose associated measure has compact  

support.  The case of arbi t rary  measures in M(R 2) is easily reduced to this one since the 

compact ly  supported measures are dense in M(R ~) and 

where I '  is a constant  which depends only on the size of sp (A) x sp  (B) [19]. 

PROPOSITION 4.2. Let F and GEI~I(R ~) and [A, B]Ey. Then 

F(A, B)*-P(A, B)eY (4.4) 
and 

and 

azul 

IIIF(A, B)*-P(A, B)III < IIFII Ill[A, B]III 
F(A, B) G(A, B) - (F. G) (A, B) E Y 

IIIF(A, B)~(A, B)-(F.G)(A, B)III < IIFII IIGII III [A, B]III 
IF(A, B), G(A, B)] E J 

III [F(A, B), G(A, B)]III ~< IIFII I1(;11 III [A, B]III. 

In particular F(A, B) has sell-commutator in ~. 

(4.5) 

(4.6) 

Let C and D be elements o/ ~ suc~ that C -  F(A, B)E :J a~ui D -  G(A, B)E ~J. Suppose 

is a polynomial in two commuting variables; then with Q(x, y)=P(F(x, y), G(x, y)), P 

QE ff4(R 2) and Q(A, B)-P(C,  D)E Y, where P(C, D) is any choice o/ ordering /or the operator 

valued polynomial. (4.7) 

Proo/. Let F and G be the characteristic functions of the measures co and # respectively. 

Then F(x,  y) = j'j" e--~H~d~. Hence 

F(A,B)*-F(A,B)=f fe ' - '~Se- ' t~-e-UAe- '~Bd~.  
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By Corollary 4.1 we note tha t  

Ill~-'~-"~-~-"~-"lll=lll[~-"', ~-"~]111-< I~l ftl Ill[A, B]lll. 
Accordingly, 

IIIF(A, B)*-P(A, B)lll < II~'ll Ill[A, B]III. 
Next we consider the proof of (4.5). We note tha t  F.G =o~ ~eju. Therefore 

F(A, B) . G(A, B ) -  (F. G)(A, B)= .I.I .I.I [e'tA e'~S e~A e~S - e'a+ a)n e~(~+ ~)~] deo(t, s)du(a, b). 

(4.8) 
But  the operator integrand in (4.8) is equaI to eitA[etSB, e mA]e ~B. Hence 

IIIF(A, B)G(A, B)-  (F. G)(A, B)III < ff frill [e"', e'~]llldl ~(t, 8)ldl~,(a, b)l 

<~ f f / f l s I  lal dlo~(t, ~)idl~(a, b)l Ill[A, B]Ill 

< ItFII I loll Ill [A, B]lll- 

The proof of (4.6) follows immediately from (4.5). I t  remains to consider (4.7). The fact tha t  

QEN~I(R ~) follows at  once since ~ ( R  2) is an algebra. We now consider Q(A, B)-P(C,  D). 
Since Q(x, y)=~. am,nF(x, y)~G(x, y)~, if P(x, y )=~  anmxny ~, it is clear tha t  

Q(A, B) = ~ anm(-]$n, g m) (A, B). 
n~ rn 

Therefore, 

Q(A, B) - P(C, D) = ~. a,m((F'G "~) (A, B) - F'(A, B)GIn(A, B)} 
n , m  

modulo Y. But  by (4.5) we see tha t  each term in this last sum is in :/. 

The reader may  note tha t  although the operator F(A, B) depends solely on the values 

of the function F in a neighborhood of sp (A) x sp (B), the estimates in Proposition 4.2 in- 

volve the first moments,  i.e., S It[d~~ t, 8), S]sld]w(t, s)[; these estimates may be con- 

sidered somewhat crude when compared with estimates which monitor the size of F and 

its derivatives locally on sp (A) x sp (B). 

w 5. The tracial  bilinear t o r m ~ t e s i a n  

Let 7~ be a yon Neumann algebra equipped with a normal trace v. Let T = U + i V, 

where U and V67~ s and [U, V]E:TT, the trace ideal. 

For F and GE~(R~) ,  the operators F(U, V) and G(U, V) are defined as in section 4 

We will prove the following result: 
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T H E O R E M  5.1 .  

~[F(u,v) ,o(u,v)]=~ { F , O } ( # , ~ , ) g ( ~ , ~ ) d ~ d #  (5.1) 
where 

OF OG OF OG { F, G} (~,, ~) = 

This result is the extension to the yon Neumann algebra context of a result in [32]. 

I t  is clear from this theorem that  g(v, #) is invariant under inner automorphisms of 

as well as under perturbations of U and V by elements in y~. 

We point out here that  it  is also true that  if W is a partial isometry whose defect 

projections belong to y~, then (W V W*, W V W*} has the same principal function as { U, V}. 

The proof of Theorem 5.1 depends upon a sequence of lemmas and propositions. 

PROPOSITION 5.1. Let E(l, z) be the determining /unction o/ {U, V}. Then, /or I11 

and [ z I su//iciently large 

l f f  dr d/a ~(ln [E(/, z)]) = 2 ~ / _  g(v'/~) v - 1/~ - z' (5.2) 

where g(v, /~) is a summable /unction with compact support. 

Proo/. Note that  for z fixed and 1 chosen sufficiently large (depending on Im z), 

In [E-l(1, ~)E(1, z)] is defined, since by (2.5) and (3.30) we have 

E-X(1, 5) E(l, z) = I + JKz( V -1 ) - lK  *. 

From (3.25) and (3.26) we have 

(l, ~) E(, z)]) = fg(~, z) 
d~ 

~(ln [E-1 
v--1 

where g(v ,z )=~(P+BO,,z)P+)-~(P_(I-BO, ,z ) )P_ ). Now we note that  if A and BEY~ 

and 111-4111 + IIIBIII <~, then 

7~(ln [1 +A][ I  +B])  =~(ln [1 +A] +In [1 +B]).  

Since In [1 + A] -I = - I n  [1 + A] we deduce that  

5) E(l, z)]) = ~(ln [E(l, z)]) - ~(ln [E(l, ~)]) = fg(v, z) ~ ? l  ~(ln [E-l(/, 

provided we choose 1 sufficiently large. Thus for ~ > O, Im z > O, and l sufficiently large, 

depending only on 

~(ln [E(l, z + i~)] - In [E(l, z + i~]) = g(~, z + i~) v - l" 
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Let  us define, for such fixed 1 

~ ~(ln [E(1, z + i~)]), 
P~(l, ~) 

[ ~(ln [E(l, z - i~])]), 

Observe t ha t  the scalar funct ion 

I m z > 0  

I m z < 0 .  

f dv ~--->- g(~,,,~+i~) v _  l 

is differentiable in 2 for ~ > 0. Le t  

and consider the  difference P~(l, z) -Q~(l, z). Clearly, for  each fixed large l 

P~(1, ~ + io) - Q~(1, 2 + io) = P~(l, ~. - io) - Q~(1, ~. - io) 

with bo th  sides of this equat ion realizing the  l imiting values locally in L~(R1; dr, C) with 

respect  to ~t. 

Hence  P(1, z) -Q(l ,  z) is an entire funct ion in z. Bu t  since both  P(1, z) and Q(l, z) have  

l imit  zero when z becomes infinite, we can conclude t h a t  P(1, z) =Q(I, z). 

We therefore have  for sufficiently large Ill 

~(ln[E(1, z+i~)])= g(~,,,~§ ~.~z , I m z > 0  

and 

ff d/a I m z < 0 .  ~( ln[E( l , z - i~)] ) -2z~i  g(~',~+i~) ~,dzl,~_z, 

Thus  we see t ha t  for each number  ~ > 0, 

P;( l ' z )=?( ln[E( l ' z+ir l )] )  \ I m z <  

have  analyt ic  cont inuat ions in the /-variable to all 1 with I m  l ~ O .  Fur the rmore  these 

cont inuat ions are related in ~; for with r /<r / '  

P~:(l, z) = P,~(1, z -'I- i(~' - ~)) 

since this equal i ty  remains  valid for large enough 1. Thus  we can define v (ln [E(I, z)]) for 

all non-real  I and z by  set t ing 

~(ln [E(l, z)]) = P l ~ j ( l ,  z ~  i] I m  z[ ). 

Therefore  we shall have  established the  formula  

1 ~'/" d~ d~ 
~(ln [E(I, z)]) = ~ J J  q(v, 4) ~ _ l ~ - z 
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where g(v, 4) is a summable function; provided we can develop a sequence {g(., �9 +i~.)}~-1 

with Fn ~ 0 as n ~ oo such that  

lim [ [g(v, 2_, i~,~) vdv d2 _ f f dv dA 
~r j v l 2 -  z g(v, 4) v - 1 2 - z  (5.3) 

for each nonreal 1 and z. 

We now enter into this final step. 

Let  B~(v, 4) converge in a(L~176 dA~l), L~(/F2; dA~l~,)) to B(r, 4) for some sequence 

~/n of positive numbers converging to zero. We have seen in the discussion preceeding Propo- 

sition 3.2 that  such a sequence exists. 

Now by [20; Chap. I, Sec. 6.1, Prop. 2 and Cot.] there exists a family of pure states 

{m~}m in ~ff/, such that  ~ = ~ m ~  on ~ + .  

Since (3.16) and (3.17) tells us 

ffP+ B,~(v, 2)P+ = P+ dvd~ C 

and 

f f P_ - P_ dvdv= - P_ C (I B~(v, ~)) 

we can conclude that  for a denumerable subset of pure states {my}m, we have 

z[P+(B~(v, 4) P+] = ~ <P+ B~(v, ,,t.) P+, m~> 
|EJ" 

and 
�9 [P (B~(~,).) - 1) P_ ] = ~, <P_ (I - B,~(v, 2)) P_, m,>. 

t~.l" 

I t  follows from (3.33) and (3.34), and the Beppo-Levi theorem that  P+B(v, ~)P+ and 

P ( 1  -B(v ,  ~))P_ are in LI(R2; dA, ~) .  Define g~(v, 4)=~[P§ ~)P§ -B~(v,  

A))P]  and g(v, A) = ~[P+ B(v, ~)P+] - ~[P_(1 - B(v, 2)]. 

We shall verify (5.3) for the sequence {g~,(v, ;t)}~_l and g(v, 2). 

For each iEJ', we have by the convergence of B,,(v, A) in a(L~176 dA, ~) ,  

LI(R2; dA, )~/,)) that  

lim <P+ Bvn(v,  ;t) P + ,  ms> (v - I) 2 (;t - z) 2 - <P+ B(v ,  ;t) P + ,  m~> (v _ l) ~ (2 - z) 2" 

And, hence by integration on 1 and z the analogous equality holds for the functions 

( v -  1)-l(x- z) -1, since S S <P+ Bvn(v, 2)P+, m~> dvd2 is uniformly hounded in n. Similarly 

ff ff lim <p_[l_B,ln(v,~)]p_,m~> dv d2 <p_[_B(v, 2)]p_,m~> v _ l ~ _ z  
~..~, v - 1 A - z  
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for nonreal 1 and z. Now, let 6 be an arbitrary positive number. For each index M we can 

write 

<~M <P§247 v~l~--Zz 

(5.4) 

Suppose we choose M large enough so that  with [[ [I2 denoting the norm in L*(R ~, dA; C) 

we can then find an index N so that  for all n > N we have 

dv d2 
,~M[ f f <P+ (B,h,(v, a) - B(~, 2)} P+, m,> ~, Z t ~_ z 

+,zIff a-z2 <6/2 
I t  is clear from the Schwartz inequality that  the seend term on the right-hand side of 

(5.4) is bounded by 6/2. Thus for all n >~ N we have that  

{g~.( , , ,  2) - gO', 2)} ~, _ t , ~ - z  < 6.  

Since ~ was an arbitrary positive number, the result (5.3) is established. 

The fact tha t  g(v, 2) has compact support follows from the analytieity of the left side 

of (5.2) for 1 and z large and outside the spectrum of V and U respectively. 

Remark 5.1. We have obtained B(v, 2) as a weak limit of a subsequence B,n(v, 2). A priori 

another choice of convergent subsequence B~,n(v, 2) could have a weak* limit B'(v, 2 ) #  

B(v, 2). We have not proved equality. Nevertheless, g'(v, 2)=9(v, 2) since it is clear both 

functions satisfy (5.2). Thus the principal function of the pair { V, U} is uniquely defined. 

PROI'OSITION 5.2. For nonreal l and z 

f f  dv d/~ =~[{g_z}_~{V_l}_~{U_z}_~[V, U]]. v "  l (/~ - z) ~ 9(v, g) 
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Proo]. Recall (2.2) which says 

E-~(1, z) E(l, to) = 1 - i(to - z) O( U - z)-X( V - 1)-1( U -o))-1~ (5.5) 

for nonreal l, z and to. Wi th  Iz -o~]  small and I m  1 large as needed (depending on I m  z and 

I m  to) we can take logarithms and then traces of bo th  sides of (5.5) to arrive at  

~(ln [E(/, to ) ] ) -~( ln  [E(/, z)]) =~[ln  (1 - i ( to - z )O(U-z ) - l (V-1 ) - l (g - to ) - lO] ) .  

This gives us a t  once the relation 

2r~--i g ( v ' I t ) v - l [ t t - t o  / t - -z  d t t = z ( l n [ 1 - i ( ~ - z ) O ( U - z ) - ~ ( V - 1 ) - l ( U - t o ) - l O ] ) "  

Use of the power series expansion of 

In [1 - i(to - z) C( U - z)-l( V - 1)-1( U - to)- lr  

enables us to conclude tha t  

= - i ( t o  - z)  §  U - z ) -  1 ( V - l - 1  ( U - o.,) - ~ O )  + o ( I t o  - z l2), ( 5 . 6 )  

where O ( [ t o - z [  2) designates an operator  whose norm approaches zero like I r a - z [  2 as 

] t o - z [  ~0. If  we divide both sides of (5.6) by  ( to -z )  and let to approach z we shall have 

1 f f  1 lz)zdvdtt=~(O(U - 2~ g(v ' te)v-I  (t~- z ) - l ( V - l ) - l ( U - z ) - l O ) ,  (5.7) 

Our assertion now follows from the observation t h a t  

--  i'~((~( U - z ) - l (  V - / ) - 1 (  U - z ) - l O )  = ~'(( U - z ) - l (  V - / ) - 1 (  U - z ) - l [  V, U] ) ,  

LEMMA 5.1. For each pair o/nonnegative integers n and m: 

-~([u-v m, v])= -~(  Y v"-.-'v'u.[v, u]). 
0~<p~ n--1 

Proo/. This result is trivial. We simply note t ha t  [UnV m, V ] = [ U  n, V] V m and tha t  

IV", V ] = -  ~ U~[V, V] V ~-'-'. 
O~<p~< n-1 

Thus 

~([VnV m, V]) = - ~ (  ~ Vn-V-lVmVP[V, U]). 
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LwMMA 5.2. (N. Wallach). Let ( . ,  . )  be an antisymmetric bilinear ]orm in two commut- 

ing variables x and y such that (Po  R, Qo R~ =0 whenever P and Q are single variable poly- 

nomials and R is a polynomial in the two variables x and y. Further assume that {P, y)  = 0 

/or arbitrary plynomials P. Then ( . ,  �9 > is the zero ]orm. 

For the details of proof, the reader should consult [24]. 

Using this result we shall first demonstrate relation (5.1) when the restriction of the 

functions F and G to sp (U) • sp (V) are given as polynomials in x and y. To do this, it 

suffices to prove the following: 

PROPOSITION 5.3. Let R and S be polynomials in x and y. Then 

+((R(g,v),s(u,v/]/=~ {R,S}(~,~,/g(~,,~ld~,d~. 

Proo]. In  view of Lemma 5.2, it is enough to prove tha t  

+([g"'r ' . . .  g",v",, v ] l = ~  ~V~N-l~,~g(~,,~/d~,d~, (5.8) 

where nj, mj are nonnegative integers and N = ~ l < j < p  nj and M = ~ l < j < p m  r (Note tha t  

if (5.8) were true the bilinear form (R, S ) ~ ( [ R ( U ,  V), S(U, V)])-(i/2:~) I{R,  S}(,u, r) x 

g(v,H)dvdl~ would satisfy the conditions of Lemma 5.2.) From ~:([U~rV M, V])= 

T([U ~' V m' ... U",V n,, V]) and Lemma 5.1 it is plain tha t  we will have established our result 

once we show 

+[ y gN-.,-~VMU,[V, g]l= 2~--/ ~V~ '~-~g(7,,~ld~,d~ 
0<.p.<. N-1 

This step depends on Proposition 5.2: 

By equating moments at  infinity (with respect to l) 

1 M 1 
~ ( { U - - z }  1VM{U-z}-I[V, U])=~ (~_z)2g(~,/~)d, diu. 

Relation (5.9) now follows directly from this last equation by  extracting moments  at  in- 

finity with respect to z. 

We are now ready to prove Theorem 5.1 in its entirety. 

Proo[ o/ Theorem 5.1. We begin with the observation tha t  straightforward estimates 

when combined with Proposition 5.3 yield 

- - ~  j , ]  I~) d~dl~ 



MOSAICS,  P R I N C I P A L  F U N C T I O N S ,  A N D  M E A N  M O T I O N  I N  VON N E U M A N N  A L G E B R A S  195 

for all real values t, s ,  a and b. Thus, suppose 

F(x, y)= ~ fe~tx+~deo 
J J  

and 

G(x,y)=ffe'tX§ 
where w and a are measures in the class M(R,,). By Lemma 4.2 

F(U,V)=ffe"Ve' Vdw 
G(U, V)= f f 

Repetit ion of the Fubini theorem and our remarks above then yield 

i 

= 2-~ {F(tt, v), G(/t, ,)} (tt, ,)d~,dlt. 

A result in [13] implies that  given any compactly supported function g(v,/t) in LI(R2; 
dA, R 1) there is an Hilbert space : I /and operator T E s with [ T*, T] trace class (relative 

to s having g(v, tt) as its principal function. In  view of this fact the content of Theorem 

5.1 can be expressed in the following manner: 

Let ( . ,  -} be an antisymmetric bilinear form on polynomials in two commuting 

variables x and y such tha t  (P(R(x, y)), Q(R(x, y))} = 0  when P and Q are single variable 

polynomials and R is a polynomial in the two variables x and y; then (R,  S ) =  

L({R(x, y), S(x, y)}), where L is a linear functional. 

A necessary and sufficient condition that  there exists a yon Neumann algebra equipped 

with a normal trace 3, and a *-homomorphism 7~ from polynomials into the algebraic quotient 

ring ]fl/y~ such that  for all polynomials R and S (with representatives ~(R) and ~(S) in ~ )  

(R,  S} =~([~(R), ~(S)]) 
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is tha t  
i 

L(R) = -~  J JR(# ,  ~,) dw(~,,/~), 

where eo is an R ~ absolutely continuous real signed measure with compact support  and 

finite total  variation. 

PROPOSITIO~ 5.4. Let ~ be a yon N eumann algebra with normal trace ~. Let {Tn} be a 

sequence in ~ such that lim ~_~ Tn = T in the strong * topology. 

Suppose [urther that [T*, T~] e Y~/or each n = 1, 2 ..... [T*, T] E YT and 

lim IT*, Tn] = [T*, T] 

in the sense o/convergence in ~J~. For each n, let g,~ be the principal/unction o /T~ and let g 

be the principal/unction o / T .  Then gn~g in the a(Co(R2) *, Co(R~)) topology. 

Proo/. Since polynomials in x and y are dense in Co(R~ ) it suffices by Theorem 5.1 to 

show for each pair of positive integers r and s tha t  

lim " * r s T([(T,) ,  T, ] )  = ~([(T*) r, TS]). 
n--a~O 

To do this, we note that  for each n = l ,  2, ... 

[(T,)r,T~] = ~. ~ ,-,,,'W*~'-~-' w,-,-l__, [T,,* T,] T,(T,t . . 
O<~ k~r -10<~l~s -1  

Therefore our proof will be complete once we know that:  for A~, C~ E 

s - l i m A . = A ,  s - l i m C . = C  
n-'-I~O n'-r 

and B., B E Yr 
lim III B . -  BIB = 0 

implies 
lim ~(An B. C.) = ~(ABC). (5.10) 
n--~oo 

But  this is easily seen by the s ( ~ ,  ~ . )  continuity of the mapping (X, Y)-+X. Y on 

norm bounded sets and noting 

A n B , , C n - A B C  = ( A , , - A ) B C  + An(B, , -  B)C,~-AnB(C-C, , ) .  

For then relation (5.10) follows at  once from the a ( ~ ,  ~ . )  continuity of the map 

~ ( ~  given by  R - ~ ( R S ) ( S  a fixed element in Y,) [36] and the estimate ilIRSXIll < 

IlRII Illslll Ilxl[ where R, X E ~ ,  S G ~ .  
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P R O P O S I T I O N  5.5. Let U and V be elements in ~ s  with [V, U ] E ~  and principal 

/unction g(~,/~). Let F be a real /unction in I~(R1). Then the operator U +iF(U) VF(U) 
has sel/ commutator in Y~ and principal/unction 

,~(,,p)={gO(,/F(/~)',/~) F(/~)*O 
F ( ~ )  = o. 

Proo/. Note that  IF(U) VF(U), U] =F(U)[V, U]F(U) Ey~. 
For each pair of nonnegative integers n and m, we have by  Theorem 5.1 

~([{F(U) VF( U)} ~, Um]) = ~([F(U) '~ W, Um]) 

= :~ ff(F(P)2"",Pm}(P,')g(v,P)d'd# 

i ~Fm 

i 
- ~ff(~:~(~).c)m.nv~-l~-lg(~/F(/~)2,1~)dvdt~. 

As an immediate corollary to Propositions 5.4 and 5.5 we note the following: 

If  A is a Borel set of Baire class 1, there is a bounded sequence ( F , )  of real functions 

in ~ ( R ' ) ,  converging pointwise to the characteristic function Za, so tha t  F~(U) converges 

strongly to E(A). The operators T,=U+iF,(U) VF~(U), n = 1 , 2  ... .  and T = U +  

iv2a(U) V~pA(U ) satisfy the hypothesis of Proposition 5.4; accordingly the principal func- 

tion of the cut-down operator E(A) UE(A) +iE(A) VE(A) = E(A) (U +iV)  E(A) equals 

g(v,/~) "Za.xa(~,/~). (This result suggests a functional calculus based on L ~ functions.) 

From Theorem 5.1 it is clear tha t  g(v, p) is a unitary invariant  of T = U +iV as well 

as a trace class one. Taken together these invariance properties show tha t  if W is a partially 

isometric operator in ~ whose defect space projections belong to Yr, then T and WTW* 
have the same principal function. The necessary details of proof will be left to the reader. 

Suppose now tha t  T is completely non-normal and semi-normal. Then it was shown 

in [34] tha t  the essential closure of the support  of the principal function is the spectrum of 

T in the type I case. 

This theorem retains its validity in the present context. The proof, as before relies on 

a cut-down theorem of Pu tnam [35], and upon the cut-down property of the principal 

function which we have established. 

THEOREM 5.2. Suppose T i8 completely non-normal, hypo-normal, and T*T - TT* E Yr. 
Then the essential closure o/the support o~ the principal/unction o/T* is the spectrum o/T*. 
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Proo/.  Let [a, b] • [c, d] be a square disjoint from the essential closure of the support  

of g(v, #)  and centered a t  a point $. Call the spectral projections associated to U and V 

over the intervals [a, b] and [c, d] respectively E and F, i.e. U = ~ 2dEa, V = ~ ~dFa and  

E = E~, - Ea, F = F a - F , .  Form the completely non-normal, hypo-normal operator F E T E F .  

We have seen that  the principal function associated with ( F E T E F  is just 

g(v,/~) x[a, b] (/~)Z[c, d] (v) where z(a, b)(/~) and X[c, d] (v) are respectively the characteristic 

functions of [a, b] and of [c, d] evaluated at  # and at  v. 

Thus, since g(v, ~u)=0 on [a, b] • [c, d], z [ ( F E T E F ) * ,  F E T E F ]  = 0  by Theorem 5.1. 

But  since the commutator  is semi-definite, this means tha t  it vanishes. Accordingly, 

F E T E F  =0.  But  the Pu tnam "cut-down" result [35] tells us tha t  sp ( F E T E F )  = s p  (T) fl 

[a, b] • [c, d]; hence, [a, b] • [c, d] N sp ( T ) = r  and $r  (T). The reverse inclusion is clear. 

w 6. The traeial bilinear form--another version 

This section will be devoted first to the task of obtaining an analogue of Theorem 5.1 

which corresponds to a change of variables from Cartesian to polar coordinates. 

We will also obtain some further information about the functional calculus. 

All of the considerations of the present section take place in a yon Neumann algebra, 

~ ,  equipped with a normal trace v, which we regard as a subalgebra of I~(74) for some 

fixed Hilbert space ~4. 

We will again denote the trace ideal by :~. 

Suppose W is a partial isometry for which 

W V  = ( V + D )  W 

where V and D are bounded self-adjoint elements in ~ c  L:(~). Note that  the initial and 

final spaces 3d~ and ~4 I of W are invariant  for V and V + D respectively. Define the Hilbert  

space 

X =  ... ~t2 | ~d~ | ~ |  74~ ~ ~/~ o . . . .  

and let I7~ be defined on :~ as transforming 

= [ . . .  X-2,  X-x ,  X0, Xl, x2,  . . . ]  

into 

W ~  = [... x_  v x_  e, x_ 1 + W x  o, P ~ x  o, x 1 . . . .  ] 

where PR is the projection ~ -~  ~4i ~. Further,  let 

7 4  = [... ( V  + D)x_~,  ( V  + D ) x _  1, V x  o, Vxl ,  Vx~, ...] 
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and 

/)~ = [... 0, 0, 1)x0, 0, 0 . . . .  ]. 

I t  follows easily that  W!~=(l~+~i)1] 7, and tha t  g / i s  the minimal uni tary dilation of W 

(see [10] for the proof). 

With b defined so tha t  b 2 = ~ i , / ) b *  = b b  = I ~1 (recall the definition of C) we define 

~(1, w): ~ - ~  by  setting 

q~(/, z) = llx + b W ( W - z ) - l I T - l ) - l / ~  

for (l, z)qsp ( ~ ) •  (W). I t  is clear tha t  7 4 c ~  is a reducing subspace for ~(l, co). This 

operator valued function is closely related to the determining function E(I, z), [10], [12]. 

Let  ~ denote the direct sum yon Neumann algebra ... ~)o G o ~ ~ |  o ~)o • .... Let 

B denote the W*-algebra generated by W and ~ .  

Note tha t  ~ has a natural  trace induced by the trace on ~ ,  i.e., ~(A)=~(Aj~). 
Further, the compression of B to ~ = ~) o C) o | ~ (~  o (~ o O.. .  is precisely ~ .  To see this, 

call _f) the projection from :~ into :H. I t  is plain that/~B_f ) = {-f)B[ ~:  B e B} contains ~ .  

To show the reverse inclusion, we note that  gz is a strong * dilation of W and W E ~ .  

I t  is then clear that  ~ ~ PyP. We conclude tha t  P~(l, z) ll~ E ~ .  

PROPOSITION 6.1. For Im xd=0, [z[ 4:1, 

~(X, (D)~(X, Z) -1 = lliX + ((D --Z) J ~ / ( ~ /  -- (D) - I ( ?  - - ~ ) - - I ( $ - - Z ) - I ~ ) .  (6.1) 

Proo/. Since, as can easily be seen by direct multiplication, 

r z)-I = 11~- ] ) g r ( ? -  x ) - 1 ( g r - z ) - I / 3 ,  

we have 

~(Z, ~)$(X, Z) -~ = l t ~ + D $ { ( $ - - O ~ ) - l ( ~  --X)-I--(? --x)-l($ --Z)-I 

-- (W -- (O)-1( 1P - x ) - l t i  W( IY - x ) - l (  W- z) -1} D.  (6.2) 

On the other hand 

((D -- Z) ( ~ --  (.O)--1 ( ? -- X)--I( ~r __ Z)_ 1 

= ( ( D - - Z ) ( ] ~ / - - ( . o ) - i [ ( ~ r - - z ) - l ( 9 - - X )  -1 - - [ ( ~ r - - z ) - l ( ? - - X )  -1] 

= ((D -- Z) ( ~r  __(D)_I{ ( $ -- Z)_I( ~ -- X)~ 1 - -  ( ~ / - -  z)_l( ? -- X)_I~  $ (  ? -- X)_I( $ -- z)_l~. 

By the resolvent formula (~o - z) (W -co)- l (W - z) -1 = (W - co) -1 - (W - z) -1 this last expres- 

sion becomes 

(~-~)-~(?-  x)-~- (g~- z)-~(r x)-~- (g~-o~)-~(?-x)-~/) g~(?- x)-~(gz- z)-I 
+ ( ~ --  z)--l( ? -- X)--15 ~ (  ? -- X)--I( ~ --  Z)--I. 
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Therefore, 

( ~ o - z ) ( $ - c o ) - ' ( r  

= ( ~ - o~)-~(~ - ~ ) - t  - (r162 - z ) - q  ? - ~)-~ + [ ( ~  - z)-~, ( r - z ) - q  

- ( ~ - - o ~ ) - ~ ( r  x ) - ~  ~ ( r  - ~ ) - ~ ( ~ - z ) - ~  

= (~r __(A))_l( ~ __X)__ 1 -- ( r  __ x)__l( w __Z)__ 1 

-- (W--O~)- -~(?- -~) - -q)~(1P--  X)--~(~--Z)--~. (6.3) 

Insertion of (6.3) in (6.2) gives the result. 

LE~MA 6.2. 

ideal Y~ and 

For n~>O, m>~O, P[Wniff m, VII ~ and PWnl~'~[W, V]I ~ belong to the trace 

~(P[W~ '~, ~']j~) = ~(P E ~ - ~ - ~ r  r 
0~p~ n-1  

Proo]. Since P commutes with ~, P W ' I ~ = W "  and [W, f ' ] - - b W we have 

P[ W" f~m, f']l~ ---- [ W" V m, V] and if' gr, f'm[ W, V]I ~ = W" VmD W. Accordingly, these operators 

are in the ideal Y~. The proof that  

~ ( P [ $ ~ ? ~ ,  ? ] l ~ ) = ~ (  p Y ~ r 1 6 2  W, f'])l~) 

is essentially a repetition of the proof of Lemma 5.1 except that  we multiply both sides by 

P before evaluating the trace. 

L~MYIA 6.3. Let N = ( n l ,  n2 ..... nv) and M = ( m l ,  m2 ..... my), [ N [ = n t  + n 2 + . . , + n v  

and [M[ = m 1 + m~ + ... + m w where the nt's and m/ s  are nonnegative integers. Then 

P[W "'f'm'W'4'm'... ~ ' ~ ' ,  ?]1~ 

belongs to the trace ideal YT and 

(6.4) 

Proo]. The first part of the lemma follows as in Lemma 6.2. The equality (6.4) follows 

in a trivial fashion since P commutes with l~ and ~([T, V]) - 0  whenever T is in the trace 

class. 

In section 3 of the present paper we proved the existence of the principal function 9(v,/~). 

The next result is analogous. 
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THEORV.M 6.1. There exists a unique real-valued summable /unction gP(2, 3)def ined 

on the cylinder ( -0% ~)  x (3: [3] =1} such that 

l f f  1 1 
2z~ gP(~, 3), t  - 1 - (3 z) 2 d ~ d T = ~ ( ] D W ( W - z ) - I ( ~ - I ) - I ( W - z ) - I D ) '  (6.5) 

whenever (1, z) Csp (l~) • sp (W). 

We do not  wish to take the considerable space which would be necessary to give a 

full proof of this result s tar t ing from (6.1), since the proof is only a modificat ion of the 

corresponding proof of Proposit ion 5.2 above. 

By  Lemma 3.1 for lCsp (l~) U sp (]~+~f), there  is a summable funct ion (~(t) such tha t  

? ~( t )  _ 

Here 5(t) is the spectral displacement funct ion corresponding to the per turbat ion  

problem I~ ~ ? + ~i. 

We will show now tha t  ~(t) can be derived from the polar principal funct ion 9e(,1, 3). 

T H E O R E M  6.2. 

_ 1 (2~ 
(~(~) - 2~ Jo 9v(,~, go) dO. 

Proo/. We begin by  observing tha t  

l f f  1 1 d $ d X = z } r J W ( ? - l ) - ' ( W - z ) l ( ~ - - l ) - l } .  2~i  gP(,1' ~) ( ,1 -  l) 2 ~ - z 

This result is exact ly  analogous to Proposi t ion 5.2 and is proved by  the same reasoning. 

Now take z = 0. Then 

2~ g P ( , 1 '  d ,1dO=~{bW(~- l ) - '~g* (~ - l ) - ' } .  

But  W ( ? - l ) - t W * = ( ?  + b - l )  -1. Thus 

l~  f f gv(2, e*~ (-~-_ l~ d2dO = ~{ b( t~ + D -1) -  l ( t~ - l)- l } -= 3{ ( F - l)- l fl( ? + D -1)-  l }. 

But  (~' + b - l) - t -  (~ - l) - t  = - (1~ - 1) - tb(~  + b - l)-L Thus  

- ~ g~(2, e t~ dO (,1_ l )  2 

14--772903 Acta mathematica 138. Imprim~ le 30 Juin 1977 



202 R. W. CAREY AND J.  D. PINCUS 

But  Lemma 3.1 asserts t ha t  

+{( r - -  l) -1 - -  ( ~  -+-/~ - -  l) -1} = J (~-~-~'2 " 

Thus 

d~ f O(a) d~ 

for all non-real l, and we can conclude tha t  (1/2~z) S0~gP(2, et~ a.a. 2. 

We wish now to derive a version of Corollary 5.1 for the pair  {17i 7, 17}. Before doing 

this, we develop an associated functional  calculus. 

Let M(Z) be the collection of Borel measures # on the integers such tha t  S(1 + In I) • 

dlg(n)l <oo.  Le t  M ( Z •  1) be the collection of Borel measures g on Z x R  1 for which 

f ]z• n, (1 + I n 1)(1 + I t ] )d lg (n  , t) l < c~. The  norm of the characteristic functions of measures 

in M(Z) or M(Z • R 1) is defined in the usual way.  

PROI'OSITION 6.2. Let W be a partial isometry, with W V - V W = D W ,  and V E ~  s, 

D E ~'P N ~Jt. Let U E IQI(R'). Then PEW, H( l?)]l~ E :7~, and 111 ptw, B(v)],+ Ill -<< HHII Illn lib 

Proo[. We have W V = ( V + D ) W .  Hence W H ( V ) = H ( V + D ) W .  But,  by  Lemma 4.1 

H ( V ) - H ( V + D ) E Y ~ .  Hence [W, H(V)]EJ~.  But  [W, H(V)]=P[W, H(g)]I~. Moreover 

IIIH(V+D)-H(V)II[ = IIHH IIIDIII. Therefore II]/~[l~ r, H(l~)]l~ll I ~< IIHII IIID[II. 

PROPOSITXO~ 6.3. Let W be a partial isometry, let V E ~  s, D E ~ S N y r  and 

assume that W V - V W = D W .  Then /or F E ~ ( Z ) ,  we have P[F(I~),H(t~)]j, Ey, ,  and 

IIIP[F(W), H(V)],+III < IIHll IIFII IIIDIII. 

Proo]. For  n >~ 0 we have 

[W n, H( ~')] = 

Accordingly, 

WJ[W, H( l~)] W "- ' -a.  
O ~ J ~  n - 1  

P [  W", H(I~)]I~ = 
O < ; j <  n- 1 

PlyJpoply"-Jl+ = Y WJCW n-~, 
O<~l~ n -  1 

where=O=H(~+l~) -H( t? ) ,=and  C = H ( V + D ) - H ( V ) .  

nIH clll ~< nllH]l IlIDll[ �9 
Since W* = lV -a, analogous considerations give us 

Thus, = IIIP[W -, H(~)]~I[I < 

IIIPtW", nIr)],alll < Inl IIHII IIIDIII, 

for any integer n, positive or not.  
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Thus, if F(e +~ = Sze~'~ and F ( W ) -  SzWnd#(n), we will get 

III _P[F(W), H( ~)]1~ III < fill P(W) ~, H( ~)]l~ 11[ d I #(n) I 

< [IHII flnldl~(n)l III Dill < IIHll IIFll II[Dll[. 

:Now let FEII21(S' • R1), so that 

F(e'~ x) = f z f R e'"~ e"X d#(n, t), 

where fzfa,(l + Inl)(1 + Itl)dl#l (n, t)< ~ .  Define F(W, ~)=  j'z J'n* W"eU~d#( n, t). We 
will show that the map F~PF(W,  ~)~ defines a complex *-homomorphism of/V)(S' • R t) 
into ~ modulo the ideal Y~. 

THEOREM 6.3. Let F, H E ~ (S '  x R1), then 

(PF(W, ~))* I~ - P-F( W, ~)1~ E Y~, (6.6) 

-~F(W, ~)1~" PH( W, P)l~ - P(FH) (W, l~)l ~ r Y~, (6.7) 

[PF(W, ~)t~, PH(W, l~)l~] eye. (6.8) 

Thus, in particular, PF(W, ~)1~ has a trace class self-commutator. 

Proo[ o] (6.6). 

= '+, 

But we know by Proposition 6.3, that 

IIIP[W', e'~],~lll < (1 + Inl)(1 + Itl)lllDIII 
Hence 

IIIPF(~V, ~)*L~- P_~(W, r),~lll < f f(, § Inl)(1 + Itl)lllDllld~l(n, t)l < Cx3, 

Proo] o/(6.7). Suppose that F=/2 and H=~. Then F.H=#-~ ~,, and 

F'H(W,P)= f fzx~ W"e"~d(t'*~)(n,t)= f ~z~,{f fZx. W"+~ 
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Therefore 

F(W, ?)/~(W, ?) - (F. H) (W, ?) 

= fL• f fz• {W'e"~W%'b'~- W'§ 

Note that the operator integrand in this expression is equal to Wn[e ~tV, Wa]e~b~ 

Accordingly, since we have 

ii]PWn[e 't~, Wa] e'bVi~[[ [ ~< (1 + la[) (l + It[)[HD[][, 

we get 

iI[PF(W, ?)H(W, ?) l~-  P(F.  H)(W, ?)l~i[I 

( l+laD(l+]tl)dlul(n' t)d]vl(a'b)<ll lDIIl l lF'HH" 

It  remains only to observe that (6.8) follows at once from (6.7). 

T H E 0 R E M 6.4. Let W be an intertwining partial isometry in ~ / o r  which W V = ( V + D) W 

where V and D are in ~ and D is in the trace class. For F and H polynomials in two vari- 

ables 

l f f  ~(P[F(~t-, ~), H(W, ?)]~l = 2~  {f,  H} (r ,~)g~'(X, ~)d~d~. 

Proo]. Using Lemma 15.2 it suffices (as in the proof of Theorem 15.3) to show that 

7r(p[W,,pm, wn,? ,~ . . .  W,~,,pm,,, I7]1~)=2~ i ~ l N i  (,;Om)gP(t,~)d]td~ 

where iN[ =nl§  § and [M[ =ml§  +m~,. By Lemma 6.3 the theorem 
will be proved once we show that ~(P[W tNi ?IMp, [Y]l~)= (1/2~i) H IN]$ INI ~]JMIge(]t, ~)d2d$, 

or equivalently 

We shall make use of formula (6.5). By integrating around a large contour containing 

the spectrum of V in the interior, we get from (6.5) 

" 2hi 3.1 (~ - z) ~ g (~' 
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We now similarly form 

1 
2ziff2M,g,(2,$)d$(~ zl~l,  (~_ z)2dz) d~.='~ (~ zlIvl_t6( ]7~- z)-l ~lMl ( W -  z)-l[W, ~],~dz 

for a contour large enough to include the spectrum of W in its interior. Then, by taking 

residues, we get 

f f WINI-P-I'IMI~P[W' ~]IW)" ,2 IN] r ~lmg~(2, $) d/td$ = ~(P{0<e<~l NI_ 1 

Note that  if F=d~, H=f ,  (w, [~eM(Z • R1)) where eo and/~ are supported on Z+ • R x 

(Z+ the nonnegative integers), then 

w 7. The equality of the polar and cartesian principal functions 

Let T E 77/with [T*, T]E ~r and define Tz = T - zl. Then Tz admits a representation 

is the form WzQ~ where (T*~ Tz)l/~ =Q~ and Wz is the canonical partial isometry. Denote by 

gz'(~t, z) the principal function associated with the pair {Wz, Q~} and let g(v,/~) be the princi- 

pal function of { U, V} where U + i V is the cartesian form of T. 

THEOREM 7.1. Let ~ + i 7 = V ~ d  ~. Then for /ixed z=x+iy ,  gez(~, e~~ 5 +x) 

dA-almost everywhere. 

Proo/. Since the assertion is for fixed z =x +iy, and since the cartesian principal func- 

tion g~(v,#) corresponding to the pair { U - x l ,  V - y l }  is g(v+y, # + x )  where g(v, it) is 

the principal function of {U, V} we may assume, without loss of generality, that  z =0. 

Let  T = U + i V = WQ where Q = I T I and let P = T* T = I T 12. Then if T T* - T* T = D, 

we have W P - P W  = DW E Jr. Furthermore, 

psi2 _ (p + D)5/2 e Yr. (7.1) 

To see this, note tha t / (x)  =x  s/2 is continuously differentiable, and hence if we modify 

/ outside sp (P) U sp (P + D) so that  the modified function is differentiable and has compact 

support, then the modified function will be in h~(R1). The operators / (P)  a n d / ( P  + D) of 

course only depend upon ] on sp (P) U sp (P + D). 

Let A = WP 3. Then 
[A, A*], [A, P], [A*, P]  e Yr- (7.2) 
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These relations follow at once. For, [A, A*]--WP3PaW*-PaW*WP a= W P 6 W * - P  e 

which is in Y~ by an iteration of the relation W P - P W  = D W .  To prove [A, P]  E Yr, note 

that  [A, P] = W P 3 P - P W P  a = W P  4 - W P  4 + B where/3 E Y~ (since [W, P]  E Yr). 

Finally, [A*, P] = - [A, P]*, and therefore [A*, P] E Yr. 

Now let ~ be a neighborhood of sp (U) • sp (V) which contains the support of if(v, ft). 

Set 
(x + iy) (x ~ + y~)Sj2 on f~ = sp (U) • sp (V) 

F(x, y) = 0 outside. 

Then F(x, y ) E ~ ( R  2) and zP(x, y)EJ~(R~). Accordingly, we may consider the operator 

F(U,  V) defined by the functional calculus. 

By the basic relations of tha t  calculus, we can conclude that  

Now define 

F(U, V) = A modulo Y. 

_~(U, V) A* modulo Yr- 

{( x 2 + y  ~) on s p ( U ) •  

H(x, y )=  0 outside a compact set 

so that  H E M ( R 2) 

The functional calculus enables us to conclude that  

(7.3) 

H(U, V) = P modulo Yr. (7.4) 

Thus if p and q are polynomials in two variables, we must have by Theorem 5.1 

~[p(A, P ) q ( A * ,  P)] = ~[po(F(U, V)), H(U,  Y))), qo(.F(U, V), H(U,  V))] 

=2-~ {po(F,H),qo(P,H)}(~,,,)g(~,,~)a~av. (7.5} 

However, since W*P 8 - P3W* E ~lr, 

+[p(A, P),  q(A*, P)] = +[p( W P  a, P),  q( W*P a, P)]. 

In section 6 we defined the dilation space 3( and the projection i 5 from ~ onto ~,/= 

... | o | o | ~/| o | o | .... With the notation of that  section we have 

~[P(WP3, P), q(W*P3, P)] = ~(15[P(IYPs, P), q(IY*P3, P)]l~). 

This equality follows from the fact tha t  1~ is a strong * dilation of W and 15 kills 

any vector outside of :I/. 

Let now J(z, r) be defined to be smooth enough and of compact support such that  

J(~, r)=~r 8, [r =1 on a neighborhood of sp (W) xsp  (15). 
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Then J ( . ,  �9 ) ~ ( Z  • R~), and we can use the functional calculus developed in Sec. 6 

to conclude tha t  A - ifiJ(W, P)t~ ~ Y~ and A* - P f ( l ~ ,  ~)t~ ~ y~. Therefore, by  Theorem 6.4 

:~[p(A, P), q(A *, P)] = +P[po(J(W, P), P), qo(d(W, P), P)],u] 

= 2~i {po (J(r r), r), qo (f(r r), r)} (r r). ge(r, r drdr (7.6) 

Now take p(x, y)= xny "~, q(x, y)=s~y t where n, m, s, t EZ+, the nonnegative integers. 

Then with x +iy =r~ =r (cos 0 + i  sin 0) in a neighborhood of the support of g(v, ~u), 

we have 

p o (F, H)(~, r) = [(r~)rS]~r ~m 

qo($', H)(~, r) = [(r~)r~]~r ~ 

o r  

p o ( F ,  H) (L  r) = re"+2~" 

qo (F, H) ($, r) = re'+~t$ '. 

Now if ju + iv = re ~~ ~ = e ~~ then 

~(po(F, H), qo(_F, H))_ ~(po(F, H), qo(~', H)) ~(0, r) H)} (~, r) 
O(/~,v) O(O,r) ~(tu, v) {po(F,H),qo(_F, . 

Hence by (7.5) 

' / /  ~[p(.4, P), q(A*, P)] = ~-~ {po (f ,  H), qo (_~, H)} (~, r). g(r~) drdr 

where we have written g(r~)=g(v,#). But,  a calculation shows tha t  {po(F,H) ,  

qo (F, H)} (~, r) = i[(6n + 2m) s + (6s + 2 0 n] r 6 n+~m+8,+~t- leJ( , -  s)O. Hence 

1 r r  
~[p(A, P) q(A*, P)] = ~ -  [6ns+ (ms+ nt)] jdHr6"+2~+6'+~t-le~(n-')~ (7.7) 

We can, however, find a relation for ~[p(A, P), q(A*, P)] in terms of the polar bracket  

formula and 92(r, eta): pa(J($ ,  r), r=J(~, r)nrm=~nr 8"+m, and qo(J($, r), r)=~-SraS+t, since 

=1.) 
Hence the Jacobian is 

/(3n + m) r an+ m-1 ~, (3, + t) r aS+t-1 ~-s~ 
det  (nr2.+ m~.-1 _sr3,+,~-,-1 ! 

= - [s(3n + m) + (3s + t)nJr  a'+ m+3,+t-l~n-s-1. 
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Thus, subst i tut ing ~ =e  ~~ in (7.6), we  get  

- 6ns + (ms § nt)] ~fr3(~+s)+m+t_le~C~_8)Og~(r, e~O)drdO. 
2re JJ 

~[p(A, P), q(A *, P)= 

Now let ~ = r  2 in (7.7), then  

(7.8) 

~[p(A, P), q(A*, P)]  - [6ns +2zrm8 +nt] f f~ (n+s)+  m+~-I e~(n-8)0g(]/~e~0) d~dO. (7.9) 

Consequently,  with (n, m) ~= (0, 0) and (s, t) ~ (0, 0) 

ffr3(n+8)+m+  le,(n z)a ge(r ' e~0)] drdO O. [g( (7. 10) 

With  t = 1, n and s :~ 0 fixed, we will have for all m = 0, 1, 2 .. . .  

frmdrf~ '(" 8)~176176 

Since the  polynomials are dense in the continuous functions over a compact  set, we 

can conclude tha t  indeed 

ra( ~+ 8) re,( n-s)0 [g(l/re,O) _ g~(r, e*a)] dO = 0 

for almost  all r. Hence, 

fe~(~ 8)0[g(Vre~O) et0)] dO = 0 flY(r, 

for almost all r. Since this holds for all non-zero n and s, we can in turn  use this last result 

to  conclude tha t  g(~re ~~ =gP(r, e *e) for almost  all r and 0. 

One e lementary application has been s ta ted in the introduction.  

THEOaEM 7.2. Let H(r) E C~(R z) and let Hz(r ) = ~H/~r. Then ~{H(TT*) - H(T*T)} = 
1 ~re ~ Hz(x 2 + y*) g(y, x) dxdy. 

Proo/. Let  ($(;t) be the spectral displacement function corresponding to the per turba-  

t ion problem TT*-~ T*T introduced in (3.23). 

According to (3.27) 

H(T*T)] = jH,(r)  ~(r) ~[H(TT*) dr. 

But  6(r)= 1/2zr;~"gP(r, e~~ by Theorem 6.2. Hence we have 

~[H(TT*)- H(T*T)]= ~ f2~ foHl(r)g'(r,  et~ 
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The theorem is proved if we now invoke Theorem 7.1 and make the change of vari- 

ables x = l/r cos O, y = Wr sin O. 

Remark 7.1. Let  T = WQ be the polar decomposition of an element in ~ with [T*, T] E 

y,.  Let  K E Y~ and consider the new polar form T + K  = WQ.. Then Q2_ ~2 E Y~, but we 

cannot say the same for W - W .  (In fact, let T = 0  and take K = L I K  I where L is unitary 

in ~ . )  Nevertheless, Theorem 7.1 tells us that  the polar principal functions for T - z  

and T + K - z are identical. 

w 8. Index results 

In  this section we shall assume that  ~ is a yon Neumann subalgebra of s 

Call T E ~  finite if the projection onto the range of T, R(T), is finite and call T 

relatively compact if it is the limit in the norm of finite elements of 7/~. 

M. Breuer [6], [7] has defined the notion of relatively Fredholm operator. 

According to Breuer an operator T is relatively Fredholm if (1) the projection onto the 

null space of T, T/(T), is finite and (2) there is a finite projection E of 7t /such that  the 

range of 1 - E  is contained in the range of T. The set of Fredholm elements of 7t/will be 

denoted by :7(7t~). 

This definition does not imply that  the range of T i~ closed unless the finiteness of E 

relative to :/fl implies the finiteness of E relative to the full algebra t :(~).  

We will assume throughout the following paragraphs of the present paper that  7r/ 

is equipped with a semifinite normal faithful trace z. In  addition we will assume tha t  

EE ~)(Tt/), E finite implies tha t  v(E) < + oo. If  E E ~ ) ( ~ )  is finite, we define dim (E) ~v(E),  

and with Breuer make the definition: 

Index T = dim ~ / ( T ) - d i m  7/(T*). 

Breuer proved the von Neumann algebra analogues of the familiar Atkinson results 

about Fredholm operators and index; namely, :~(~)  is open in the norm topology, T E :7(7/~) 

iff T is invertible modulo the two sided * ideal of compact elements of ~ .  Furthermore, if 

S, TE:7(7/~), then Index S*= - I n d e x  S, Index S T = I n d e x  S + I n d e x  T, and if Index 

S = I n d e x  T, then S, T lie in the same component of :~(~).  

Assume now tha t  T is a Fredholm operator in ~ .  Let  E~ be the spectral resolution 

corresponding to TT*, and let El  be the spectral resolution corresponding to T*T. 

PROPOSITION 8.1. E~--E~ is in trace class and ~(E]-E~ is constant in a positive 

neighborhood ,~ = O. 
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Proo/. Let  T =  W(T*T)  1/~ be the polar decomposi t ion of T. Then W W * = ~ ( T )  and  

W * W = ~ ( T * ) .  Also W T * T  = T T * W ,  and it follows tha t  WEa* = Ea~ W. 

But  

El  - E~ = E~o) + El  - E~o)- ~o) + ~(o) - E~ = E~o) + E~ - E~o~- ~o~ - W(EI  - E~o)) W*. 

If  2 > 0 is sufficiently small, each of the projections which occurs in this expression is 

finite, and we can take the trace on both  sides of this last equat ion to obtain  

+(EI--E~)=+(E~o~) " l , - o - , , + z(E~- E~o)) - ~(E~o~-T(Ei - E~o)) =+(E~o~ - ~o~). 

The fact t ha t  ~(W(E~o)-EI)W*)=~(E~o~-EI)  follows from ~(W(E~o) -EI )W*) )=  

~(W* W(E~o) - El)) and W * W I ~ ( T *  ) = 1. 

Hence ~(E~ - E~ =~(E~o) - E~0)) for t > 0 and sufficiently small. 

Let  us now consider the case where T z - - T - z I  is Fredholm. Le t  E~(z) be the spectral 

resolution associated with T * T  z and let E~(z) be the spectral resolution associated with 

T~ T*z. Then 

[(TT* - l) -I - (T*Tz-l)-i] - (d[E~(z)- El(z)] 
- j Y:--i �9 

If  we now denote by  (~z(;t) the phase shift associated as in section 3 with V = T* Tz~-~ 

V + D = T z T*~, we will have b y  Lemma 3.1 

+{(T* T~ - l) -~ - (T~ T* - / ) -~}  = ( ~ ( ~ )  d2 

Furthermore,  since 0 r spe (T~ Tz*), Theorem 3.2 implies tha t  ~z(;t) = ~(E~(z) - E~ for 

;t >~0 and sufficiently small; thus (~(;t) is constant  near ;t = 0  and equals the index of T~. 

On the other  hand,  the index of T~ is constant  on the components  of the complement  

of the essential spectrum of T. Select a component ,  say ~/; with z 6 ~ ,  there exists a number  

b(z) > 0  such tha t  8~( t )=Index  ( T - z )  a.a. 2 in the interval  [0, b(z)]. 

Take ;t 6 [0, b(z)]. Then  (1/2g) S~g~z(~, e ~~ dO = Index T - z). Thus,  if 0 < R < b(z). 

1 ~R ~,~ R ~ 
~ J o  2 d t J o  gz P(~, et~ = Index  (T - z) --'2 

Now we use Theorem 7.1. I f  ( ) + i 7 = ~ t e  ~ ~  for fixed z = x + i y ,  then gzP(2, e to) = 

g(~ + y, ~ + x). 
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Therefore, if Bz(R) denotes the ball centered at  z with radius R, we will have with 

g(~) =g(v, i ~) for ~=/~ + iv  and $=~te ~~ 

ff. e ~ 
,~(R) Bo(R) J 0 J 0 

Now divide both sides by ~R ~ and go to the limit as R approaches zero. 

The fundamental  theorem of the calculus enables us to conclude tha t  g(z)= 

Index (T - z). 

We have in fact proved the following 

THEOREM 8.1. With z not in the essential spectrum o/ T, Index (T-z)=Oz(2)=g(z- 

(p + iv)) when • is positive and both ,~ and #2 + v~ are su//iciently small. 

As a consequence of Theorem 8.1 we shall show tha t  the bilinear form 

(F, G)-.~([F(U, V), G(U, V)]) 

on _~(R 2) is supported on spe (U +iV). We first prove a lemma. 

LEMMA 8.1. Let E and A be elements o / ~  with E compact, sel/.adjoint and [E, A] E Yr. 

Then -~([E, A])=0 .  

Proo/. I t  is clear that  we can assume tha t  A is also self-adjoint and in that  case it is 

enough to prove that  the principal function of E +iA is zero. But  this follows easily from 

Theorem 8.1 since sp~ (E + iA) has zero planar measure and for z ~spe (E + iT) we have 

Index (E +iA -z l )=Index (iA -z l )=0 since E is compact and A is self-adjoint. 

Now suppose F 1 and F2EIQ(R ~) and they define the same function on sp~ (U+iV). 

Since U and V commute modulo the trace ideal ~T, a f o r t i o r i  modulo the compact 

operators, by  looking at  the Gelfand transform we can see tha t  FI(U , V)-F2(U , V) is 

compact. Since [Re (F I (U  , V ) - F 2 ( U  , V)}, G(U, V)] and [Im {Fx(U, V)-F~(U, V)}, 

G(U, V)] are trace class the previous lemma asserts tha t  ~([Fx(U, V), G(U, V)])= 

~([F~(U, V), G(U, F)]). The same reasoning apphes to considering the case of two functions 

G 1 and G 2 in ~(R~)  which agree on Spe (U+iV). 

w 9. Examples 

In  this section we present two different kinds of examples. The first is for rings of 

type I, while the second is of type I I .  In  the type  I case, we outline a general procedure 

by  means of which the principal function can be computed; this procedure is valid for all 
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operators T in ~/~ with [T*, T] trace class and enables one to associate a principal function 

with certain pairs (U, V} even when [ U, V] is not trace class. 

The second example is more specific, yet quite interesting. For Toeplitz operators 

with almost periodic symbol /, the index (hence the principal function) at  z = #  +iv is 

known to coincide with the mean motion o f / - z  w h e n e v e r / - z  is bounded below away 

from zero [17]. We conjecture t h a t  g(v, #) coincides with the mean motion o f / - ( ~  +iv) 

for almost all (v,/x); using a result of Bohl [4] this is verified when / is a superposition of 

two exponentials. 

Example 9.1. Type I~. 

For details and proof of the following statements the reader should consult [15]. 

Suppose ~ is a factor of type I~, i.e. ~ = i:(74) where 74 is an infinite dimensional 

(separable) Hilbert space. Let U E )~s and denote by ~ ( U )  the C*-subalgebra of ~ gen- 

erated by the collection of operators TE ~ for which T U -  UT is trace class. Then, with 

P~r the projection of 74 onto 74~o(U) (the absolutely continuous subspace of U), the 

limits 
lim e~tV Te-ttvp~( u) = s ~ ( U; T) 

exist in the strong operator topology for any T in ~ (U ) ;  moreover s• T)E 71~(U). The 

mappings T~s• T) are conditional expectations which are also *-homomorphisms of 

~ ( U )  onto the commutant of U. (Cf. [18, w 

Suppose V E ~/(U) s and assume that  the spectral multiplicity function of Uao is finite 

almost everywhere. In a direct integral space 74 in which Uac is diagonal, (i.e., multiplica- 

tion by the spectral variable) the operators s• V) are decomposable. With 

w e  h a v e  

74 = f 74a da 

s:,(U; V)= f | V)(2)d2. (9.1) 

Here we are identifying s• V) with their restrictions to the subspace 74at(U)" Of course 

s:~(U; V) on 74at(U)" are represented by the zero operator. 

Our assumption on the multiplicity of Uao means that  dim :HA < ~ for almost all ),. 

For any complex number l not in sp (V) we have 

s+(U; V - l)s_(U; [V -/]-1) = f | V - l)(),) s:(U; [V - l] -1) (~t) d~t. 
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If we apply the usual determinant, det, we get for almost all 2, 

det{s+(U; V " l) (2)s_(U; [ V-1]-~) (2)}=exp { f g(v,2) ~d~_l~_ l}, 

where g(v, 2) is a dA-integrable function having compact support. If the commutator 

[U, V] is trace class, then g(v, ~t) is the principal function of {U, V}. By choosing a suitable 

branch of the argument, we have 

g(v ,  2 )  = lim arg det (s+ (U; V - (v + ie))(4)s_(U; [ V  - (~ + ie)] -1) (2)} 
~ 0  

for almost all ~, ;t. If the roles of U and V are reversed we could obtain an expression for 

g(v, 4) in terms of boundary values in sp (V~). 

For singular integral operators V of the form 

1 p (k*(2)k(tt)x(tt)dtt  ' 
Vx(2)-- A ( 2 ) x ( 2 ) + ~  i J . . . . .  ~t-~-2 ~ 

where the coefficients A(2) and k(2) are measurable essentially bounded (with respect to 

linear Lcbesgue measure) operator valued functions of 2, A(2) being self-adjoint and k(2) 

Hilbert-Schmidt, the symbols of V with respect to the multiplication operator Ux(2)= 

2x(2) are equal to s• V)(2)=A(2)~:k*(2)k(2). Thus, the principal function g(v,).) for 

the pair {U, V} is given by 

g(v, 4) = lim arg det ([A(2) - k*(2) k(2) - (v + ie)] (A(2) + k*(2) k(2) - (v + ie)] l} 
~40 

for dA-almost all v, 2. 

Example 9.2. Type i I~.  

Let A denote the C*-algebra on L2(R l) generated by multiplications Mo and transla- 

tions Ta where Mcu(x)=~b(x)u(x) and T~u(x)=u(x-2) ,  for uEL2(R1). Let • be the C*- 

algebra generated by translations on L2(R+), with R + the nonnegative reals. Observe that  

after an inverse Fourier transform, a linear combination of translations ~nan T~n on L~(R +) 

takes the form PMr = We where P is the projection onto the Hardy space H2(R 1) and ~ is 

the exponential polynomial ~nane ~nt. (The approximation theorem for AP(R1), the almost 

periodic functions, enables one to identify We with a sum of translation operators.) 

I t  is clear that  A is isomorphic to the C*-subalgebra of A generated by translations 

restricted to It+, (xa+ T~xa+: ~t E R 1} where xa+ is multiplication by the characteristic rune- 
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tion of t t+c  R. The closed two-sided ideal in ~4 generated by commutators in ~4 is the closed 

span of all finite sums ~nMon T,, n where ~,  is a function of bounded variation with compact 

support in R + and a,  is in R [16]. Moreover, the algebra A contains Wr for each almost 

periodic function ~b on It while every element in J4 can be written uniquely in the form 

Wr + C where ~ is in AP(R')  and C is in the commutator ideal [16; Theorem 1]. 

Let 40 be the set of operators on L2(R z) which have the form 

M~ Ta.,AjEtt, j = l , 2  . . . . .  N < o o ,  
l<~n~N 

where r  ELT(R), the space of essentially bounded functions which have compact support. 

Consider the linear functional T defined on A~ by 

v[~ Ms. T~.] = f ~  4o(t) dt 

where C0(t) is the coefficient of the identity translation, i.e. ;t 0 =0.  The weak closure ~ of 

40 is a factor which contains A and the linear functional ~ defined on A0 may be extended 

to a faithful, semifinite, normal trace on 7/1 [17], [38]. Hence ~ +  = {T E ~ :  XR+ TXR + = T} 

is a type IIr factor and the restriction of T to ~ +  is a faithful, normal, semifinite 

trace; (in fact, all such traces on 7/1+ can differ at most by a constant positive multiple). 

Let J(~+ denote the norm closure in ~ +  of the trace ideal. 

Following Breuer [6], [7] Fred (7/1+, J(m+)= {TE ~ +  invertible mod ~m+}. As was 

shown in [17; Theorem (2.2)] W~+CEFred ( ~ + ,  ~ + )  if and only if ~ is invertible in 

AP(R1). 

If CEAP(R  x) put 
~(t)  = + I ~ ( t ) ] e x p  2zdx(t), 

where the sign of + l r l is to be chosen for every t in such a way tha t  x becomes a con- 

tinuous function of t. The function x is said to have (for t ~  + ~ )  a mean motion u if 

x ( t ) / t~u ,  i.e., x( t )=ut+O(t);  t ~ o o .  

The problem of the existence and determination of this constant u goes back to Lagrange's 

t reatment of secular perturbations of the major planets. The existence of the mean motion 

has been established for exponential polynomials by Jessen and Tornehave [25] and R. 

Doss [21]. For exponential polynomials with three terms it was determined explicitly by 

Bohl [4]; this result is cited below. For general exponential polynomials 

~(t) = ~'a k exp i(~.kt + ~k) 
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where 2k, r/k are real, a k > 0 and  the  frequencies 2k are l inearly independen t  over  the field 

of ra t ional  numbers ,  i t  was shown by  H.  Weyl  [39] t h a t  the mean  mot ion  takes  the form 

1 
- ( W 1 ~ 1 , -  ~- W2~,I--[- . . .  + ~ r n ~ n )  

where ~k Wk = 1 and Wj are independen t  of the  initial  phases r/k. 

On the  other  hand  if r EAP(R  x) is bounded  below away  f rom zero, i.e. ~ is invert ible  

in AP(R1), the mean  mot ion exists and H. Bohr  [5] has  shown t h a t  

~(t) = exp i(ut +o~(t)) 

where eo E AP(R1). 

Now, if W~ is a Fredholm opera tor  so t h a t  r is invertible,  a simple h o m o t o p y  argu- 

men t  shows tha t  index W, = # .  Thus,  if r E A P ( R  1) and Wr has a t race class se l f -commuta-  

tor  (for instance, t ake  ff to be an exponent ia l  polynomial) ,  then  the  principal  funct ion 

g(v,/z) corresponding to W, coincides wi th  the  mean  mot ion  of ( r  z=/~+iv  when- 

ever  I ~ ( t ) - z  I > a ,  a > 0  for co > t >  - c o .  

I n  par t icular  the  principal funct ion for ex = Wexo tat equals ~ t imes the character-  

istic funct ion of the  uni t  disc. 

The  de te rmina t ion  of the principal  funct ion in si tuat ions where the  range of the al- 

mos t  periodic function ~ is space filling remains  unsett led,  a l though there is some evidence 

t h a t  it still agrees with the mean  mot ion  a t  points  inside the  essential spect rum.  As an 

i l lustration of this contingency,  consider in detail  the  case where ~ is a superposi t ion of 

two exponentials:  
r = a 1 exp i(21t +~1) +a~ exp i(2~t +flz). 

For  convenience we shall t ake  0 <21 <)-2. 

I f  the  rat io of the frequencies ~) =21/2~ is rational,  then  ff is periodic, its range is closed 

and has zero area. Thus,  the principal  funct ion being defined up to null sets, is de termined 

as the  mean  mot ion  of r on the  complemen t  of the  range. 

The  case of interest  here then  is when ~ is irrational.  

Le t  z =  I z l e x p  i(argz) .  We consider ~ ( t ) - z .  Following Bohl [4], the  numbers  Iz[,  

a,, a s de termine  a tr iangle with corresponding angles o91(Iz ] ), toz(lz I ), e~ ] )" Define 

b(z) = f12 - [arg z + rr] - (ill - [arg z + ~t]/r 

r  = 

~,(z) = ~ ( n -  nr + [b(a~g z) + n] el- 
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I t  is plain that  0 <~ < 1 and 0<$(z )<1 .  If Q is rational, let Q =m/n where m and n are 

relatively prime positive integers. Let  H(z) denote the number of integers in the interval 

(nw(z), n[~o(z) + ~(z)]). Finally, let h(z) be the number of integers in the set {no(z), n[~o(z) + 

~(~)]}. 
Then, the mean motion of the almost periodic function r  equals 

1 (41 e%(]z[) + 43 wa(]zl)) p irrational 

43 
2n (h(z) + 2H(z)) • rational. 

When ~ is irrational, we shall prove that  the principal function g(v,/~) is almost every- 

where equal to the mean motion. We do this by first observing how the mean motion in 

the irrational case, i.e. ~) irrational, is a limiting situation of the rational one. For let {41j} 

and {22j} be sequences of rational numbers with the respective limits 41 and 43 such that  

0 <~)1 =41 /421 =mj/nj< l. I t  is clear that  nj-~ oo as j-+ oo since Qj is rational and r is not. 

The mean motion for r  where 

Cj(t) = a 1 exp i(41;t +ill) + a3 exp i(43jt -b fl3 ) 
agrees with 

uj(z) = (;t3j/2nj) (hi(z) + 2Hi(z)). 

But, upon letting j-~ ~ ,  we see that  

H'(_z_)~ $(z)" 
n 1 

Accordingly, uj(z)-~ (1/:r)(~.leo3(I z I) + 4~e~ z I))" The sequence of principal functions {g(v, ~t)j} 

1 ~?'-< ~ corresponding to the operators (WCj} 1 ~<~< oo likewise converge pointwise to 

the values (1/~) (41~03(z) +43wa(z)). Moreover, the fact that  the sequence (g(v,/x)j} 1 ~<~ < oo is 

uniformly bounded in L~176 dA, C) implies that  the sequence {g(v, #)j} 1 ~<] < co converges 

in the weak*-topology of L~176 dA, C). 
In view of the continuity property (Proposition 5.4) the identification of g(v,/~) with 

(1/:t) (4xco~(Izl) +).2e%([zl) ) (z =/~ +iv) will be settled once we establish the following lemma. 

LEMMA 9.1. The strong limit relationships 

s - lira Wcj = W ~ j ,  s - l i m  W ~ / =  W~j 
t--~o t--~oo 

hold. Moreover, 
lim [W~j, W,~] = [W~, We] (in 3~) (9.2) 
J--~o 

Proo/. The first part of the statement follows at once from the fact that  4j~). implies 

s - l imj_~e~j=e~ and e~.j=e_~j, for any sequence of real numbers ~1, 4~ ..... I t  remains 
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to consider the last par t  involving trace class convergence of the commutators .  Bu t  in 

view of the  considerations in the  proof of Proposi t ion 5.4, together  with the preceding 

remarks, in order to establish (9.2) we need only observe tha t  

0 if )~ and/~  have the  same sign 

[e~,e~]= ea+~Z(0_, j if 2 < 0 , / * > 0  

-e~+,Z(0._t, ) if 2 > 0 ,  ju<0 .  

We have seen tha t  the  index group for the algebra A is the discrete reals. I n  this 

connection we observe tha t  for subalgebras j 4 ' c  A generated by  translations in a sub- 

group ~ of the reals, the corresponding index group will be ~. One way  of seeing this is 

tha t  the mean motion of an almost  periodic funct ion on R 1 belongs to the module generated 

by  the corresponding frequencies. F rom this fact  we should also expect t h a t  the values of 

the principal funct ion also lie in ~. Thus, for instance if ~ is the group {ra+nO: m # =  

0, ___ 1, ___2 . . . .  ; 0 an irrational number} and •0 is the algebra generator  by  translat ions in 

~, then the principal funct ion map for the algebra -'4o has its range in ~. 

Other examples of type  II~o factors are obtained by  taking the tensor product  of the 

algebra 7~t with 12(~) for d im ~ <  oo. In  this case the symbols are elements in A P ( R ' )  • 

1~(~) and the corresponding index is given as the mean mot ion of the determinants .  I n  

this context  see [18] for a t r ea tment  of algebras generated by  translations on R n for n >~ 1. 
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