
Hausdorff dimension and capacities 
intersections of sets in n-space 

by 

PERTTI MATTILA 

University of  Helsinki, 
Helsinki, Finland 

of 

1. Introduction 

Suppose A and B are Borel sets in the Euclidean n space R n. If they are sufficiently 

nice, for example C ~ submanifolds or rectifiable of dimensions k and rn with k+m>~n, 
then according to a well-known formula of integral-geometry 

f ~(k+m-n(A N fB) d2nf = c(k, m, n) ~,m(B), Y(k(A) 

where y(s stands for the s dimensional Hausdorff measure and ;tn is an invariant 

measure on the group of isometries of R n. Thus in this case there is a precise relation 

between the measures of A and B and of those of the intersections A NfB. The object of 

this paper is to study to what extent there are such relations, necessarily less precise, if 

either A or both A and B are completely general except for measurability assumptions. 

Thus various Cantor type sets, graphs of nowhere differentiable functions etc. should 

be included in our theory. Particular examples are the self-similar fractals, which 

Mandelbrot [MB] has considered in connection of several physical phenomena and for 

which Hutchinson [H] has presented a unified theory. 

First to consider thi~ problem was Marstrand [MJ] who explored the geometric 

properties of fractional dimensional subsets of the plane R 2. He proved that i f A c R  2 is 

~s  measurable with 0<~S(A)<~,  l<s<2 ,  then for Y(" almost all x EA dimA O l=s-1 
and ~s- l (A N/)<~ for almost all lines I through x. He also showed by an example that 

Y(~-~(AN/) may be zero for almost all lines l through any point of A. Marstrand's 

theorem was generalized to subsets of R" with lines replaced by m planes in IMP1]. In 

[MP2] a potential-theoretic approach to this problem was presented. It was shown that 
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by replacing the Hausdorff measure Ygs by the capacity Cs corresponding to the kernel 

]x-yl -s, one obtains more precise results and also a new proof for the above theorem. 

For example, if n-m<s<n,  then for Cs almost all xEA, C~+m-~(A N V)>0 for almost 

all m planes V through x, and 

bCs(A) <~ f Cs+,._.(A N V) d2.,,. V <~ cC~(A) 

where b and c are positive constants independent of A and 2,, ,, is a rigidly invariant 

measure on the space of m planes i'n R"; the right hand inequality was proved in [MP3]. 

In Section 5 we prove analogous results when the intersections A N V are replaced 

by A NfB, where f runs through the isometry group of R" and B is an m rectifiable 

subset of R", see Corollary 5.6, Theorem 5.8, Corollary 5.11 and Theorem 5.16. The 

examples of Section 7 indicate that these results are false if the assumption on the 

rectifiability of B is dropped. However in Section 6 we show that if we replace the 

isometry group by the similarity group, that is, maps composed of translations, rota- 

tions and homotheties, we get similar results without any rectifiability assumptions at 

all. To be more specific, let rz:R"--->R", z ER", be the translation, r~(x)=x+z, 
6r: R"--*R", rER+={t :  0 < t < ~ } ,  the dilation, 6r(x)=rx, let =~n be the Lebesgue meas- 

ure on R n and 0, the Haar measure on the orthogonal group O(n) of R". Suppose 0<s, 

t<n and s+t>n. We prove for example that (Theorem 6.8) 

ff Cs(A)Ct(B)<~c(n) r ,-I C~+,_.(A N (rzogorr)B)d.LP"z dO.g d.LPIr, 

and that if O<Y(S(A)<~ and O<~t(B)< oo, then 

dimA N (rxOgOOrO~_y)B>~s+t-n 

for Y(s•  almost all (x,y,g,r)~A•215215 (Corollary 6.12), The op- 

posite inequality is in general false, see Example 7.2, but it holds if B has positive t 

dimensional lower density at all of its points (Theorem 6.13). Note that the effect of the 

map 

rx o g o 0r o r-y: Z ~-> g(r(z-y)) +x, 

can be viewed as first applying rotation and homothety around y and then translating so 

that y goes to x. Here we allow the possibility n= l, in which case 0(I) can be neglected 

as it contains only IdR~ and -idR~. 
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The basic method will be developed in Sections 3 and 4. There we first define 

natural intersection measures/~ n rz~, v of/z and rz~r v for ~ almost all z E R n, where/z 

and v are Radon measures on R n and rz,~ v: E~v(r~  I E). To do this we slice the product 

measure/z•  by the n planes of R"• parallel to the diagonal; this idea comes from 

Federer 's  definition for intersections of currents, [F, 4.3.20]. We use the results of 

IMP2] on such slicing. Replacing v by g~, v or (go ~r)~* v, g E O(n), rE R+, we obtain 

the intersection measures/z Nf~, v, where f is an isometry or similarity, respectively, 

and we study integral relations betwen these measures and/~ and v. For example, we 

give conditions on/~ and v which guarantee that the intersection measures/~ nf~, v form 

a kind of disintegration of/z and v, that is,/z and v can be recovered by integrating first 

with respect to/z Nf~, v and then o v e r f ' s  in the isometry or similarity group, see (4.4) 

combined with Theorem 4.8 and (6.4) combined with Theorem 6.6. In Sections 5 and 6 

the measures/z Nf, r v will be used as test measures for the capacities of the sets A NfB. 

The results concerning capacities in [MP2] were proved for general lower semi- 

continuous kernels K(x,y) and H(x,Y)=ix-Yln-mK(x,y) in place of Ix-yl -s and 

Ix-yl "-~-m. Most of the results of Section 5 admit such a generalization in a 

straightforward manner (the possible exceptions being Theorem 5.8 and Corollary 5.9), 

whereas difficulties seem to arise in the case of Section 6. Another possible direction of 

generalization would be to replace the isometry and similarity groups by other sub- 

groups of the affine group of R ". Our method relies on the fact that we are using groups 

which are composed of a subgroup of the linear group with the translation group. 

In [H l] J. Hawkes has studied intersections from a different point of view. He has 

given conditions in terms of certain entropy concepts for two fixed sets A and B which 

lead to relations between the entropy and Hausdorff dimensions of A and B and their 

intersection A N B. 

2. Measures  and capacit ies  on R n 

2.1. Measures. The Lebesgue measure on R n is denoted by ~n,  and the s dimensional 

Hausdorffmeasure by X ~ In particular, ~ = L f ~ .  We let a(n)=Sg"B(O, 1), where B(x, r) 

stands for the closed ball in R" with centre x and radius r. The Hausdorff dimension of 

EcR'* is 

dimE = inf {s:~S(E) = 0} = sup {s:Ygs(E) = oo}. 

Let/z be an (outer) measure on R n. If f: Rn-->R m, the image measuref#/z is defined by 

f @ / f / ( E ) = ~ ( f - l E )  f o r E c R  '~. 
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If  g: Rm-->I~=R 1 U {oo, -- oo}, then 

f gofdl~ = f gdf** I~, 

provided the left hand side exists, [F, 2.4.18]. If  q9 is a/~ measurable non-negative 

function on R ~, the measure/~L99 is defined by 

 L99)(  = fe99dp for  E c  R". 

In case 99 is the characterist ic function of  a # measurable set A, we set #L.A=~L99. 

Then ~ L A )  (E) =#(A n E). 

Radon measure always means a non-negative (outer) Radon measure.  ~n  and 

~SLA,  where A is ~ s  measurable with ~ ( A ) < o o ,  are Radon measures.  If  f :  Rn---->R m 

is continuous,  # is a Radon measure on R" and J] supp #,  the support  of/~, is proper ,  

then f # #  is a Radon measure on R m [F,  2.2.17]. 

If  # is absolutely cont inuous with respect  to a measure v, that is vE=O implies 

/ rE=0,  we d e n o t e / , < < v .  The following lemma, which follows from [F, 2.9.15], will be 

useful: 

LEMMA 2.2. Suppose that kt is a Borel regular measure on R ~. If 

lim inf 6-"#B(x, 6)< c~ for l~ almost all x E R", 
6~0 

then # < < ~ .  

2.3. Capacities. Let  0 < s < n .  The s-energy of  a Radon measure # on R ~ is 

I , ( u ) = f f l x - y l - S a ~ a ~ y .  

The inner s-capacity of  a compact  set F c R n  is 

C~(F) = sup Is(#)- l, 

where the supremum is taken over all Radon measures # with supp # c F  a n d / , R  n= 1. 

For  arbitrary E c R "  we set 

Cs(E) = sup {Cs(F): F compact  c E}. 
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The corresponding outer  capaci ty  C* is defined by 

C*(E) = inf {Cs(G): E c G, G open}.  

Then Cs is an outer  measure  on R" and C*(E)=Cs(E) for Suslin, and hence Borel,  sets 

E c R  n [L, Theo rem  2.8, p. 156]. 

The  following relations between capacit ies  and Hausdor f f  measures  are well- 

known, see [L, pp. 196 and 200]: 

C*(E) = 0 implies ~ t (E)  = 0 for t > s, 

~f~(E) < ~ implies C~(E) = 0. 

Thus for  Suslin sets E, 

d i m E  = inf {s: C~(E) = 0} = sup {s: C~(E) > 0). 

For  the p roof  of  the following l emma see e.g. [MP1, 6.3]. 

LEMMA 2.4. I f  E c R  n, fft~S(E)<~ and 0 < t < s ,  then Se[x-y[-td~g~y<~ for ~r 

almost all x E E. 

2.5. Rectifiable sets. A subset  E of R ~ is called m rectifiable if there are a bounded 

set A c R  m and a Lipschi tzian map  f:  A---~R ~ with E=fA. E is called (~gm, m) rectifiable 

if ~ m ( E ) < ~  and there are m rectifiable subsets El,E2 .... of  E such that 

~m(E~l.,li~=l Ei)=0. By [F, 3.2.29] a set E c R  n with ~ffm(E)<o0 is (~gm, m) rectifiable 

if and only if ~ '~  a lmost  all of  E can be covered with countably  many  m dimensional  

C 1 submanifolds of  R n. 

3. Intersections of  measures 

Let /~  and v be Radon  measures  on R n. We shall construct  for 5f n almost  all z E R ~ 

Radon measures  /~Nrz~,V , which can be regarded as natural intersections of  the 

measures /~  and rz~r v. Here  rz is the translation 

rz: R ~---~ R n, rz(X) = x+z. 

We denote  for z E R n, 6 E R§ 

W= {(x,y) ERn•  

Wz= ((x,y) ERn• y+z}, 

6-848288 Acta Mathernatica 152. Imprim6 le 17 Avril 1984 
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Wz(d) = {(x,y)E R"xR": Ix-y-zl <~) 

= {(x, y) E R" x R~ dist ((x, y), l&z) ~< 6/V-~}. 

Let S be the subtraction map, 

S: RnXRn--~ R n, S(x ,y )  = x - y .  

Then the orthogonal projection of R"xR" onto the orthogonal complement 

W l = { ( x , y ) :  x = - y }  of W is h o S  where h: R"-->W • h(z)=(z,  - z ) /2 .  

We use IMP2, 3.1-4] to slice the product measure/~xv by the planes W z, z E R". In 

[MP2] only Radon measures with compact support were considered, but with minor 

modifications this restriction can be removed. Note that C+(Rn), which was errone- 

ously claimed to be separable, should be replaced by C~(R~), the space of non-negative 

continuous functions on R ~ with compact support. We obtain for ~n almost all z E R ~ 

Radon measures az on R~xR ~ such that for any non-negative Borel function q~ on 

R" x R" with f 9 d/~ • v< oo the following four statements hold: 

suppoz c Wz N supp/~xv. (3.1) 

I q~dOz=lima(n)-' c~-" fw CPd/zxv (3.2) 
.~ b ~ 0 ~(6) 

for ~ almost all zER n. Moreover, if ~vEC~-(R"• the ~ "  exceptional set is 

independent of ~v. 

The function z ~-> l ~ d~ is ~"  measurable. (3.3) 

" -< dl~XV (3.4) 
JS-iE 

for any ~ "  measurable set E r-R". Here equality holds if S~ ,~•  

In [MP2] (3.4) was stated in the case E=R n, but the general case follows by the 

same proof. 

Let p:R~xR'--*R ~, p ( x , y ) = x ,  be the projection. Whenever oz is defined, we 

define 

Ix N rzl, v =  p~az .  

Then for any non-negative Borel functions cp and ~0 on R n with Scp d/~< oo and S ~0 dr<  oo 

the following four statements hold: 



for ~n  almost all z ER ~. 

independent of  q~ and ~. 
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supp/~ N rz~r v c supp/~ N rz(suppv). (3.5) 

f n rz , vx = f  (x)Wty)do (x,y) 

=lima(n)-l d-~ o (~) qp(x)~p(y)dllxv(x,y) (3.6) 

Moreover, if qg,~pECd-(R"), the ~n  exceptional set is 

The function z ~ ~ q9. (q) o r_z ) d/t fl rz, ~ v is ~n measurable. (3.7) 

(3.8) 

for any ~n  measurable set E c  R n. Here equality holds if S ~ ( ~ x v ) < < ~  n. 

Proofs. We get (3.5) from (3.1) since 

supp/~ N rz,~ v c p(supp o z) ~ p(W z N supp/~ • v) 

~p( { ( x , y ) : x=y+z}  N (supp/~x suppv) )c  supp/~ fl rz(suppv). 

To prove (3.6) we use (3.1) and (3.2) to get 

z 

= lira a(n) -1 6 - ~ I  cp(x) ~(y) d/u• v(x, y). 
J, 0 .]wz(~) 

The first formula of  (3.6) combined with (3.3) yields (3.7) and combined with (3.4) it 

yields (3.8). 

4. Intersections of measures and isometries 

Let O(n) be the orthogonal group of R n, and let 0n be the unique invariant Radon 

measure on O(n) with 0n O(n)=l .  We denote by l(n) the set of isometries of R n 

equipped with the natural topology. Then each f E  I(n) has a unique representation in 

the form 

f =  r z o g with z E R n, g E O(n). 
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There is an invariant Radon measure 2n on l(n) such that for any non-negative Borel 

function q9 on l(n) 

For z E R  n, gEO(n), f=rzog and 6 E R +  we set 

Wf= Wg, z = ((x, y): x =f(y)} = {(x, y): x = g(y)+z}, 

WA0 ) = W~, z(0)= {(x,y): Ix-f(y)l ~< 6}, 

sg: R"• R n, Sg(x, y) = x-g(y). 

Let It and v be Radon measures on R". For  any g E O(n) we apply Section 3 to the 

measures It and g~, v to find that 

ItNf~,v=itNrz~,g,~v withf=rzOg 

exists for ~ "  almost all z E R  n. Furthermore,  one verifies as in [MP2, 3.3] that the set of  

all fEI(n) for which It Nf~,v is defined is a Borel set. Hence by Fubini 's theorem 

It Nf#v  is defined for 2,, almost allfEI(n). It follows readily from (3.5)-(3.8) that for 

any non-negative Borel functions q0 and ~p on R n with J'q0dit<~ and S~/dv<~ the 

following four statements hold: 

suppit 13 f~, v c suppit N f ( supp  v). (4. I) 

f qg(x)~pQ'-l(x))dIt nf=vx=lima(n)-'o-"fwz6+o 6) cp(x)~p(y)ditxv(x,y) (4.2) 

with f=rz o g for Lpn almost all z E R n. Moreover, if q0, ~p E C~-(Rn), the ~n  exceptional 

set is independent of q~ and ~p. 

The function f~--~ ( q~'0P o f  -1) dit N f~ v is ,1., measurable. (4.3) 

here equality holds if Se~(itxv)<<~ n for 0n almost all gEO(n). Observe that 

Sg~,~u• v)=S~(itx g# v). 

LEMMA 4.5. Gioen gE O(n) there is a set EgcR n such that ~n(Rn-Eg)=0  and for 

all z E Eg and for every non-negative lower semicontinuous function qo: Rn---~R 
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f cpdtt N (rzOg)~v<.liminf a(n)-16 -" ( cp(x)dl~• 

Proof. Approximating cp from below by an increasing sequence of continuous 

functions with compact  support, one derives this immediately from (4.2) and the 

monotone convergence theorem. 

LEMMA 4.6. I f  Sg ,~xv)<<s n for O, almost all gEO(n), then I~N 

(rxogOr_y)# V is defined and /~ N (rxOgOr_r)~, v(Rn)>o for /uXV• almost all 
(x, y, g) E R" •  O(n). 

Proof. Note that 

"gxO g o Z ' _ y  = Tx_gty) O g = rsg(x,y) O g .  

For any gEO(n), l~ N (rzog)#v exists for LP n almost all z E R  ". If  Sg#(~xv)<<~ n, 

this implies/~ N (rs~x.y) o g)~, v exists for/~ x v almost all (x, y). As in IMP2, 3.3] one sees 

that the set of those (x, y, g) E R n x R " x  O(n) for which/~ N rS~tx,r ~ v exists is a Borel set. 

Hence the first statement follows from Fubini 's theorem, and the second as in [MP2, 

3.3]. 

LEMMA 4.7. There is a constant c depending only on n such that for any x, y E R n, 

x+O, and 6 E R+ 

Moreover, 

On{g: Ix--gtY)I ~ O) ~ CO"-'IxI'-". 

O.(g: Ix-g(y)l ~ ~} = o ifllxl-lyll > o. 

Proof. If  Ilxl-lyll>O, then {g: Ix-g(y)l~<O)=o. Suppose Ilxl-lyll~<6, x•O*y. Then 

Ix-gty)l~<~ implies Ix/Ixl-gty/lyl)l<~2~/lxl, because 

Ix-g(lx[ y/lyl)l <<- Ix-g(y)l +l(1-1xl/lyl) gty)l = I x - g ( y ) l + l l x l - l y l l  <- 2~. 

Thus we may assume x, yESn- l={zERn: lz l=l  }. Defining ~:O(n)---~S n-~ by 

�9 (g)=g(y), we have by IF, 3.2.47] 

On{g: Ix-g(Y)I ~< O} - -  On(f~-I(z: Ix-zl <~ ~}) = c~ ~e"-I {z ~ a n-  1: Ix-zl <~ ,~} <- cz (~n-I 

where C I and cz depend only on n. 



86 p. MATTILA 

Next  we derive conditions under which the absolute continuity assumption of  (4.4) 

is fulfilled. 

THEOREM 4.8. Suppose that O<s<.n - 1, 

(Ix-ul-'d~u < (1) O0 

J 

and that there is b, 0<b<oo,  such that 

(2) 

for  v almost 

g E O(n). 

for  p almost all x E R", 

v{v: IlY-vJ-rJ ~6} <-~b6r ~ - s - !  

all y E R  n and for  6, r E R + .  Then Sg~,(pxv)<<~ n for  On almost all 

= lim inf6-npxv{(u,  v): Ix-u-g(y-v)l ~ 6} 
6J, o 

is a Borel function on Rn•215 If x satisfies (1) and y (2) we have by Fatou ' s  

lemma, Fubini 's  theorem and Lemma 4.7 

f l iminf6-nSg#(pxv)(B(Sg(x,  y), 6)) dO n g 

~< lim6~0inf5-" f / ~  x v((u, v): [ x - u - g ( y - v ) [  <<. 6} dO. g 

= lim inf0-" f 6 , 0  On{g: Jx-u-g(y-v)J <<- 6} dp• v) 

~< c l iminf6 -I ~ Jx-ull-"dpxv(u, v) 
6 $ 0 (u, v): Ilx-ul-ly-vll <- 6} 

= C l iminfd-I  $ 6 , o  v(v: I Ix-u l - ly-v lJ  ~ ~} Ix-uJ ~-" d~u 

It follows from Fubini 's  theorem that for 0.  almost all g E O(n) 

(x, y, g) ~--~ lim inf 6-n S g# (p x v) ( B( S g(x, y) , 6)) 
6j,0 

Proof. By standard methods (cf. [MP2, 2.5]) one verifies that the function 
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lira inf 6-nS~(It x v) (B(Sg(x, y), 6)) < oo 
~ 0  

for # x v  almost all (x,y), and by the definition of Sg#(axv) 

lim inf6-nSg#~ x v) (B(z, 6)) < oo 
550 

for Sg#(pxv) almost all z E R n. This combined with Lemma 2.2 completes the proof. 

COROLLARY 4.9. Suppose that m is an integer, 0<m<n,  J'lx-ul m-n d#u<oo for bt 

almost all x E R n, and that B is an (~l( m, m) rectifiable ~I( 'n measurable subset of  R n. 

Then Sg#(p • (~mLB))<<,LPn for On almost all g E O(n). 

Proof. We can express B as B=U~=oAi where ~m(Ao)=0 and Ai is an ~g'~ 

measurable set contained in an m dimensional C 1 submanifold Mi of R n. Each point of 

M; has a neighborhood U in M; such that there is a bilipschitzian map h: U---~VcR "~. 

Then v= ~ m L U  satisfies the condition (2) of Theorem 4.8 with s = n - m .  It follows that 

B B can be written as =lJi=lB i where each Bi is an ~m measurable subset o f R  n and 

Sg#(#x(~g'nLBi))<<~ n for On almost all gEO(n). Then also Sgn~X(~mLB))<< 

~n for On almost all g E O(n). 

C O R O L L A R Y  4.10. Let m and B as in Corollary 4.9. Suppose that n-m<.s<n and 

that A is an ~s measurable subset o f R  n with ~i~S(A)<~. I f  either n - m < s  or n - m = s  

and A is n - m  rectifiable, then Sg~,((~LA)X(y(mLB))<<~n for On almost all 

g E O(n). 

Proof. If n - m < s ,  then by Lemma 2.4 ~(A)<oo implies SalX--Ulm-nd~Su< ~ 

for ~ almost all x E A ,  and the result follows from Corollary 4.9. Suppose s = n - m .  

Then (~(n-mI__.A)x(~g'~LB)=~(nL(AXB) and A•  is (~n,n) rectifiable by [F, 

3.2.23]. A slight modification of the argument given in the last paragraph of [MP2, 5. I] 

shows that Sg#(~(nL(A x B ) ) < < ~  n for 0n almost all g E O(n). 

Remark 4. I 1. Suppose that k and m are positive integers, n<.k+m, A c R  n is ~k 

measurable and k rectifiable, BcRn is ~'~ measurable and (~m, m) rectifiable. Using 

[F, 3.2.23] as in Corollary 4.10, the co-area formula [F, 3.2.22] and Lebesgue's theorem 

on differentiation of integrals IF, 2.9.8] as in [A, 1.3(4)], one can compute the intersec- 

tion measures (~'k[._A)flf#(~mLB) for ;ln almost all fE  l(n). One then finds 

(~kLA)  n f#(~'n LB)  = ([t~k+m-nL(A nfB)) L V.,: 
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where for f = r z o g  , ~of: R~---~I~ is given by 

~f(x) = 2(k +m-~)/2/ap J,(SgIA • (x , f -  l(x)). 

For  the definition of  the approximate Jacobian apJ,(SglAXB) see 

3.2.16]. 

[F, 3.2.22 and 

5. Capacities and Hausdorff measures of intersections of sets 

In this section we study capacities and Hausdorf f  measures of  the intersections A NfB, 

when fEI(n) and B is (~m, m) rectifiable. Throughout  this section we assume that # 

and v are Radon measures on R n and l<~m<n. Throughout  5.1-5.5 we assume that for 

some b, 0<b<oo ,  

v{v: liv-yl-rl <<.6} <~brr m-I (5.1) 

for v almost all y E R "  and for 6, r E R + .  

The  following lemma can be verified as L e m m a  4.2 in [MP2]. 

LEMMA 5.2. Let 0<s<oo.  The functions 

f~-.-> l~(p N f#  v), fE  l(n), 

(x,y,g)~--~Is(It N (rxOgOr_y)l, v), (x,y,g) ERnXRn• 

(x,f)~-~ Jlx-ul-S dl~ n f#  vu, (x,f)ER"xI(n), 

are Borel functions. 

Below we shall consider  upper  and lower integrals of  the function f~Cs(A NfB), 
fE  l(n). In case A and B are compact ,  it is easily seen to be upper  semicontinuous (cf. 

IMP2, 4.6]), whence  it is a Borel  function whenever  A and B are o-compact .  We give 

the following general result  on its measurability, which however will not be needed in 

this paper: 

LEMMA 5.3. I f  0 < s < n  and A and B are Suslin subsets of  R n, then the function 
f~-->Cs(A NfB) is 2~ measurable. 

Proof. The set 

E=A• fl {(x,y,j~:x=f(y)} 
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is a Suslin set in Rn•215 Letting E(f)={(x,y): (x,y,J)EE} we deduce from [D, 

III,12] that the function f~Cs(E(f)) is ~, measurable. The map cpy:AflfB---~Eff), 
qgf(x)=(x,f-'(x)), is onto and kopc)-  x')l---VTIx-x'l for all x,x' EA nfB, whence 

Cs(A Of B)=2-~/2C~(E(f)), and the result follows. 

THEOREM 5.4. There is a constant c depending only on n such that for any s, 
n-rn<s<n, 

f TJ[s+m_n(,ll n f#  V) d;Lnf~ bcI,~) v ( R " ) .  

Proof. Set q=s+m-n. The various applications of Fubini's theorem can be 

justified by Lemma 5.2. By Lemma 4.5, Fatou's lemma and Fubini's theorem we have 

f lq(p N f#v)d;L~f 

nSo. d, nS..udZ.S 

< fffliminf.(n,-''-~ Ix-ul-qdl-t• 
6 $ 0 ~, z(6) 

~ o J J J Jw,,~(~) 

: lim infa(n,- '  b -n I I I I lx-ul -q dluO (rzo g)~, vu d/~ • y)d~"z dO n g. 
b~ o j j j % . ~ ( ~ )  j 

Recalling that Wg, z(6)= {(x, y): Ix-g(y)-zl<.6} we use Fubini's theorem and (3.8), with 

v replaced by g~r v, to get 

J(g)= f f 'x-ul-q d# n (rz~ vud#• 

= f f  flx-ul-qd#n(rz~ 
z: Ix-g(y )- zl~cS } 

~ f f (  'x-ul-qd#xv(u,v)dl~xv(x,Y )" 
(u, o): Ix-g(y)-(u-g(o))l<~6} 

Denote 

A~ = {(u, v, x, y)E (R~)4: IIx-ul-ly-oll ~ ) .  
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Integrating with respect to 0n, using Fubini's theorem, Lemma 4.7 and (5.1) we obtain 

fJ(g)dO.g<-ffO.(g:lx-u-g(y-v)l<~O}lx-ul-qd/~xv(u,v)d~xv(x,y) 

<<- c~ 6"-' ( Ix-ul~-'-m d~x~xvxv(u,x, v,y) 
dA d 

where c~ depends only on n. Combining this with the first inequality, we complete the 

proof. 

As in [MP2, 4.6] this energy-inequality leads to an integral inequality for capaci- 

ties: 

THEOREM 5.5. Let n - m < s < n  and let c be the constant o f  Theorem 5.4. I f  A c R  n 

and B is a v measurable subset o f  R n, then 

C,(A) v(B)<, bc ( C,+m_.(A n fB) d~.f. 
J .  

Proof. We may assume A and B are compact. Then the integrand is ;tn measurable. 

Let q = s + m - n .  We may assume Cs(A)>0. Let e>0 and choose a Radon measure # 

with supp#=A,/~(Rn)=l  and Is~)<~Cs(A)-~+e. Let J be the set of those fEI (n)  for 

which # Nf~,(v[__B) (Rn)>0. For f E J  put 

f l f =  (~ N f ~ , ( v l  B)(R"))-~ # fl f # ( v l  B). 

Then supp#fcA NfB and #f(Rn)= 1, whence Iq(ltf)-l<~Cq(A fqfn). Since n - m < s  and 

I~(~)<0o imply In_m~)<oo, we deduce from Theorem 4.8 and (4.4) 

f /a f ~ ( v L B )  (R") d2 , f  v(B). N 

Thus by H61der's inequality and Theorem 5.4 
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<~ fj/~ f~ f # ( v t  B)(Rn)21q(/tf)d]tnf fjIq(/tf)-l d).nf 

= jI lq(u fl f#(vL B)) d]tnf fjIq(Itf)-I d]t,f 

<~ bcls(#) v(B) f Cq(A n fB) dAnf 

<~bc(Cs(A) -l +t) v(B) f Cq(A fl fn) dX,f. 

Letting e ~ 0 we obtain the result. 

COROLLARY 5.6. Suppose that m is an integer, l~<m<n, n-m<s<n,  and that B is 
an ~"~ measurable (~m, m) rectifiable subset of  R ~ with ~t~m(B)>0. Then there is a 
positive number fl(B) such that for any A c R  n 

~(B) C~(A) <~ f .  C~+m_.(A fl fB) d1..f. 

Proof. As in the proof  of  Corollary 4.9 we find a compact  subset D of  B such that 

~m(D)>O and v=~mUD satisfies (5.1) with some b. We can then take fl(B)=~m(D)/ 
(bc), where c is as in Theorem 5.4. 

Remark 5.7. (1) In general it is not possible to choose fl(B) to be of  the form 

fl~m(B) where fl would depend only on m, n and s. In fact, the right hand side of  

Corollary 5.6 is bounded when A and B vary in a fixed ball. However, one can take 

fl(hB)=(Liph)mfl(B) whenever  h is a similarity of  R n. Thus for example for (n -1 ) -  

spheres B, fl(B)=fl,~n-I(B). 
(2) The opposite  inequality in Corollary 5.6 is false. For  example,  if A is a ball of  

radius r, then, for  a fixed B, as r---> oo the left hand side behaves like r ~ and the right hand 

side like r ~. Nevertheless,  using the inequality of  [MP3], we can prove the following: 

THEOREM 5.8. Suppose that m is an integer, l<.m<n, n-m<s<n,  0<R<o0,  and 
that B is a compact m dimensional C t submanifold of  R n. Then there is a positive 
number y(B, R) such that for all sets A ~ R ~ with diam A <~R, 

f gq C~+m_,(A n fB) d2 f<~ y(B, R) C*(A). 
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Proof. By the definition of  the outer  capacity we may assume that A is open. We 

may also assume that A is contained in B(0, R). Suppose that E is a compact  subset of  B 

such that diam E<~R and that there is an orthogonal projection P: R"--->V of  R n onto a 

linear m dimensional subspace V with PIE one-to-one and Lip (PIE)- 1~<2. For  g E O(n) 
define 

Eg.a=(raog)E for aEgV • 

Eg = LI {Eg, a: a EgV~-},  

Cpg:Eg--->gV • qge(x)=a ifxEEg, a. 

Note that Eg, aNEg, b=~ for aC-b as PI E is one-to-one. Then Lipq0g~<3 and q0~!{a} = 

Eg, a. Let  q=s+m-n. It follows from [MP3, Theorem 3.1] that 

fg N d~(~-ma <~ fl <~ cCs(A) Cq(A Eg, a ) C f  s ( A  Eg) 
V • 

where c depends only on m, n and s. Select Xg such that - x g  E gE. Then 

A N (rz o g) E = O  whenever  z E Rn--B(xg, 2R). Hence  

fCq(Afl(rz~176 v • Cq(AN(rb~176 

=fg fgCq((r-bA) N(ra ~ 
(VnB(PXg,2R)) V • 

<~ ca(m) 2mRmCs(A). 

Integrating over O(n) we get 

S Cq(A N fE) d2~f<~ ca(m) 2mRmCs(A). 

We can cover B with finitely many sets E I . . . . .  gk which satisfy the assumptions that 

were made on E. Therefore  

S 'S Cq(A Cl fB) d2~f<~ X Cq(A N fE i) d2~f<~ kca(m) 2mRmCs(A). 
i=! 

COROLLARY 5.9. Let m, s and B be as in Theorem 5.8. If  Ar-R n and C*(A)=O, 
then C*+m-n(A NfB) =0 for 2t, almost all fE I(n). 
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THEOREM 5.10. Suppose that n - m < s < n ,  S[x-ul-~dpu< oo for i~ almost all 

x E R  n and that v=Ei~lvi where each vi satisfies (5.1)for some bi. I f  A is a p measur- 

able and B a v measurable subset of  R", then 

C s+m_n(A r] ('c x o g o "t'_y) B) > 0 

for kt x v x O n almost all (x, y, g) E A xB  x O(n). 

Proof. Obviously we may assume v satisfies (5. I). Since A and B can be approxi- 

mated in measure from within by compact sets, we may assume that they are compact. 

Considering the restrictions we may also assume that supp/~cA and suppvcB. By 

Theorem 4.8 Sg~.(pxv)<<~" for ~.n almost all gEO(n), by Lemma 4.6 pn 

(rxogor_y)**v is defined and btA(rxogOr_y)(R~)>0 for p• almost all (x,y,g),  

and by (4.1) supplzN(rxOgOr_y)#v~AN(rxogOr_y)B. From Theorem 5.4 we infer 

that for 0, almost all g E O(n) 

I~+,,,_,,(,u n (r  z o g ) ~  v) < oo for  ~ "  a l m o s t  all z 6 R", 

which in view of the facts Sge~(p x v)<<~"  and q o g o "ry='lJSg(x,y ) 0 g implies 

]s+m-n(~ rl (rxOgOry)#v)< oo for p x v  almost all (x,y)ER"xR".  

Recalling Lemma 5.2 we get from Fubini's theorem Is+m_nQ.tO(~xOgOr_y)~,v)< ~176 

for pxvx0~  almost all (x, y, g)ER"xRnxO(n) ,  and the assertion follows. 

COROLLARY 5.11. Suppose that m is an integer, n -m<s<n ,  AcR",  and B is an 

~g" measurable (~m, m) rectifiable subset of  R". Then there is E c A  such that 

C~(A-E)=0 and for x E E 

Cs+m_n(A n (rxOgOr_y)B)>O for ~ m X O  n almost all (y ,g )EBxO(n) .  

Proof. Otherwise the set of those x EA for which 

~ m x O n { ( Y , g )  E B x O ( n ) :  Cs+m-n(A I"1 ( r x O g O r _ y ) B )  = 0} > 0  

contains a compact set D with Cs(D)>0. Then there is a Radon measure p with 

supppcD,  kt(D)>0 and Six-ui-Sdffu< oo for all xER n. As in Corollary 4.9 we see that 

v= Y("I__B satisfies the condition of Theorem 5.10, and a contradiction follows. 

COROLLARY 5.12. Suppose in addition to the assumptions of Corollary 5.11 that 
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A is ~(~ measurable 

A x B x O ( n )  

Proof. 
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with ~(~(A)<~. Then for ff(Sxff(mXOn almost all ( x , y ,g )E  

dimA N (rxO gOr_y)B >I s + m - n .  

Apply Theorem 5.10 to the measures / t = ~ S / A  and v = ~ ' l B  with s 

replaced by an arbitrary t, n - m < t < s ,  and recall Section 2.3 and Lemma 2.4. 

The following lemma and its proof are essentially from [LV, 6.3]: 

LEMMA 5.13. Suppose that m is an integer, l<.m<n, n - m < s < n ,  E c R  m and 

a: E---~R n is Lipschitzian. Then there is a positive number c such that for  all A c R  n 

f * Ygs+m-"(A N dSg"z <<- c~m(E) Y(S(A). 1~z(~E)) 

Proof. Define ~0: RnxE---~R~xE by ~p(z, y)=(z+a(y),  y). Then ~ is bilipschitzian, 

and putting F=~O-I(A• we have by [F, 2.10.45] for some Cl ER+ 

~ + S ( F )  ~< (Lip ~0- l)m+s~m+~(A • ~< c~ ~"(E)  ~ (A) .  

Set D(z)=(yERn:  (Z, y ) E F }  for zER ~. Then [F, 2.10.27] implies 

f * Y(m+s-n(D(z)) ds <<. Y(m+~(F) <. ~ffm(E) ~(*(A ). C2 C 1 C 2 

Letting p: Rn• n be the projection, we have A Nrz(aE)cplp({z}xD(z)) ,  and the 

required inequality follows. 

Remark 5.14. If B is an m dimensional C ~ submanifold of R n, one can modify the 

above proof to show that S * f f l ~ s + m - n ( A l q T z ( n ) ) d ~ n z ~ c f f ( m ( n ) ~ S ( A ) ,  where c de- 

pends only on m, n and s. Probably this is true also if B is m rectifiable. 

LEMMA 5.15. I r A  and B are Suslin subsets o f R  ~ and 0 < t < ~ ,  then for  every real 

number a the set 

{(x, y, g) E R n X R n x O(n): ~(t(A N (rx o g o r_y) B) > a }  

is a Suslin set. 

Proof. Denote 

E = A •215215215 N {(u, v,x ,  y,g): u = (r~ o gOr_y)(V)} , 

E(x, y, g) = {(u, v): (u, v, x, y, g) E E} for (x, y, g) E R ~ • R n • O(n). 
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Then E is a Suslin set and by [D, VI,21] the set {(x,y,g): ~t(E(x,y,g))>a} is 

a Suslin set for every a E R 1 . But since u E A N (rx o g o r_y)B if and only if 

( u , ( rxogor_y )  - l  (u)) E E(x, y, g), we have 

Y(t(A N (rx o g o r_y) B) = 2-t/z~t(E(x, y, g)), 

and the lemma follows. 

THEOREM 5.16. Suppose that m is an integer, l<<.m<n, n - m < s < n ,  A and B are 

Suslin subsets o f  R n, YgS(A)<oo and B is m rectifiable. Then for Y(s•215 almost 

all (x, y, g )Ea  xBxO(n)  

(1) ~s+m-n(AN(rxOgOr_y )B)<  oo 

and 

(2) d imA N ( r x o g o  r_y)B = s + m - n .  

Proof. Due to Corollary 5.12 it suffices to prove (I). This follows since L e m m a  

5.13 implies for  any gEO(n), Y('+m-n(AN(rzog)B)<oo for  ~ "  almost zER" ,  since 

Corollary 4. I0 implies Se**((Y(SIA)x(ygmlB))<<~" for 0n almost all g E O(n), and 

since L e m m a  5.15 implies that the function (x, y, g)~g~+m-n(A N (rx o g o r -y)  B) is 

~s  X ~m • On measurable.  

6. Similarities and intersections 

Here  we shall consider  intersections A NfB, where f is a similarity map of  R ~, without 

any smoothness or rectifiability assumptions on either A or B. By a similarity we mean 

a map f :  Rn-->R" such that there is rE  R+ with [f(x)-f(y)l=rlx-y [ for  all x , y  E R n. Then  

r=Lip f  and f has a unique decomposi t ion as 

where 

f=7:zOgOOr, z E R  n, gEO(n), r E R + ,  

6r: Rn---~R n, 6r (x )  = rx. 

We denote  by S(n) the space of  all similarities of  R n and for O<<-a<b<<.~ 

So, b(n) = {rE S(n): a ~< Lipf~< b}. 

For  any t E R +  we define the Borel measure O~o,bon Sa, b(n) such that 
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f ff 9dota,b = r t-I q~(rzogoc~,)d~fC"zdO, gd~.~lr 

o t - o  t and e=cr  1 For  for any non-negat ive Borel  function q~ on Sa, o(n), and we put - 0,= 

f E  S(n) and 6 E R+ we let 

Wy(c$) = {(x, y) ERn• Ix-f(y)l ~< ~}. 

I f  g E O(n) and r E R+ we define 

Sg, r:R'~• n by Sg.r(X,y)=x-g(ry). 

Let /z  and v be  Radon measures  on R n. For  any r E R§ we can apply Section 4 to 

the measures /~  and r $y to conclude that  for  g E O(n) the intersection measures  

t~ N f ~, v = lz N (rz O g)~, (c~r~, v) with f = rz O g O CSr 

exist for  ~ n  a lmost  all z E R ~. As in Section 4 we see that/~ Nf~, v is defined for  o al- 

most  all f E  S(n), and f rom (4.1)-(4.4) we infer that the following four  s ta tements  hold 

whenever  q0 and ~/, are non-negat ive Borel  functions on R~: 

supp/~ N f~, v ~ supp/.t N f ( s u p p  v). (6.1) 

f cp(x)v:(f-'(x))dlt nf#vx=lima(n)-'cs-nfw/~ ,o ~) cp(x)~(y)dpxv(x,y) (6.2) 

with f=rzogobr  for any g 60(n) for ~ n  a lmost  all z 6 R n. 

The function f ~  f cp(~ o f  -~) dp N f# v is a t measurable .  (6.3) 

ff (wof-')aanf vao'o f< t-'(bt-a')fwaaf wa ; (6.4) 

here equality holds if Sg, r~c(uXv)<<A~ ~ for  0~XA ~ almost  all (g, r) E O(n)xR+.  Note  

that Sg, ,~,(/zx v)= S g~,(ux6~, v). 

For the rest of  this section s, t and q will be real numbers such that 

0 < s < n ,  0 < t < n ,  O<~q=s+t-n.  

LEMMA 6.5. Suppose that a and fl are Borel measures on R ~ such that 

f l x r  dax < ~ and f lyl-t d~y < ~. 
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Then for O < a < b < ~  

lim sup d t -n6~o  ./~ ~ brt-lO'~{g: Ix-g(ry)l---< 0} d~.LPlrlxl -q daxfl(x,y) 
[ , ,  

<<- c(a, b) I Ixl-' lYl-'da •  y) 
23 (a, b) 

where 

A(a, b) = { (x, y) E R " x R " :  aly I <<. txt <~ blyl}  , 

c(a, b) = Co max {(b/a) ' - l ,  (a/b) '-1 } 

and Co depends only on n. 

Proof. Let 0 < 6 <  l and define 

Jo(x,Y) = r'-lOn{g: Ix-Wy)l ~ o} d,.~r 

for (x,y)E RnXR n. Using Lemma 4.7 we find that 

Jo(x, y) = ~ rt-lOn{g: Ix.g(ry)l ~< 0) d~r .  
.PEa , b] N {r: tlxl-rlytl ~ 6} 

Letting 

Ao -- {(x, y) e R ~ • aly]-O <~ Pxl <~ blyl +o} 

we have A(a, b)=n~>oAo and [a, b] n {r: Ilxl-rqyll<~d}---~ for (x,y) ~Ao, whence 

Set 

Bo = {(x, y) EAo: Ixl ~< 2o), 

G = {(x, y) EAo: aly I <~ 2d}, 

Do = {(x, y) 6Ao: Ix] > 26, alyJ > 2d}. 

Then Ao=BoUCoUDo. For (x,y)EB~ we have Ixl~2d and lyl<.a-i([xl+tS)<.3a-tO. 
These inequalities imply 

6--nlxl--q ~< 2 n-t3,a-tlxl-s lYI--', 

7-848288 Acta Mathematica 152. Imprim~ le 17 Avril 1984 
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from which 

(1) 

P: MATrlLA 

t "  
lim sup a-" / J~(x, y)Ixl-ada x~(x, y) 

6~0 JB 

f f ~< lim sup r'-tdr2"-'3'a -' Ixl -s lYI-' da• y) = O. 

For (x, y) E C~, lyl~<2a- 16 and Ix l~<(2a- i b + 1) 6, and we get in the same way 

(2) lim sup 6-" ( J~(x, y) Ixl -q da • y) = 0. 
~ 0  ./ca 

For (x,y)ED~ we have alyl/2<.lxl<~2bly I. Therefore by Lemma 4.7, with c~ depending 

only on n, 

Ja(x,Y) Ixl-" ~<c, 6"- ' lxl '-" fto, o~,~,:~ixi_~rll~ r"d~r lx l  -q 

~< c, 6"-' max {a'- ' ,  b '- '} 261y1-' Ix[ '-s-t 

~< 2c, 6" max {a ' - ' ,  b ' - '}  max {(a/2)'- ' , (2b) F'} Ixl -s lYI-' 

<~ c(a, b) 6"lxl  -~ lYI-' 

where c(a, b)=Cl 2 "+1 max {(a/b) '-1, (b/~)'-1}. Hence 

J~(x,y)lxl -q da• y)<~ c(a; b)lim sup ( Ixl-~ lYl - '  da• l imsup6-"  
a~O JO~ ~0 JAo 

= c(a, b) I- Ixl -~ lYl-'daxC~(x, y). 
./a (a. b) 

Combining this with (1) and (2) we get the lemma. 

THEOREM 6.6. I f  Is(~)<~ and It(v)<oo, then Sg, r~,(~Xv)<<~" for OnX~ff 1 

almost all (g, r)E O(n)• 

Proof. We may suppose that/~ and v have compact supports, and consequently 

that q=s+t-n=O. For 0<a<b<oo  we have by Fatou's lemma, Fubini's theorem 

and Lemma 6.5 applied to the measures a=S~,~x/~) and fl=S~,(vxv) (recall that 

S(x, y )=x-y)  



HAUSDORFF DIMENSION 99 

f . .  • r ,-1 l lmlnfb  Sg.,~(,u v)(B(Sgr(X,y),b))dO, gd~rdlxXV(X,y) 
6J, O " ' 

f ---<liminf6-" r t-~ pxv{(u,v): Ix-u-g(r(y-v))l<~6}dO.gd~lrdpxv(x,y) 
~ o  

fff  = lim inf6-"  rt-lO.{g: [x-u-g(r(y-v))[ <<. 6} d~lrdl~• u) dvxv(y, v) 
~ o  

= l iminf6  -n r'-'O.{g: Ix-g(rY)l ~ 6} d~rdaxfl(x,y) 

<~ c(a, b) f Ixl-~ lYI-' da • y) 

= c(a, b) ls(iz) It(v) < oQ. 

It follows that for 0 ~ x ~  1 almost all (g, r)E O(n)xR+ 

lim inf di-~Sg, ~#(~ x v) (B(Sg, ~(x, y), 6)) < 
660 

f o r / t x v  almost all ( x , y ) E R n x R  n, which implies 

lim inf 6-"Sg, ~#~ x v) (B(Sg, ,(z, 6)) < 
3~0 

for Sg. r:lC(,U X'I,') almost all z E R n, and further by Lemma 2.2, Sg, , ,dp x v)<<5~ n. 

THEOREM 6.7. There is a constant c depending only on n such that 

f ts.t_n~ N f# v) da'f<~ cls(p) It(v). 

Proof. From the proof of  Theorem 5.4, with v replaced by 6r:l: t 1), we see immedi- 

ately that for any r E R+ 

fflq(l~fl(rz~176 

<-'liminfa(n)-16-"ff ~  Ix-ul-qdPt•215 

Integrating over an interval [a, 2a], 0<a<oo,  Using Fatou 's  lemma, Fubini 's theorem 

and Lemma 6.5, we obtain 
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ff ff r t-1 Iq(fl N (rzOgOO,)~,v)d&P"zdO, g d~Jr 

cz ( Ix-ul-" u,y, v), 
,IA(a) 

where 

A(a) = {(x, u, y, v)E (Rn)4: aly-vl <-Ix-u[ <- 2aly-vl} 

and c2 depends only on n. Applying this inequality to the intervals [2-i, 2-i+1], 

summing over all integers i and observing that A(2-i)NA(2-J)=O unless Ii-jl~<l, we 

obtain the required inequality. 

THEOREM 6.8. Suppose that n<s+t and let c be the constant o f  Theorem 6.7. 

Then for any A, BcRn  and 0 < a < b < o o  

Cs(m) Ct(B ) <~ c f Cs+t_n(A N fn )  dtIta, b f  t-2(bt_at) 2 
3. 

Proof. We may assume that A and B are compact  with Cs(A)>0 and Ct(B)>O. Let  

e>0.  Then there are Radon measures /~ and v such tha t  s u p p ~ c A ,  s u p p v c B ,  

/~(Rn)=v(Rn)=l, Is~)<Cs(A)-l+e and It(v)<Ct(B)-l+e. Replacing 2 n by (Tta, b and 

using Theorem 6.6, (6.4), Theorem 6.7 and (6.1) we argue exactly as in the proof  of  

Theorem 5.5 to get 

t-2(b'-a') z= ~ N f#  v(R") da~,b 

+e)(Ct(B) -~ +e) ( Cq(A N fB) data, bf, c( Cs(A ) -1 
J 

from which the theorem follows. 

Remark 6.9. If  B is a compact  m dimensional C l submanifold of  R ~ with 

~m(B)>0,  it follows from Theorems  5.6 and 5.8 that the right hand side in Theorem 6.8 

behaves like b2t-a 2t as a function of  a and b. For  b - a  large this is like (bt-at) 2 but for 

b - a  small it gives a bet ter  lower bound than Theorem 6.8. 

THEOREM 6.10. Suppose that n<s+t, flx-ul-Sd u<o  for I.t almost all x E R  n, 

fly-vl-tdvv<~ for v almost all y E R  ~, A is a I~ measurable and B a v measurable 

subset o f R  ~. Then for lxxvxO~x~LP I almost all (x, y, g, r )EAxBxO(n)•  
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Cs+t-n(A f) (~xOgOt~rOr_y)B)>O. 

Proof. Approximating/~ and v we may assume Is(#)<~ and lt(v)<oo. As in the 

proof of Theorem 5.10 we may also assume that A and B are compact and that supp 

/~cA and suppvcB.  By Theorem 6.6 Sg, r#(gxv)<<~ n for 0 n x ~  1 almost all 

(g, r) E O(n) • R+ and by Theorem 6.7 Iq(U N (rz o g o 6r)# v)< o0 for ~n x 0n x Lpl almost 

all ( z ,g , r )ERnxO(n)xR+.  Using these facts we complete the proof as in Theorem 

5.10. 

COROLLARY 6.11. Suppose that n<s+t, A c R  n and Bc--R n with Ct(B)>0. Then 

there is a subset E of  A with G ( A - E ) = 0  and with the following property: For every 

x E E  there is a subset Bx o f  B such that Ct(Bx)>O and for all yEBx 

Cs+ t_n(m f] (-t- x o g o 0r o r_y)  B) > 0 

for Onx~LP 1 almost all (g, r)E O(n)• 

Proof. Let v be a Radon measure with compact support such that K= supp vcB ,  

v(Rn) = I and It(v)<~. Then Ct(F)>0 whenever F c B  is v measurable with v(F)>0. Let 

D be the set of those x E A  for which the set of all y E B  such that 

On• r) E O(n)• Cq(A f) ( rxOg  O0rO r_y)B) = 0} > 0 

has positive v measure. It suffices to show Cs(D)=0. If Cs(D)>0, there is a Radon 

measure bt with compact support Such that H=  supp/~=D,/z(R")= 1 and l~(g)<~. By 

the definition of D and the fact that the function (x, y, g, r)~--~Cq(H N (rx o g o 0r o "t'_y)K) 

is a Borel function, we infer from Fubini's theorem that the set of those 

(x ,y ,g ,r )EH•215215 for which Cq(HN(rxOgOC)rOr_r)K)=O has positive 

/~ x v • On x ~1 measure. But this contradicts Theorem 6. I0. 

I do not know if Ct(Bx)>O can be replaced by ct(n~nx)=O. 

COROLLARY 6.12. Suppose that A is an ~f~ measurable and B a n  ff f t  measurable 

subset o f R  ~ with ~t~'(A)<o0 and ~Ct(B)< oo. Then 

dim (A N (rx O g OC~r Or_y) B >! s + t - n  

for ~f~•215215 j almost all (x ,y ,g , r )EA•215  

Proof. Combine Theorem 6.10 with Lemma 2.4 and Section 2.3. 

In general the opposite inequality is false, but it holds ifB has positive t dimension- 

al lower density at all of its points: 
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THEOREM 6.13. Suppose that A and B are Suslin subsets o f  R n with ~(A)<oo  

and ;~t(B)<oo and that 

l iminf6- t~( t (B N B(x, 8)) > 0 for  all x EB.  
~ o  

Then 

dimA fl (zxogo6~or_y)B = s + t - n  

for ~s  X ~ t  X O n X ~1 almost  all (x, y, g, r) E R ~ x R ~ • O(n) x R+. 

Proof. Let g E O(n) and r E R§ A result of Besicovitch and Moran [BM] implies 

d i m A x ( ( g o 6 r ) B ) = d i m A + d i m B ,  and so ~'(s§ for t<u. Using this, 

IF, 2.10.27] and the similarity of the sets A N ~z(g o Or) B) and (A • (g o 6r) B) N Wz, we 

obtain 

S S ~s+u-n(A fl l;z((gO6r)B))d~nz = 2 (n-s-u~12 ~s§ n Wz)dSfnz 

c I ~7(s+"(A• = 0 

for t<u.  Thus d i m A n ( r z O g O 6 , ) B ~ s + t - n  for ~n  almost all zE R  n. From Lemma 2.4 

and Theorem 6.6 we see that Sg, r , ~ ( ( ~ S l A ) x ( ~ q _ B ) ) < < L  en for 0 n •  almost all 

(g , r )EO(n) •  For any such (g,r) d i m A n ( r x o g o 6 , O Z _ y ) B < - - s + t - n  for ~ •  

almost all (x ,y)EAxB.  The theorem follows now from Fubini's theorem, the obvious 

modification of Lemma 5.15 and Corollary 6.12. 

Remark  6.14. (1) The lower density assumption on B holds i fB  is self-similar, see 

[H, 5.3(1)]. 

(2) Clearly the above proof requires only the equality dim A •  A +dimB. A 

recent sufficient condition for this, more general than the positiveness of lower density, 

was given by Tricot IT]. 

7. Examples 

We construct two examples to illustrate the sharpness of the preceding results. For 

simplicity we consider only subsets of the real line, but quite likely such examples 

could be given in any R n. Of course the situation is somewhat different and more 

complicated for n~>2 as rotations play then an essential role. 
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The first example shows that Corollaries 5.6, 5.11 and 5.12 do not hold for general 

sets B. We could also use Hawkes '  work on the Cantor ternary set [H 2]7 but it does not 

display the worst possible situation. 

EXAMPLE 7.1. For  any s, O<.s<~l, there are compac t  subsets  A and  B o f R  l such 

that  d i m A = d i m B = s  and  f o r  any z E R 1, A f l  rzB contains  at  mos t  one point .  

Proof .  We assume 0 < s <  1. It is clear that only slight modifications are required to 

handle the extreme ca, ses, Take a strictly increasing sequence (nk) of positive integers 

with nl = 1 and define positive numbers dk by 

$ $ 
d l = l ,  n~+ldk+l=dk.  

Choosing the sequence (nk) sufficiently rapidly increasing, the numbers Ck defined by 

satisfy 

(1) 4nkdk+! <~ Ck. 

(nk+ I -- 1) ck+3(n k-  1) dk§ l +dk+ I = d k 

We define inductively intervals Iil...i m and Ji, . im of length dk for l<<.ik<<-nk, l<.k<.m, 

m = l , 2  . . . . .  as follows: Take I i = J l = [ 0 ,  1]. Assuming that li~...ik=[a,a+dk] and Ji,...i k 

= [b, b+dk] have been selected, we define for i= 1 . . . . .  nk+~ 

I i l  . . .  ik i = [ a + ( i -  1) c k, a + ( i -  1) ck +d~+l], 

Ji! . . .  i k i  "~- [ b + ( i -  1) ck+3(i k -  1) dk+ l , b + ( i -  1) ck + 3(i k -  1) dk+ I +dk+l]. 

Letting 

A = t'l t.J Iil ...i k a n d ,  B = t'l LI J i l  . 
k=l i i . . . i  k k=l i l . . . i  k ""tk~ 

we have d i m A = d i m B = s ,  cf. [F, 2.10,18]. Using (1) one verifies that for any z E R  l and 

k= 1, 2 . . . .  there is at most one pair of sequences il . . . . .  ik and j~ . . . . .  Jk such that 

U rzJ. ::1= ~.  Iil ik i n "'JkJ 
\ i = 1  ' "  ~ j = l  JI 

From this it follows that Af l  r zB  is either empty or a singleton. 
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The second example shows that the lower density assumption cannot  be removed 

in Theorem 6.13. 

EXAMPLE 7.2. For any s, O<.s<~l, there are compact subsets A and B o f R  1 such 

that d imA=dimB=s  and dimA N rz(5~B)=s for all z E [0, 1/2] and rE [1/2, 1]. 

Proof. Again we only treat the case 0 < s < l .  Le t  O<si<s<l, si ~ s, 1=[0, 1], and let 

L be the set of  the lines {(x, y): y=ax+b} with l~<a~<2, -1/2~<b~<0. We say that a line I 

intersects a rectangle R c R  2 maximal ly  if ~l ( INrzR)<~l ( INR) for  all z E R  2. We 

choose uniformly distributed disjoint subintervals 11 .. . . .  ImL of  I of length dl such that 

m I d~= I. We can take d l  so small that the following condition is also satisfied: 

If  l E L and p is the number  of  those rectangles Ii• i= 1 . . . . .  nl, which I intersects 

maximally, then p>~d~-Sxml. Thus pd~'~l.  

Next  we choose  uniformly distributed disjoint intervals Jl  . . . . .  Jn, of  I of  length el 

such that n 1 e~= 1. We can take el so small that the following condition also holds: 

If  IEL intersects maximally a rectangle I~• and q is the number  of those 
�9 �9 ~ S - - S l  S 1 

rectangles Ii• j = l  . ,nl ,  which l intersects maximally, then q~-ej nl. Thus qe 1 

/>1. 

Next  for each i=1 . . . . .  ml we select uniformly distributed disjoint subintervals 

Iil,... ,  I~, 2 o f / / w i t h  length d2 such that m 2 d~2=d~. We can again take d2 so small that the 

following condition holds. 

If  16L intersects maximally a rectangle l~• and p is the number  of  those 

rectangles Iik• k= I . . . . .  n2, which l intersects maximally, then p>-d~'d2-'2m2. Thus 

pd~2~ 1. 

It is now obvious how we continue to find the intervals 

Ii=Ii, i f f . . ,  and Jq=Jqi2~... Defining A and B as in Example 7.1, we have 

dimA=dimB=s .  Using the facts about the maximal intersections in the above con- 

structions and [F, 2.10.28], one finds dim(A• for all IEL,  whence 

dim(A• for  all rE[1/2,1] ,  z6[0 ,1 /2] ,  where l z={(x ,y):y=x-z} .  This 

implies dimA N rz(5~B)=s. 

[AI 

[BMI 
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