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## 1. Introduction

1.1. Statement of result. The most striking achievement of R. Nevanlinna's theory of meromorphic functions is the Deficiency Relation: if $f$ is a non-constant meromorphic function defined in the complex plane, then its (Nevanlinna) deficiencies $\delta(a)=\delta(a, f)$ $\left(a \in C^{*}=C \cup\{\infty\}\right.$ ) satisfy $0 \leqslant \delta(a, f) \leqslant 1$ and

$$
\begin{equation*}
\sum_{C^{*}} \delta(a) \leqslant 2 \tag{1.1}
\end{equation*}
$$

(for definitions of these terms and general information see [18], [17], [22], [23]). Those (extended) complex numbers for which $\delta(a)>0$ are called deficient values.

In 1929, Frithiof Nevanlinna [21] proposed the following conjecture concerning functions extremal for this relation:

Conjecture. Let $f(z)$ be meromorphic in the plane and suppose the order $\lambda$ of $f$ satisfies $(T(r)=T(r, f))$

$$
\begin{equation*}
\lambda \equiv \underset{r \rightarrow \infty}{\limsup } \frac{\log T(r)}{\log r}<\infty . \tag{1.2}
\end{equation*}
$$

Then if

$$
\begin{equation*}
\sum \delta(a)=2 \tag{1.3}
\end{equation*}
$$

we have

$$
\begin{equation*}
2 \lambda \text { is an integer } \geqslant 2 \tag{1.4}
\end{equation*}
$$

if $a$ is a deficient value, then

$$
\begin{gather*}
\delta(a)=\lambda^{-1} p(a) \quad \text { where } p(a) \text { is a positive integer }  \tag{1.5}\\
\text { each deficient value is an asymptotic value. } \tag{1.6}
\end{gather*}
$$

The central result of this article is the
Theorem. F. Nevanlinna's conjecture is correct.
Significant partial results have been obtained by A. Weitsman [26] and this writer [4]. Weitsman proved that hypotheses (1.2) and (1.3) imply that the number of deficient values is $\leqslant 2 \lambda$, and I established a weak form of (1.5): each non-zero $\delta(a)$ may be written as $\delta(a)=\left(\lambda^{*}\right)^{-1} p(a)$ where $\lambda^{*} \leqslant \lambda$, and both $2 \lambda^{*}$ and $p(a)$ are integers. The theorem here implies that $\lambda^{*}=\lambda$.

In the special case that $f$ is entire (or, somewhat more generally, that $\delta(\infty, f)=1$ ) the theorem has been known for many years [10], [11], [24]; the only change is that (1.4) becomes: $\lambda$ is a positive integer.

The deficiency relation (1.1) is a special case of the more general inequality

$$
\begin{equation*}
\sum\{\delta(a)+\theta(a)\} \leqslant 2 \tag{1.7}
\end{equation*}
$$

where $\theta(a)$ is a non-negative term which measures the branching "over" $w=a$ ( $w=f(z)$ ). It is interesting that equality in (1.7) is considerably "easier"' to achieve than in (1.3). For example, (1.7) holds for solutions to a large class of ordinary differential equations [30, Chapter 5], and if $f$ is any polynomial of degree $n$, then
$\Sigma\{\delta(a)+\theta(a)\}=2-n^{-1}$, although all deficiencies $\delta(a)(a \neq \infty)$ are zero. It is also possible to find functions of any order $\lambda$ for which (1.7) holds, with no algebraic relations between $\lambda$ and the numbers $\delta(a), \theta(a)$.

The ideas of [4] and [5] play an important role here, but an effort has been made to make this paper reasonably self-contained.
1.2 Outline of proof. The most familiar functions which satisfy (1.2) and (1.3) are the exponential functions $f_{p}(z)=\exp \left(z^{p}\right)$. The behaviour of these functions is very simple. Of course, $\delta(0)=\delta(\infty)=1$. Further, the plane divides into $2 p$ congruent sectors $D_{j}(1 \leqslant j \leqslant 2 p)$; in the odd $D_{j}, f_{p}$ tends to 0 , and $f_{p} \rightarrow \infty$ inside the even $D_{j}$. The remaining values are assumed regularly near the boundaries of the $D_{j}$.

Now let $f$ be the function of our theorem. Our goal is to construct a quasiconformal modification of $f\left(z^{2}\right)$, for $z$ sufficiently large, such that

$$
\omega\left(f\left(\varphi(\zeta)^{2}\right)\right) \approx f_{p}(\zeta) \quad(|\zeta|>R)
$$

with $p=2 \lambda$, for certain quasi-conformal maps $\omega$ and $\varphi$. Quasi-conformal modifications played an essential role in [4], and in Chapter 4 we give a self-contained introduction to them. Almost all work in this paper is to show that $f$ or a Möbius transformation of $f$ (which may be chosen locally) shares the value-distribution properties of $f_{p}(z)$.

Until §7.8, we work locally in the Pólya peak annuli of the $z$-plane. Recall that the Pólya peaks (of order $\lambda$ ) of $T(r)$ are real-intervals on which

$$
\begin{equation*}
T(r) \leqslant\{1+o(1)\} T\left(\varrho_{n}\right)\left(\frac{r}{\varrho_{n}}\right)^{\lambda} \quad\left(\frac{1}{4}\left(A^{\prime}\right)^{-1} \varrho_{n}<r<4 A^{\prime} \varrho_{n}\right) \tag{1.8}
\end{equation*}
$$

where $\varrho_{n}$ and $A_{n}^{\prime} \rightarrow \infty$; cf. [18, p. 101]. Corresponding to (1.8) are the annuli

$$
\begin{equation*}
\mathfrak{\mathfrak { U } ^ { \prime } = \mathfrak { U } _ { n } ^ { \prime } = \{ ( A _ { n } ^ { \prime } ) ^ { - 1 } \varrho _ { n } < | z | < A _ { n } ^ { \prime } \varrho _ { n } \} , ~} \tag{1.9}
\end{equation*}
$$

in which we work. Only in Lemma 7.7 of $\S 7.6$ we are able to obtain formulae which describe the behavior of $f$ in the subannuli $\mathfrak{U}_{n}$ of $\mathfrak{U}_{n}^{\prime}$, where

$$
\begin{equation*}
\mathfrak{A}=\mathfrak{A}_{n}=\left\{A_{n}^{-1} \varrho_{n}<|z|<A_{n} \varrho_{n}\right\} ; \tag{1.10}
\end{equation*}
$$

although $A_{n} \rightarrow \infty$, the ratio $A_{n}\left(A_{n}^{\prime}\right)^{-1}$ tends rapidly to zero. Yet to pass from this to the global result takes little more space.

A key result from Chapter 7 is needed to go from knowledge of $f$ in the $\mathfrak{A}$ 's to global information. This is Lemma 7.5 (§7.4) which asserts that (1.3) and (1.8) imply
that $2 \lambda$ is an integer greater than one. Since (cf. [7]) the set of $\lambda$ for which (1.8) is possible forms an interval, it follows from Lemma 7.5 that not only (1.4) holds, but a weak form of (1.8) is satisfied for all large $r$ : given $\varepsilon>0$, there exist $C=C(\varepsilon), r_{0}=r_{0}(\varepsilon)$ such that

$$
T(r) \leqslant \begin{cases}C T(\varrho)\left(\frac{r}{\varrho}\right)^{\lambda+\varepsilon} & r>\varrho>r_{0}  \tag{1.11}\\ C T(\varrho)\left(\frac{r}{\varrho}\right)^{\lambda-\varepsilon} & \varrho>r>r_{0}\end{cases}
$$

While we are not permitted to use (1.11) until after §7.4, we note that it is weaker than (1.8) when $\varrho=\varrho_{n}$ and $\left(A_{n}^{\prime}\right)^{-1} \varrho_{n}<r<\left(A_{n}^{\prime}\right) \varrho_{n}$. Until Lemma 7.4 has been established, we shall mention, when using (1.8), that a similar inequality holds if (1.8) is replaced by (1.11). This means that once (1.11) is known, the arguments which have been applied to the $\mathfrak{Y}_{n}^{\prime}$ may be transferred to any sequence of annuli $\left\{A_{n}^{-1} t_{n}<|z|<A_{n} t_{n}\right\}$ where $A_{n}$ and $t_{n} \rightarrow \infty$. It is this fact which leads us so quickly to the global result. In this paper, we will use $\varepsilon=\frac{1}{4}$ in (1.11).

Since the $A_{n}^{\prime}$ of (1.8) will be diminished in our work until they become the $A_{n}$ in (1.10) and since any subsequence of the $\left\{\varrho_{n}, A_{n}^{\prime}\right\}$ satisfies (1.8), we make the inessential a priori condition

$$
\begin{equation*}
A_{n}^{\prime}<\varrho_{n}^{1 / 2} \tag{1.12}
\end{equation*}
$$

It is now possible to outline Chapters 2-6, in which $f$ is studied only in the $\mathfrak{Y}_{n}^{\prime}$. The reader should keep the behavior of $f_{p}(z)=\exp \left(z^{p}\right)$ in mind when reading this. Choose a complex number $a$ with $\delta(a)>0$ and consider the subsets of $\mathfrak{U}_{n}^{\prime}$ (cf. (1.9)) for which

$$
\begin{equation*}
|f(z)-a|<\varepsilon_{n} \tag{1.13}
\end{equation*}
$$

for a sequence $\varepsilon_{n}$ which slowly approaches zero. The definition of deficiency

$$
\begin{equation*}
\delta(a)=\liminf _{r \rightarrow \infty} \frac{m(r, a)}{T(r)} \tag{1.14}
\end{equation*}
$$

implies that these subsets meet each circle $\{|z|=r\}\left(\left(A^{\prime}\right)^{-1} \varrho_{n}<r<A^{\prime} \varrho_{n}\right)$. In Chapter 2 we say considerably more. First (Lemma 2.1): the sets $D=D(a)$ which contribute to $\delta(a)$ in (1.14) may be thought as being simply-connected, whose $f$-images cover the punctured discs $\{0<|w-a|<\varepsilon\}$. Standard potential theory (Lemma 2.3) then shows that if $A_{n}$ is
chosen so that $A_{n} / A_{n}^{\prime}$ is sufficiently small (but still $A_{n} \rightarrow \infty$ ) then at most $2 \lambda=Q(\lambda)$ of these sets $D(a)$ (as $a$ varies) contribute to (1.14) relative to the $\mathfrak{A}_{n}$ of (1.10). By

$$
\begin{equation*}
Q(\lambda) \tag{1.15}
\end{equation*}
$$

we mean any numerical expression which is bounded, with bound depending only on the order $\lambda$ of $f$. This role for $Q(\lambda)$ will be convenient throughout this paper.

These $Q(\lambda)$ components are the basis of all further analysis. In Chapter 3, we remove a union $B^{*}$ of $Q(\lambda)$ small logarithmic rectangles from $\mathfrak{A}_{n}$, and in the Decomposition Lemma (Lemma 3.2) show that $\mathfrak{U}_{n}-B^{*}$ divides into $Q(\lambda)$ subsets $F$, in each of which $f$ has two near-Picard values: there exist $a=a(F), b=b(F)$ among the full set of deficient values such that the counting-functions satisfy

$$
\begin{equation*}
n(a, F)+n(b, F)<C\left(A_{n}^{\prime}\right)^{-2 h} T\left(\varrho_{n}\right) \tag{1.16}
\end{equation*}
$$

where $h$ is some positive constant which depends only on $f$.
Inequality (1.16) is a natural re-interpretation of hypothesis (1.3). The advantage of a condition such as (1.16), is that it suggests the possibility of modifying $f$ so that the "omitted" values $a$ and $b$ are always 0 and $\infty$.

The theory of these modifications is the subject of Chapter 4, although in Chapter 4 they are only constructed in "admissible'" logarithmic rectangles. Much of this information is needed for later work, and Lemma 4.13 is needed in Chapter 7 to show that the behavior of $f$ in any union of $Q(\lambda)$ small logarithmic rectangles (such as $B^{*}$ in Lemma 3.2) is negligible. Unfortunately, it is not possible to make a single modification of $f$ which is defined in all of $\mathfrak{A}_{n}$; rather, we consider $f\left(z^{2}\right)$ and construct $Q(\lambda)$ modifications $G_{m, n}(z)$, each valid in a specific subannular region $\mathscr{A}_{m, n}$ of $\mathfrak{A}_{n}$; cf. (5.1) and (5.28). These $G_{m, n}$ depend on $m$, but we find that

$$
\begin{equation*}
\left(G_{m}^{\prime} / G_{m}\right)^{2}-\left(G_{m+1}^{\prime} / G_{m+1}\right)^{2} \tag{1.17}
\end{equation*}
$$

is an error term in $\mathscr{A}_{m, n} \cap \mathscr{A}_{m+1, n}$. Since 0 and $\infty$ are near-Picard values for the $G$ 's, we may 'divide them'' from $G$ and make little change in the growth of $G$. Thus, for each $m$ we let $K(z)=G(z) P(z)$ ( $P$ an error term), so that $K \neq 0, \infty$ (cf. (5.31)) and then expand each $\left(K_{m}^{\prime} / K_{m}\right)^{2}$ in a Laurent series (cf. (6.21)). The key result in this paper is Lemma 6.3 , which uses (1.16) and (1.17) to show that these Laurent coefficients are essentially independent of $m$. Once this is known, the parallels to the classical entire function case (cf. [10, 11]) become very clear. For example, Lemma 7.5, which implies (1.4), reflects the tension between (1.8) and the usual convexity of means of analytic functions.

It is natural that these methods depend on the invariance of some differential operator as in (1.17). F. Nevanlinna was led to his conjecture by studying the Schwarzian derivative $\{f, z\}=\left(f^{\prime \prime} \mid f^{\prime}\right)^{\prime}-\frac{1}{2}\left(f^{\prime \prime} \mid f^{\prime}\right)^{2}$, under the special assumption that $f$ has no multiple values; then $\{f, z\}$ is a polynomial, and so $f$ may be analysed by asymptotic integration [19, §§ D.3, 7.4]. While $\{f, z\}$ is invariant under all Möbius transformations, (1.17) is only invariant under the transformation $Z \rightarrow Z^{-1}$ as well as $Z \rightarrow t Z(t \in \mathbf{C})$, but this is all that is needed here.

There is a fundamental reason why this problem is more complicated for meromorphic functions than entire functions. If an entire function $f(z)$ satisfies (1.3), then $\delta\left(0, f^{\prime}\right)=\delta\left(\infty, f^{\prime}\right)=1$, so we may study $g=f^{\prime}(P(z))^{-1}$ in place of $f^{\prime}$, where $P$ is a canonical product taken over the zeros of $f^{\prime}$. This $g$ is a globally-defined function, and always satisfies (1.16) with $a=0$ and $b=\infty$, and the idea of [10], [11] is to study the Taylor coefficients of $\log g$.

Nothing so straightforward will work for meromorphic functions, since multiplicative terms are certain to introduce non-zero residues at the poles of $f$. However, when functions $G(z)$ are constructed in Chapter 5 so that they have few zeros and poles, these singularities may be removed very simply. But to construct the $G$ 's requires most of this paper.
1.3. Quasi-conformal modifications. The idea of using compositions by quasiconformal mappings to study meromorphic functions goes back to Teichmüller and is the theme of [17, Chapter 7]. I learned of this method with Weitsman, and [8] is our first use of these ideas. A full exposition, with more history, is in [6, Chapter 2].

The method depends on having a large collection of functions $\omega$. The next result is essentially Lemma 8 of [6] and adequate for our purpose.

Lemma 1.1. Let complex numbers $\gamma$ and $\sigma$ be given with $\sigma \neq 0$. Then for each $\eta$, $0<\eta<(50)^{-1}$ and $M^{\prime} \geqslant 1$ we may construct a quasi-conformal homeomorphism $\omega(W)$ of the plane with

$$
\begin{equation*}
\left\|\mu_{\omega}\right\|_{\infty} \equiv\left\|\frac{\omega_{\bar{W}}}{\omega_{w}}\right\|_{\infty}<3 \eta \tag{1.18}
\end{equation*}
$$

such that

$$
\begin{gather*}
\omega(W)=\gamma+\sigma W \quad(|W| \geqslant M)  \tag{1.19}\\
\omega(W)=W \quad\left(|W| \leqslant M^{\prime}\right) \tag{1.20}
\end{gather*}
$$

so long as $M$ is chosen with

$$
\begin{align*}
& \eta \log \left(M / M^{\prime}\right)>C \max (|\gamma|,|\log | \sigma \|+\pi)  \tag{1.21}\\
& \sigma \log \left(M / M^{\prime}\right)>C \max (|\gamma|,|\log | \sigma| |+\pi)
\end{align*}
$$

where $C$ is an absolute constant.
Finally, we may choose $\omega \in C^{\infty}$ with

$$
\begin{equation*}
\left|\omega_{W}(W)\right| \leqslant C|W|^{-1}|\omega(W)| . \tag{1.22}
\end{equation*}
$$

Proof. All but the last assertion are in [4]. Let $S=|W|$, and construct smooth functions $a(S)$ and $b(S)$ with $\left|S a^{\prime}(S)\right|+\left|b^{\prime}(S)\right|<\frac{1}{4} \min (\sigma, \eta)$, with the boundary conditions

$$
\begin{gathered}
a(S)=0 \quad\left(S \leqslant M^{\prime}\right), \quad a(S)=\log \sigma \quad(S>M) \\
b(S)=0 \quad\left(S \leqslant M^{\prime}\right), \quad b(S)=\gamma \quad(S>M)
\end{gathered}
$$

conditions (1.21) ensure that this is possible. Now consider

$$
\omega(W)=e^{a(S)} W+b(S)
$$

(this is a simpler formula than in [4]). Elementary manipulations, such as in [4], give (1.18)-(1.20) and (1.22). For example, we find that $|\omega(W)| \geqslant C S e^{a(S)}$ and $\left|\omega_{W}(W)\right| \leqslant C e^{a(S)}$; thus (1.22) holds.

Lemma 1.1 will be used in the following manner. Let $a_{i}$ and $a_{j}$ be two of the deficient values, choose $\sigma=\left(a_{i}-a_{j}\right)^{-1}, \gamma=-\sigma$, and $T_{i j}$ be the Möbius transformation $T_{i j}(w)=W=\left(w-a_{j}\right) /\left(w-a_{i}\right)$. Then the composition $\omega_{i j}(W)=\omega T_{i j}(w)=\omega\left(\left(w-a_{j}\right) /\left(w-a_{i}\right)\right)$ satisfies (1.18) as well as

$$
\begin{align*}
& \omega_{i j}(W)=\frac{w-a_{j}}{w-a_{i}} \quad\left(\left|\frac{w-a_{j}}{w-a_{i}}\right| \leqslant M^{\prime}\right), \\
& \omega_{i j}(W)=\frac{1}{w-a_{i}} \quad\left(\left|\frac{w-a_{j}}{w-a_{i}}\right| \geqslant M\right) \tag{1.23}
\end{align*}
$$

1.4. The hierarchy of perameters. Several families of parameters will be used, which depend on the growth of the numbers $T\left(\varrho_{n}\right)$, and the rate at which the limits implicit in (1.3) are attained. We have already introduced $A_{n}$ and $A_{n}^{\prime}$ in (1.9) and (1.10), and have suggested that $A_{n}$ is small compared to $A_{n}^{\prime}$. In general, if $\alpha_{n}$ and $\beta_{n}$ tend to zero, we write $\alpha_{n}<\beta_{n}$ to mean that for each fixed $k>1, \alpha_{n}=o(1) \beta_{n}^{k}$ as $n \rightarrow \infty$. A chain of
such relations means that each adjacent pair satisfies them. Using this notation, we shall require

$$
\begin{equation*}
\left(\log T\left(\varrho_{n}\right)\right)^{-1}<\delta_{n}<\varepsilon_{n}<\left(A_{n}^{\prime}\right)^{-1}<\eta_{n}<\gamma_{n}<\sigma_{n}<A_{n}^{-1}, \tag{1.24}
\end{equation*}
$$

and will freely impose further restrictions on these sequences if they are consistent with (1.24).

In our various constructions, it will sometimes be necessary to limit the rates at which any other than the left-hand sequence in (1.24) tends to zero. What (1.24) controls are the relative rates at which these can happen, but, for example, (1.24) is consistent with any of the $\delta$ 's, $\ldots,\left(A_{n}\right)^{-1}$ 's tending to zero arbitrarily slowly.
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## 2. First consequences of (1.3); Significant components

2.1. Preliminary observations. The second fundamental theorem is a consequence of R. Nevanlinna's inequality that for any finite set $a_{1}, \ldots, a_{q} \in C^{*}$,

$$
\begin{gather*}
\sum_{i=1}^{q} N\left(r, a_{i}\right) \geqslant\{q-2-\delta(r)\} T(r),  \tag{2.1}\\
N\left(r, a_{i}\right) \geqslant\left\{1-\delta\left(a_{i}\right)-\delta(r)\right\} T(r) \quad(i=1, \ldots, q) \tag{2.2}
\end{gather*}
$$

where here and throughout this section $\delta(r)$ is a function for which

$$
\begin{equation*}
\delta(r) \rightarrow 0 \quad(r \rightarrow \infty) \tag{2.3}
\end{equation*}
$$

Since (1.2) is assumed, (2.1) holds for all large $r$; in general an exceptional set $E$ of finite $r$-measure must be excluded. Now (1.3) implies that if we choose $a_{1}, \ldots, a_{q}$ properly, we also have

$$
\begin{equation*}
\sum_{1}^{q} N\left(r, a_{i}\right) \leqslant\{q-2+\delta(r)\} T(r) \quad(r \rightarrow \infty) \tag{2.4}
\end{equation*}
$$

where (2.3) holds again. Also, we have that $q \leqslant 2 \lambda$ [26]. If $q=2$, our results are wellknown ([24], [10], [11]); the methods given here work when $q=2$, but some constructions are vacuous (for example we may always take $a$ and $b$ in (1.16) to be the two deficient values) and thus we usually imagine that $q>2$.

By considering $T \circ f, T$ a Möbius transformation, we may assume that $w=\infty$ is a normal value in the sense that

$$
\begin{align*}
& f \text { has no multiple poles, }  \tag{2.5}\\
& \qquad m(r, \infty)<\delta(r) T(r) \tag{2.6}
\end{align*}
$$

for some $\delta(r)$ as in (2.3). The function $\delta(r)$ tends to zero so slowly that

$$
\begin{equation*}
N\left(r, 0, \frac{1}{f^{\prime}}\right)<\delta(r) T(r) \tag{2.7}
\end{equation*}
$$

Throughout this article we must control error terms. Since $f$ has at least two deficient values, there exists a positive constant $h=h(f)$ with

$$
\begin{equation*}
\frac{d \log T(r)}{d \log r} \geqslant 10 h>0 \quad\left(r>r_{0}\right) \tag{2.8}
\end{equation*}
$$

and we suppose that $h<10^{-1}$ (this is proved in [27]). Inequality (2.8) implies that $\lambda \geqslant 10 h$ ( $\lambda$ is defined in (1.2)); however Weitsman in [26] already has proved that $\lambda \geqslant 1$.

By restricting the rate at which $A_{n}^{\prime} \rightarrow \infty$ in the Pólya peak inequality (1.8), we may assume that if $\delta(r)$ is any of the functions (2.1), (2.2), (2.4), (2.6) and (2.7), then

$$
\begin{equation*}
\sup _{\left(A_{n}^{\prime}\right)^{-1} \varrho_{n}<r<4 A_{n}^{\prime} \varrho_{n}}\{\delta(r) T(r)\}<\delta_{n}^{2} T\left(\varrho_{n}\right), \tag{2.9}
\end{equation*}
$$

where $\delta_{n}$ is from (1.24). Since [22, p. 25] if $g$ is meromorphic, we always have

$$
r^{-1} \int^{r} \log ^{+} M(s, g) d s \leqslant C(k) T(k g) \quad(k>1)
$$

we may adjust $A^{\prime}$ slightly so that

$$
\begin{gather*}
\sum_{i=1}^{q} \log ^{+} \frac{1}{\left|f(z)-a_{i}\right|}+\log ^{+}|f(z)| \leqslant C T\left(2 A_{n}^{\prime} \varrho_{n}\right) \quad\left(|z|=A_{n}^{\prime} \varrho_{n}\right) \\
\sum_{i=1}^{q} \log ^{+} \frac{1}{\left|f(z)-a_{i}\right|}+\log ^{+}|f(z)| \leqslant C T\left(2\left(A_{n}^{\prime}\right)^{-1} \varrho_{n}\right) \quad\left(|z|=\left(A_{n}^{\prime}\right)^{-1} \varrho_{n}\right) . \tag{2.10}
\end{gather*}
$$

Similarly, an appeal to [13, Lemma 1] shows that we may assume that

$$
\begin{equation*}
\sum_{i=1}^{q} \int_{|z|=\left(A_{n}^{\prime}\right)^{-1} \varrho_{n}}\left|\frac{f^{\prime}(z)}{f(z)-a_{i}}\right||d z|<C T\left(2\left(A_{n}^{\prime}\right)^{-1} \varrho_{n}\right) \tag{2.11}
\end{equation*}
$$

In (2.10), (2.11) and throughout, $C$ is a constant which depends only on the function $f$, at least when $n$ is large in (1.8)-(1.10).

Since we will usually be in the Pólya peak annulus (1.8), the dependence on $n$ will be suppressed in general, save in a few cases when we use it to avoid ambiguity.

Choose a sequence $\varepsilon=\varepsilon_{n}$ which approaches zero sufficiently slowly and consider the sets $\left\{\left|f(z)-a_{i}\right|<\varepsilon\right\} \cap \mathfrak{A}^{\prime}, \quad 1 \leqslant i \leqslant q$, where $\mathfrak{A}^{\prime}$ has been introduced in (1.9). Obviously, when $\left(A_{n}^{\prime}\right)^{-1} \varrho_{n}<r<A_{n}^{\prime} \varrho_{n}, m\left(r, a_{i}\right)$ (asymptotically) is obtained by integrating $-\log \left|f\left(r e^{i \theta}\right)-a_{i}\right|$ over these sets, and the purpose of this and the next section is to show that only $Q(\lambda)$ components of $\left\{\left|f(z)-a_{i}\right|<\varepsilon_{n}\right\}$ relative to $\mathfrak{X}$ ' need be considered (the convention concerning $Q(\lambda)$ has been described in (1.15)).

Lemma 2.1. Let $\left\{\varrho_{n}\right\}$ be the Pólya peaks of order $\lambda$ of $T(r)$. Then if $\delta_{n}, \varepsilon_{n}$ and $\left(A_{n}^{\prime}\right)^{-1}$ tend to zero sufficiently slowly, consistent with (1.24), we may find unions of disjoint simply-connected components $\{D\}_{i}$ relative to $\left\{|z|<A^{\prime} \varrho\right\}$ such that if $D \in\{D\}_{i}$, then

$$
\begin{equation*}
\left|f(z)-a_{i}\right|=\varepsilon_{n} \quad\left(z \in(\partial D) \cap \mathfrak{U} \prime^{\prime}\right) \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=1}^{q} n\left(r, a_{i}, \cup_{j=1}^{q}\{D\}_{j}\right)+n\left(r, \infty, \cup\{D\}_{j}\right)<C \delta_{n} T(\varrho) \quad\left(\left(A^{\prime}\right)^{-1} \varrho<r<A^{\prime} \varrho\right) \tag{2.13}
\end{equation*}
$$

Moreover, all components $D$ of $f^{-1}\left\{\left|w-a_{i}\right|<\varepsilon\right\}$ which meet $\left\{|z|=\frac{1}{2} A^{\prime} \varrho\right\}$ and $\left\{|z|=A^{\prime} \varrho\right\}$ belong to $\{D\}_{i}$.

Remarks (1) In (2.13) we are modifying the definition of counting-function by letting $n(r, a, J)$ be the number of solutions to $f(z)=a$ in $J \cap\{|z|<r\}$. We also define

$$
N(r, a, J)=\int_{0}^{r}(n(t, a, J)-n(0, a, J)) t^{-1} d t+n(0, a, J) \log r
$$

(2) Estimate (2.13) is more cumbersome than the corresponding conclusion in [5], where it is written simply as $o(T(\varrho))$. At this stage we cannot replace the right side of (2.13) by $o\left(T\left(\left(A^{\prime}\right)^{-1} \varrho\right)\right)$ since it is consistent with the Pólya peak inequalities (1.8) that the ratios $T\left(\left(A^{\prime}\right)^{-1} \varrho\right)\left[\left(A^{\prime}\right)^{-\lambda} T(\varrho)\right]^{-1}$ tend to zero arbitrarily rapidly.

Proof. Choose a (small) positive number $\varepsilon_{0}$, so that the balls $\left\{\left|w-a_{i}\right|<2 \varepsilon_{0}\right\}$ $(1 \leqslant i \leqslant q)$ are disjoint. For a fixed $\varepsilon<\varepsilon_{0}$ and $1 \leqslant i \leqslant q$ let $\Delta_{i}=\left\{\left|w-a_{i}\right|<\varepsilon\right\}$ and, for $r>0$, let $D_{i}\left(=D_{i}(r)\right)$ be the components of $f^{-1}\left(\Delta_{i}\right)$ relative to $\{|z|<r\}$.

We now follow the ideas introduced by Ahlfors in his study of covering surfaces ([18, Chapter 5], [23, Chapter 13]). Thus each $D_{i}$ is an island or tongue (relative to $\{|z|<r\}$ ), according to whether $D_{i}$ is compactly contained in $\{|z|<r\}$ or not.

We start with a simple consequence of (1.3) and Ahlfors's theory. Let $S(r)$ be the area of the Riemann image on $C^{*}$ of $\{|z|<r\}$ under $f$ and $L(r)$ be the length, on $C^{*}$, of the image of $\{|z|=r\}$. In geometric language, $S$ is the mean-covering number (over $C^{*}$ ) and $L$ the length of the relative boundary. Then (cf. [18, p. 148]) there is a positive constant $h$ which depends only on the $\left\{a_{i}\right\}$ and $\varepsilon$ such that

$$
\begin{equation*}
\sum_{i=1}^{q} \sum_{D_{i}}\left(n\left(D_{i}\right)-n_{1}\left(D_{i}\right)\right) \geqslant(q-2) S(r)-h L(r) \tag{2.14}
\end{equation*}
$$

This sum is over all islands $D_{i}$ which are compactly contained in $\{|z|<r\}$, and $n\left(D_{i}\right)$ is the multiplicity of $D_{i}$ (i.e., the cardinality of $f^{-1}(w)$ for $w \in \Delta_{i}$ ). Also, if $\varrho\left(D_{i}\right)$ is the Euler characteristic of $D_{i}$, then $n_{1}=(n-1)+(\rho+1)$, is non-negative, and called the excess of the island [18, p. 147]. In particular, each term $n\left(D_{i}\right)-n_{1}\left(D_{i}\right)$ which corresponds to an island of multiplicity $m>1$ satisfies

$$
\begin{equation*}
n\left(D_{i}\right)-n_{1}\left(D_{i}\right) \leqslant \frac{1}{2} n\left(D_{i}\right) \tag{2.15}
\end{equation*}
$$

(We would like to record two observations concerning (2.14) which influence our approach. First, (2.14) is a general result, which holds for general exhaustions as long as we measure length and area with the spherical metric [23, pp. 324, 325, 341]. Also, the "error term" $L(r)$ in (2.14) may be replaced by the length of the relative boundary which lies outside the tongues relative to $\{|z|<r\}$.)

In the next inequality as well as in (2.18) and (2.19), $\Sigma_{s}$ refers to summation over simple islands (i.e. islands having $n\left(D_{i}\right)=1$ ) and $\Sigma_{m}$ over multiple islands. Then (2.14) and (2.15) yield that (cf. [18, p. 147])

$$
\begin{align*}
(q-2) S(r)-h L(r) & \leqslant \sum_{i} \sum_{s} n\left(D_{i}\right)+\sum_{i} \sum_{m}\left\{n\left(D_{i}\right)-n_{1}\left(D_{i}\right)\right\} \\
& \leqslant \sum_{i} \sum_{s} n\left(r, a_{i}, D_{i}\right)+\frac{1}{2} \sum_{i} \sum_{m} n\left(r, a_{i}, D_{i}\right)  \tag{2.16}\\
& \leqslant \sum_{i} n\left(r, a_{i}\right)-\frac{1}{2} \sum_{i} \sum_{m} n\left(r, a_{i}, D_{i}\right)
\end{align*}
$$

This inequality is to be integrated with respect to $r^{-1} d r$. Since $T(r)=\int^{r} S(t) t^{-1} d t+o(1)$ [18, p. 13], and•[20] for each $h>0$

$$
\begin{equation*}
\int_{1}^{r} L(t) t^{-1} d t<T(r)^{1 / 2+h} \quad\left(r>r_{0}\right) \tag{2.17}
\end{equation*}
$$

the fundamental hypothesis (1.3) (cf. (2.4)) lets us conclude that

$$
\begin{equation*}
\sum_{i} \sum_{m} \int^{r} n\left(t, a_{i}, D_{i}\right) t^{-1} d t=o(1) T(r) \tag{2.18}
\end{equation*}
$$

from (2.16).
The integrand in (2.18) is an increasing function of $r$. It is then no loss of generality to retard the rate at which the $\delta_{n} \rightarrow 0$ in (1.24) and (2.9) so that

$$
\begin{equation*}
\sum_{i} \sum_{m} n\left(2 A^{\prime} \varrho, a_{i}, D_{i}\right)<\delta_{n}^{2} T(\varrho) \tag{2.19}
\end{equation*}
$$

We use (2.18) and re-examine the standard proof of (2.14) (cf. [18, pp. 146-7]; our aim is to get a bit more information than is contained in (5.27) thereof). We consider the covering of $\{|z|<r\}$ over the Riemann sphere $C^{*}$ for a fixed $r>0$. We first remove all tongues $D$ whose image under $f$ 'lies over'' the various $\Delta_{i}(1 \leqslant i \leqslant q)$. What remain are certain simply-connected regions $G^{\prime}$. Next, remove all islands $D$ which are over the $\Delta_{i}$ from the $G^{\prime}$; what remain are certain domains $\bar{G}$ which are mapped by $w=f(z)$ to the region $C^{\prime}$, where $C^{\prime}$ is $C^{*}$ with the $q$ discs $\Delta_{i}=\left\{\left|w-a_{i}\right|<\varepsilon\right\},(1 \leqslant i \leqslant q)$ deleted.

We divide the $G^{\prime}$ into $q+1$ classes. $G^{\prime}$ is a $G_{0}^{\prime}$ if it is not compactly contained in $\{|z|<r\}$, and $G^{\prime}$ is placed in $G_{i}^{\prime}(1 \leqslant i \leqslant q)$ if it is compactly contained in $\{|z|<r\}$ with
$\left|f(z)-a_{i}\right|=\varepsilon$ on $\partial G^{\prime}$. Those components $\bar{G}$ which are contained in a $G_{i}^{\prime}(0 \leqslant i \leqslant q)$ are denoted by $\bar{G}_{i}$, and we let $\mathscr{G}_{0}$ be the union of all $\dot{G}_{0}$ and $\mathscr{G}_{1}$ the union of the $\bar{G}_{i}(1 \leqslant i \leqslant q)$.

Recall that each $\bar{G}$ is mapped by $f$ onto a covering of $C^{\prime}$, and [18, p. 136] $C^{\prime}$ has Euler characteristic equal to ( $q-2$ ). Hence [18, p. 146]

$$
\begin{equation*}
\max (\varrho(\bar{G}), 0) \geqslant(q-2) S_{\bar{G}}\left(C^{\prime}\right)-h L_{\bar{G}}\left(C^{\prime}\right) \tag{2.20}
\end{equation*}
$$

where, if $I\left(C^{\prime}\right)$ is the area of $C^{\prime}$ on $C^{*}$, we have

$$
S_{\tilde{G}}\left(C^{\prime}\right)=\left\{I\left(C^{\prime}\right)\right\}^{-1} \int_{\tilde{G}}\left[\left|f^{\prime}\right|\left(1+|f|^{2}\right)^{-1}\right]^{2} d x d y
$$

( $\equiv$ mean covering) and $L$ is the length of the portion of the relative boundary which projects onto $C^{\prime}$. Since always $\varrho(\bar{G}) \geqslant-1$, we have that $\max (\varrho(\bar{G}), 0) \leqslant \varrho(\bar{G})+1$, and so (2.20) implies that

$$
\begin{equation*}
\sum_{\varphi_{0}}\left(\varrho\left(\dot{G}_{0}\right)+1\right) \geqslant(q-2) S_{\mathscr{G}_{0}}\left(C^{\prime}\right)-h_{2} L_{\varphi_{q}}(r) \geqslant(q-2) S_{\varphi_{0}}\left(C^{\prime}\right)-h L(r) \tag{2.21}
\end{equation*}
$$

Next, if $\bar{G}$ is a $\bar{G}_{i}$ with $i \geqslant 1$, then $L_{\dot{G}_{i}}\left(C^{\prime}\right)=0$ and since $q>2$, (2.20) implies that $\varrho\left(\bar{G}_{i}\right)>0$. Each inner boundary of a $\bar{G}_{i}$ separates $\dot{G}_{i}$ from an island $D$, and each island inside $G_{i}^{\prime}$ is on an inner boundary of exactly one $\bar{G}_{i}$. Now $\varrho\left(\bar{G}_{i}\right)+1$ is precisely the number of inner boundary components of $\bar{G}_{i}[18$, p. 136] so now instead of (2.21) we have that

$$
\begin{align*}
\sum_{i=1}^{q} \sum_{\bar{G}_{i}}\left(\varrho\left(\bar{G}_{i}\right)+1\right) & =\text { number of islands } D \subset \mathscr{G}_{1} \\
& \geqslant \sum_{D \subset \mathscr{G}_{1}} n(D)-\sum_{\substack{D \subset \mathscr{G}_{1} \\
n(D)>1}} n(D)  \tag{2.22}\\
& \geqslant \sum_{D \subset \mathscr{G}_{1}} n(D)-\delta^{2} T(\varrho)
\end{align*}
$$

in view of (2.19).
Since $L_{G_{i}^{\prime}}\left(C^{\prime}\right)=0(1 \leqslant i \leqslant q), f$ assumes every value in $\left|w-a_{i}\right|>\varepsilon$ (including $\infty$ ) with the same multiplicity in each $\bar{G}_{i}$, which is $S_{\left(U G_{)}\right)}\left(C^{\prime}\right)$, where $S_{\left(\mathrm{U} \tilde{G}_{i}\right.}\left(C^{\prime}\right)$, is the mean
covering over $C^{\prime}$ from the $\bar{G}$ which are contained in a $G_{i}^{\prime}$. In particular, we may take $D=D_{j}$ for any of the $(q-1)$ choices of $j \neq i$ and deduce that $n\left(D_{j}\right)=S_{\left(\cup G_{i}\right)}\left(C^{\prime}\right)$. Thus the last expression in (2.22) is equal to

$$
\sum_{i=1}^{q} \sum_{D_{i} \subset \cup G_{i}^{\prime}} n\left(D_{i}\right)+(q-1) S_{\mathscr{Y}_{1}}\left(C^{\prime}\right)-\delta^{2} T(\varrho) .
$$

We now sum (2.21) and (2.22) and recall [18, p. 133] that $S\left(r, C^{\prime}\right)>S(r)-h L(r)$; thus

$$
\begin{align*}
\sum_{\bar{G} \subseteq\{(|k|<r\}}(\varrho(\bar{G})+1) \geqslant & \sum_{i=1}^{q} \sum_{D_{i} \subset U G_{i}^{\prime}} n\left(D_{i}\right)+(q-2) S_{\mathscr{s}_{0}}\left(r, C^{\prime}\right) \\
& +(q-1) S_{S_{S_{1}}}\left(r, C^{\prime}\right)-\delta_{n}^{2} T(\varrho)-h L(r)  \tag{2.23}\\
= & \sum_{i=1}^{q} n^{\prime}\left(r, a_{i}\right)+(q-2) S\left(r, C^{\prime}\right)+S_{\mathscr{S}_{1}}\left(r, C^{\prime}\right)-\delta_{n}^{2} T(\varrho)-h L(r),
\end{align*}
$$

where $n^{\prime}\left(r, a_{i}\right)$ is the number of solutions to $f(z)=a_{i}$ in each $G_{i}^{\prime}$.
According to [18, p. 147], the left side of (2.23) is precisely $\Sigma\left[n(D)-n_{1}(D)\right]$, where the summation is over all islands in $\{|z|<r\}$ and the non-negative term $n_{1}(D)$ has been introduced in (2.15).

Thus, if $n^{\prime \prime}\left(r, a_{i}\right)$ is the number of solutions to $f(z)=a_{i}$ which are assumed in tongues relative to $\{|z|<r\}$, we obtain from (2.23) that

$$
\begin{align*}
\sum_{i=1}^{q} n\left(r, a_{i}\right) & =\sum_{i=1}^{q} n^{\prime \prime}\left(r, a_{i}\right)+\sum_{i=1}^{q} \sum_{j=1}^{q} \sum_{D_{j} \in \cup G_{i}^{\prime}} n\left(D_{j}\right) \\
& \geqslant \sum_{i=1}^{q} n^{\prime \prime}\left(r, a_{i}\right)+\sum_{i=1}^{q} \sum_{j=1}^{q} \sum_{D_{j} \in \cup G_{i}}\left\{n\left(D_{j}\right)-n_{1}\left(D_{j}\right)\right\}  \tag{2.24}\\
& \geqslant \sum_{i=1}^{q} n^{\prime \prime}\left(r, a_{i}\right)+\sum_{\dot{G}}(\varrho(\bar{G})+1) \\
& \geqslant \sum n^{\prime \prime}\left(r, a_{i}\right)+\sum n^{\prime}\left(r, a_{i}\right)+(q-2) S\left(r, C^{\prime}\right)+S_{צ_{1}}\left(r, C^{\prime}\right)-\delta_{n}^{2} T(\varrho)-h L(r) .
\end{align*}
$$

This inequality is integrated from $\left(A^{\prime}\right)^{-1} \varrho$ to $4 A^{\prime} \varrho$ with respect to $d \log r$. Thus (1.24), (2.1), (2.4), (2.9) (2.17) and [18, p. 13] the equivalence of the Ahlfors-Shimizu and Nevanlinna characteristics yield that

$$
\begin{align*}
& \int_{\left(A^{\prime}\right)^{-1} \varrho}^{4 A^{\prime} \varrho} S_{\mathscr{S}_{1}}\left(r, C^{\prime}\right) r^{-1} d r+\sum_{i} \int_{\left(A^{\prime}\right)^{-1} \varrho}^{4 A^{\prime} \varrho}\left[n^{\prime}\left(t, a_{i}\right)+n^{\prime \prime}\left(t, a_{i}\right)\right] t^{-1} d t \\
\leqslant & \left\{\sum_{i} N\left(4 A^{\prime} \varrho, a_{i}\right)-(q-2) T\left(4 A^{\prime} \varrho\right)\right\}-\left\{\sum_{i} N\left(\left(A^{\prime}\right)^{-1} \varrho, a_{i}\right)-(q-2) T\left(\left(A^{\prime}\right)^{-1} \varrho\right)\right\} \\
& +2 T\left(4 A^{\prime} \varrho\right)^{2 / 3}+3 \delta^{2}\left(\log A^{\prime}\right) T(\varrho)  \tag{2.25}\\
\leqslant & C\left(\delta^{2}\left\{1+\log \left(A^{\prime}\right)\right\} T(\varrho)<\delta T(\varrho) .\right.
\end{align*}
$$

For $1 \leqslant i \leqslant q$, let $\{D\}_{i}$ be the union of tongues $D_{i}$ in $\left\{|z|<4 A^{\prime} \varrho\right\}$ which also meet $\left\{|z|=\frac{1}{2} A^{\prime} \varrho\right\}$ and whose outer boundary is mapped to $\partial \Delta_{i}$ by $f$, together with all compact components of their complement relative to $\left\{|z|<A^{\prime} \varrho\right\}$. These $\{D\}_{i}$ are thus disjoint unions of simply-connected sets relative to $\left\{|z|<A^{\prime} \varrho\right\}$. Then

$$
\sum_{i, j} n\left(2 A^{\prime} \varrho, a_{i},\{D\}_{j}\right) \leqslant \sum n^{\prime}\left(2 A^{\prime} \varrho, a_{i}\right)+n^{\prime \prime}\left(2 A^{\prime} \varrho, a_{i}\right)+S_{\zeta_{1}}\left(2 A^{\prime} \varrho, C^{\prime}\right)
$$

so (2.25) shows that $\Sigma_{i, j} n\left(r, a_{i},\{D\}_{j}\right)$ satisfies (2.13). By Rouché's theorem,

$$
n\left(A^{\prime} \varrho, \infty,\{D\}_{i}\right)=(q-1)^{-1} \sum_{j \neq i} n\left(A^{\prime} \varrho, a_{j},\{D\}_{i}\right)
$$

so a similar bound holds for the poles.
Finally, all this was done for a fixed $\varepsilon>0$, and so holds if $\varepsilon=\varepsilon_{n} \rightarrow 0$ sufficiently slowly, subject of course to (1.24). For example, for each fixed, $\varepsilon, 0<\varepsilon<\varepsilon_{0}$, the meancoverings $S_{i}^{\circ}(r)$ over any of $\left\{\left|w-a_{i}\right|=\varepsilon\right\},\left\{\left|w-a_{i}\right| \leqslant \varepsilon\right\}$ satisfy

$$
\begin{equation*}
\int^{r} S_{i}^{\circ}(t) t^{-1} d t \sim T(r) \tag{2.26}
\end{equation*}
$$

(Cartan's identity); then by retarding the rate at which $\varepsilon_{n} \rightarrow 0$ we may arrange that

$$
\begin{gather*}
\left|\int_{0}^{r} t^{-1} \frac{1}{2 \pi} \int_{0}^{2 \pi} n\left(t, a_{i}+\varepsilon_{n} e^{i \theta}\right) d \theta d t-T(r)\right|<\left(A^{\prime}\right)^{-5 h} T(\varrho)  \tag{2.27}\\
\left(1 \leqslant i \leqslant q, r \geqslant\left(A_{n}^{\prime}\right)^{-1} \varrho, n \rightarrow \infty\right),
\end{gather*}
$$

with a similar asymptotic equality for coverings over the solid disks $\left\{\left|w-a_{i}\right| \leqslant \varepsilon_{n}\right\}$.
2.2. Significant components. In principle, each set $\{D\}_{i}$ of Lemma 2.1 may have a large number of components. We now use some elementary potential theory and show
that if $A / A^{\prime}$ is sufficiently small (compare (1.9), (1.10) and (1.24)) then only $Q(\lambda)$ components are significant in $\mathfrak{A}$, where $Q(\lambda)$ is described by (1.15). This result is similar to that of Lemmas 3 and 5 of [4], but the methods are important here, since we will be considering several different exhaustions, in this chapter, and in chapters 4 and 7.

We begin with a simple estimate on Green functions.
Lemma 2.2. Let $D$ be a region in $\{|z|<R\}$, and let $g\left(z, z_{0}\right)$ be the Green function of $D$ with pole at $z_{0},\left|z_{0}\right|=r_{0}<R$. Then

$$
\begin{equation*}
\int_{D \cap\{|k|=r\}} g\left(r e^{i \theta}, z_{0}\right) d \theta \leqslant 2 \pi \min \left\{\log (R / r), \log \left(R / r_{0}\right)\right\} . \tag{2.28}
\end{equation*}
$$

Proof. By the maximum principle,

$$
g\left(z, z_{0}\right) \leqslant \log \left|\frac{R^{2}-\bar{z}_{0} z}{R\left(z-z_{0}\right)}\right| \equiv h_{R}\left(z, z_{0}\right) .
$$

Thus

$$
\int g\left(z, z_{0}\right) d \theta \leqslant \int_{0}^{2 \pi} h_{R}\left(r e^{i \theta}, z_{0}\right) d \theta
$$

and $\int h_{R} d \theta$ can be explicitly computed, and gives (2.28) with equality.
Corollary. Under the same hypothesis, let $1 \leqslant p<\infty$. Then there exists a function $\Omega_{p}(s), 1 \leqslant s<\infty$ such that

$$
\begin{equation*}
\left\{\int_{D \cap\{|z|=r\}} g\left(r e^{i \theta}, z_{0}\right)^{p} d \theta\right\}^{1 / p} \leqslant \Omega_{p}\left(\min \left(R / r, R / r_{0}\right)\right) \tag{2.29}
\end{equation*}
$$

and $\Omega_{p}$ is uniformly bounded in each region $1 \leqslant s \leqslant M$.
Proof. It suffices to take $R=1, z_{0}=r_{0}>0$ and compute with the function $h_{1}\left(z, z_{0}\right)=\log \left|\left(1-\bar{z}_{0} z\right) /\left(z-z_{0}\right)\right|$. The resulting integral in (2.29) is a continuous function of $r$ and $r_{0}$ in this range, so (2.29) follows.

Remark. More refined estimates may be found, for example, in [28] and [29].
We now produce a subset of $Q(\lambda)$ tongues contained in $U_{i}\{D\}_{i}$ which will be the basis of all our constructions.

Lemma 2.3. Let $\mathfrak{A l}^{\prime}$ be the annulus (1.9) centered at the Pólya peak of $T(r)$. Let the unions of components $\{D\}_{i}$ be constructed as in Lemma 2.1. Then we may choose a subset of s components $\cup \mathscr{D}_{i}$ of $\left(\cup\{D\}_{i}\right) \cap \mathfrak{A}^{\prime}$ with

$$
\begin{equation*}
s \leqslant 2 \lambda+6=Q(\lambda) \tag{2.30}
\end{equation*}
$$

such that: each component $D$ of $\mathscr{D}_{i}$ reaches $\left\{|z|=A^{\prime} \varrho\right\}$ in $\mathfrak{A}^{\prime}$;

$$
\begin{equation*}
\left.\sum_{D \in \mathscr{O}_{i}} m\left(r, a_{i}, D\right)>m\left(r, a_{i}\right)-C\left(A^{\prime}\right)^{-5 h} T(\varrho) \quad\left(1 \leqslant i \leqslant q,(10 A)^{-1} \varrho<r<10 A \varrho\right)\right) \tag{2.31}
\end{equation*}
$$

if $D \in \mathscr{D}_{i}$, then $D \cap\left\{(10 A)^{-1} \varrho<|z|<10 A \varrho\right\}$ is simply-connected in $\left\{|z| \leqslant A^{\prime} \varrho\right\}$.
Remarks. (1) The $s$ components $D$ of $\cup \mathscr{D}_{i}$ are called the significant components of $f$ (in $\mathfrak{U}^{\prime}$ relative to $\mathfrak{U}$ ).
(2) In (2.31) and for the rest of this article, we write

$$
m(r, a, J)=\frac{1}{2 \pi} \int_{r e^{i \theta} \in J} \log ^{+} \frac{1}{\left|f\left(r e^{i \theta}\right)-a\right|} d \theta
$$

where $J$ is any open set; this complements the notation used in Remark 1 following the statement of Lemma 2.1, concerning $n(r, a, J)$.

Proof. Let $\Omega$ be any subregion of $\mathfrak{U}^{\prime}$ and suppose $\left|f(z)-a_{i}\right|<\varepsilon$ for some $z \in \Omega$. Then $z$ is in some component $D$ of $f^{-1}\left(\Delta_{i}\right)$, as in Lemma 2.1, and according to potential theory

$$
\begin{align*}
\log \frac{1}{\left|f(z)-a_{i}\right|}= & \log \varepsilon^{-1}+\sum g_{D}^{\Omega}\left(z, z_{v}\right)-\sum g_{D}^{\Omega}\left(z, w_{\mu}\right)  \tag{2.32}\\
& +\int_{D \cap \partial \Omega} \log \frac{1}{\left|f(\zeta)-a_{i}\right|} d \omega_{z}(\zeta, D \cap \partial \Omega, D \cap \Omega)
\end{align*}
$$

where $g_{D}^{\Omega}$ is the Green function of $D \cap \Omega$, the $z_{\nu}$ and $w_{\mu}$ are the zeros and poles of $f(z)-a_{i}$ in $\Omega \cap D$, and $d \omega_{z}$ is harmonic measure at $z$. If $D$ is one of the tongues $D_{i}$ selected in Lemma 2.1, enlarge $D=D_{i}$ in (2.32) to be the corresponding component of $\{D\}_{i}$; this means we may be adding some compact components of its complement, and thus $D$ now may have poles of $f$, although (2.13) shows that their number is an error term.

Hypotheses (1.2) and (1.3) with the extremely elementary bound (2.28) will always show that means of Green functions are negligible: if $A<(20)^{-1} A^{\prime}$, then

$$
\begin{gather*}
\sum_{D}\left\{\sum_{z_{\nu}, w_{\mu}} \int_{0}^{2 \pi} g_{D}^{\Omega}\left(r e^{i \theta}, z_{\nu}\right) d \theta+\int_{0}^{2 \pi} g_{D}^{\Omega}\left(r e^{i \theta}, w_{\mu}\right) d \theta\right\} \leqslant C\left(A^{\prime}\right)^{-5 h} T(\varrho)  \tag{2.33}\\
\left(\left(10 A^{-1} \varrho<r<10 A \varrho\right),\right.
\end{gather*}
$$

where we set $g=0$ outside $D \cap \Omega$. For $D$ 's contained in $\cup\{D\}_{i}$ of Lemma 2.1 this is clear from (2.13) and (1.24), but (2.33) holds for all D's.

To obtain (2.33) in general, divide the $z$ and $w$ into classes (I) and (II). To simplify notation, let $t=z_{v}$ or $w_{\mu}$. Then the pair $(t, D)$ is in class (1) if $\{|z|=t\} \cap D \neq \varnothing$ and $D \cap \Omega$ is contained in $\left\{|z| \leqslant\left(1+\left(A^{\prime}\right)^{-\lambda-1-6 h}\right)|r|\right\}$; the other pairs are in class (II). Since (1.8) [or (1.11) with $\varepsilon=1$ ] implies that $n\left(r, a_{i}\right) \leqslant C\left(A^{\prime}\right)^{\lambda+1} T(\varrho)$ for $r \leqslant 2 A^{\prime} \varrho$, we obtain from (2.28) that

$$
\begin{gather*}
\sum_{(\mathrm{I})} \int_{0}^{2 \pi} g_{D}^{\Omega}\left(r e^{i \theta}, t\right) d \theta \leqslant C\left(A^{\prime}\right)^{\lambda+1} T(\varrho) \log \left(1+\left(A^{\prime}\right)^{-2-1-6 h}\right) \leqslant C\left(A^{\prime}\right)^{-6 h} T(\varrho)  \tag{2.34}\\
\left((10 A)^{-1} \varrho<r<10 A \varrho\right)
\end{gather*}
$$

We use (2.24) and (2.25) to show that the number of terms in class (II) is small. Indeed each pair ( $r, D$ ) of class (II) contributes to $n^{\prime \prime}\left(r, a_{i}\right)$ in (2.24) on an $r$-interval of logarithmic length at least $C\left(A^{\prime}\right)^{-\lambda-1-6 h}$. Let $Z\left(A^{\prime} \varrho\right)$ be the total number of pairs ( $r, D$ ) of class (II), where $|r|<A^{\prime} \varrho$. Then (2.25) yields that

$$
C Z\left(A^{\prime} \varrho\right)\left(A^{\prime}\right)^{-\lambda-1-6 h}<\sum_{i} \int^{2 A^{\prime} \varrho} n^{\prime \prime}\left(t, a_{i}\right) t^{-1} d t<\delta T(\varrho)
$$

since $\Omega \subset \mathfrak{U}^{\prime}$, (1.8), (1.24) and (2.28) now give that

$$
\begin{gathered}
\sum_{\text {(II) }} \int_{0}^{2 \pi} g_{D}^{\Omega}\left(r e^{i \theta}, t\right) d \theta \leqslant Z\left(A^{\prime} \varrho\right) \log \left(\frac{A^{\prime} \varrho}{r}\right) \leqslant C\left(A^{\prime}\right)^{3(\lambda+1)} \delta \log \left(\frac{A^{\prime} \varrho}{r}\right) T(\varrho) \leqslant C\left(A^{\prime}\right)^{-5 h} T(\varrho) \\
\left((10 A)^{-1} \varrho<r<10 A \varrho\right)
\end{gathered}
$$

and this and (2.34) establish (2.33).
Now we choose $\Omega=\mathfrak{H}^{\prime}$ in (2.32). It is necessary to estimate the boundary integrals. On $\left\{|z|=\left(A^{\prime}\right)^{-1} \varrho\right\}$ we use the uniform bound (2.10), (2.8), (1.24) and the obvious fact that $\omega\left(z, D \cap\left\{|z|=\left(A^{\prime}\right)^{-1} \varrho\right\}, D \cap \mathfrak{X}^{\prime}\right) \leqslant 1$. On $\left\{|z|=A^{\prime} \varrho\right\}$, we have (2.10) and the classical estimate [15, p. 102]

$$
\begin{equation*}
\omega\left(z, I_{A^{\prime} \varrho}, D \cap \mathfrak{U}\right) \leqslant 4 \exp \left\{-\pi \int_{20 A \varrho}^{A^{\prime} \varrho} \frac{d t}{t \theta(t)}\right\} \tag{2.35}
\end{equation*}
$$

where $I_{A^{\prime} \varrho}=D \cap\left\{|z|=A^{\prime} \varrho\right\}$, and $\theta(t)$ is the angular measure of $D \cap\{|z|=t\}$. Thus we obtain using (1.8) [or (1.11) with $\varepsilon=1]$ that

$$
\begin{align*}
\int_{D \cap \partial \Omega} \log \frac{1}{|f-a|} d \omega_{z} & \leqslant C T\left(2 A^{\prime} \varrho\right) \omega\left(z, I_{A^{\prime} \varrho}, D \cap \mathfrak{Q}^{\prime}\right)+C T\left(2\left(A^{\prime}\right)^{-1} \varrho\right)  \tag{2.36}\\
& \leqslant C\left[\left(A^{\prime}\right)^{\lambda+1} \exp \left\{-\pi \int_{20 A \varrho}^{A^{\prime} \varrho} \frac{d t}{t \theta(t)}\right\}+\left(A^{\prime}\right)^{-5 h}\right] T(\varrho) .
\end{align*}
$$

Thus suppose $D$ meets $\left\{|z|=A^{\prime} \varrho\right\}$. Lemma 2.1 ensures that if $D$ also meets $\{|z| \leqslant 10 A \varrho\}$, then $D \subset \cup\{D\}_{i}$. Thus the harmonic means inequality [15, p. 108] and (1.24) show that if $|z| \leqslant 10 A \varrho$, then

$$
\begin{equation*}
\omega\left(z, I_{A^{\prime} e}, D \cap \mathfrak{Q}^{\prime}\right) \leqslant C\left(A^{\prime} / A\right)^{-(\lambda+3)} \leqslant\left(A^{\prime}\right)^{-\lambda-2} \tag{2.37}
\end{equation*}
$$

for all but at most $2 \lambda+6=Q(\lambda)$ components $D$ of $\cup\{D\}_{i} \cap \mathfrak{X}$. We use (2.37) and (2.35) in (2.36), and then (2.36) and (2.33) in (2.32). Thus, if $|D(r)|$ is the angular measure of $D \cap\{|z|=r\}$, we find using (1.24) and (2.32) that in the components $D$ for which (2.37) holds [and in particular for all $D^{\prime}$ 's which do not meet $\left\{|z|=A^{\prime} \varrho\right\}$ ] we have

$$
\begin{gathered}
\sum_{i} \sum_{D} m\left(r, a_{i}, D\right) \leqslant \log \varepsilon^{-1} \sum_{D}|D(r)|+C\left(A^{\prime}\right)^{-1} T(\varrho) \sum_{D}|D(r)|+C\left(A^{\prime}\right)^{-5 h} T(\varrho) \leqslant C\left(A^{\prime}\right)^{-5 h} T(\varrho) \\
\left((10 A)^{-1} \varrho<r<10 A \varrho\right),
\end{gathered}
$$

since $h<\frac{1}{10}$ in (2.8). This proves (2.31).
Each circle $\{|z|=r\}$ with large $r$ must meet $D$ 's from at least two $\mathscr{D}_{i}$, since $q \geqslant 2$. Let $D$ be a significant component, so in particular $D$ is a component of $\mathfrak{U} \prime \cap \cup\{D\}_{i}$. We have constructed the $\{D\}_{i}$ in Lemma 2.1 to be simply-connected in $\left\{|z|<A^{\prime} \varrho\right\}$. Suppose now that a component of $D_{0}$ of $D \cap\left\{(10 A)^{-1} \varrho<|z|<10 A \varrho\right\}$ were not simply-connected. Choose $j \neq i$, and let $\mathscr{D}_{j}^{\circ}$ be the components of $\mathscr{D}_{j}$ which meet $\left\{|z|=(10 A)^{-1} \varrho\right\}$. Then for large $r$, (2.31), (2.8) and (1.24) show that

$$
\begin{aligned}
m\left((10 A)^{-1} \varrho, a_{j}, \mathscr{\mathscr { P } _ { j } )}\right. & \geqslant \frac{1}{2} \delta\left(a_{j}\right) T\left((10 A)^{-1} \varrho\right)-C\left(A^{\prime}\right)^{-5 h} T(\varrho) \\
& \geqslant C\left\{A^{-10 h}-\left(A^{\prime}\right)^{-5 h}\right] T(\varrho) \\
& \geqslant C A^{-10 h} T(\varrho) .
\end{aligned}
$$

However, $D_{0}$ prevents any $D$ of $\mathscr{C}_{j}^{j}$ from reaching $\left\{|z|=A^{\prime} \varrho\right\}$, so the right side of (2.35) vanishes, and this simplifies (2.36). Thus the analysis of (2.32) leads to

$$
m\left((10 A)^{-1} \varrho, a_{j}, \mathscr{D}_{j}^{\circ}\right) \leqslant C\left(A^{\prime}\right)^{-5 h} T(\varrho) \quad(j \neq i)
$$

By combining these last two inequalities, we would have a contradiction to the understanding of (1.24) that $\left(A^{\prime}\right)^{-1}<(A)^{-1}$. This contradiction completes the proof of Lemma 2.3.

Corollary 1. For $1 \leqslant i \leqslant q$, let $\mathscr{D}_{i}$ be the union of the $Q(\lambda)$ significant tongues $D$ of $\mathfrak{U}^{\prime}$ described in Lemmas 2.1 and 2.3, and let

$$
\begin{equation*}
S_{\mathscr{O}_{i}}(r)=\frac{1}{2 \pi} \int_{0}^{2 \pi} n_{\mathscr{S}_{i}}\left(r, a_{i}+\varepsilon e^{i \theta}\right) d \theta \tag{2.38}
\end{equation*}
$$

where $n_{\mathscr{S i}_{i}}\left(r, a_{i}+\varepsilon e^{i \theta}\right)$ counts those solutions to $f(z)=a_{i}+\varepsilon e^{i \theta}$ which arise from points of $\partial \mathscr{D}_{i}$. Then

$$
\begin{equation*}
\left|\int^{r} S_{\mathscr{S}_{i}}(t) t^{-1} d t-\delta\left(a_{i}\right) T(r)\right|<C\left(A^{\prime}\right)^{-4 h} T(\varrho) \quad\left((10 A)^{-1} \varrho<r<10 A \varrho\right) \tag{2.39}
\end{equation*}
$$

Proof. Let $\mathscr{D}_{i} \cap\{|z|=r\}=\cup\left(\alpha_{m}(r), \beta_{m}(r)\right)$. Since $\left|f(z)-a_{i}\right|=\varepsilon$ on $\partial \mathscr{D}_{i}$, the Cau-chy-Riemann equations and the argument principle give (cf. [4, Lemma 1])

$$
\begin{align*}
2 \pi r \frac{d}{d r} m\left(r, a_{i}, \mathscr{D}_{i}\right)= & \log \varepsilon^{-1} \sum_{m} r\left\{\beta_{m}^{\prime}-\alpha_{m}^{\prime}\right\}+\sum \Delta_{a_{m}(r), \beta_{m}(r)}\left(\arg \frac{1}{f-a_{i}}\right) \\
= & \log \varepsilon^{-1} \sum r\left\{\beta_{m}^{\prime}-\alpha_{m}^{\prime}\right\}+S_{\mathscr{O}_{i}}(r)+n\left(r, \infty, \mathscr{D}_{i}\right)-n\left(r, a_{i}, \mathscr{D}_{i}\right)  \tag{2.40}\\
& -\sum \Delta_{\alpha_{m}\left(\left(A^{\prime}\right)^{-1} \varrho\right), \beta_{m}\left(\left(A^{\prime}\right)^{-1} \varrho\right)}\left(\arg \frac{1}{f-a_{i}}\right)
\end{align*}
$$

Now

$$
\left|\int_{A^{-1} \underline{Q}}^{r} \sum\left(\beta_{m}^{\prime}-\alpha_{m}^{\prime}\right) d r\right| \leqslant 4 \pi
$$

$\varepsilon$ tends slowly to zero as $n \rightarrow \infty$, and we also have (2.11) and (2.13). Thus we deduce (2.39) on integrating (2.40) from $\left(A^{\prime}\right)^{-1} \varrho$ to $r$ and recalling (1.24), (2.8), (2.13) and (2.31).

Remark. Note that (2.40) may be applied to any collection of components $D$ such that $\left|f(z)-a_{i}\right|=\varepsilon$ on each $\partial D$. Thus for $1<i \leqslant q$, let $S_{\mathscr{R}_{i}}(t)$ be the residual covering of $\left\{\left|w-a_{i}\right|=\varepsilon\right\}$. This refers to the contribution to the total covering $S_{i}^{\circ}(t)$ (cf. (2.27)) which
is not included in $S_{\mathscr{D}_{i}}(t)$ in (2.39) nor in $S_{i}^{\prime}(t)$, the contribution from simple islands in $\{|z|<t\}$ (this is estimated from below in (2.14) and above in (2.1)). Thus (1.8) [or (1.11) with $\varepsilon=1$ ] and (1.24) give the

Corollary 2. The residual coverings $S_{\mathscr{R}_{i}}$ satisfy

$$
\begin{gather*}
\int^{8 A \varrho} \sum_{i=1}^{q} S_{\mathscr{H}_{i}}(t) t^{-1} d t \leqslant C\left(A^{\prime}\right)^{-3 h} T(\varrho),  \tag{2.41}\\
\int^{8 A \varrho} \sum_{i} n\left(t, a_{i}, \mathscr{R}_{i}\right) t^{-1} d t \leqslant C\left(A^{\prime}\right)^{-3 h} T(\varrho) . \tag{2.42}
\end{gather*}
$$

Proof. The previous paragraph justifies the following lines:

$$
\begin{aligned}
\sum \int^{8 A \varrho} S_{\mathscr{R}_{i}}(t) t^{-1} d t & =\sum \int^{8 A \varrho}\left[S_{i}^{\circ}(t)-S_{\mathscr{D}_{i}}(t)-S_{i}^{\prime}(t)\right] t^{-1} d t \\
& \leqslant C T(8 A \varrho)\left[q+\left(A^{\prime}\right)^{-5 h}+\left(A^{\prime}\right)^{-4 h}-\sum \delta\left(a_{i}\right)-(q-2)+\delta\right] \\
& \leqslant C A^{\lambda+1}\left(A^{\prime}\right)^{-4 h} T(\varrho)<C\left(A^{\prime}\right)^{-3 h} T(\varrho)
\end{aligned}
$$

which is (2.41).
Inequality (2.42) is a consequence of (1.24), (2.13) and (2.19). Thus, let $n_{s}\left(t, a_{i}\right)$ be the number of solutions to $f(z)=a_{i}$ in simple islands in $\{|z|<t\}$. Then

$$
\begin{aligned}
\sum \int_{1}^{8 A \varrho}\left[n\left(t, a_{i}\right)-n_{s}\left(t, a_{i}\right)\right] t^{-1} d t & \leqslant\left\{\sum_{i=1}^{q} N\left(8 A \varrho, a_{i}\right)-(q-2) T(8 A \varrho)+\delta T(\varrho)\right\} \\
& \leqslant 2 \delta T(\varrho)<C\left(A^{\prime}\right)^{-3 h} T(\varrho)
\end{aligned}
$$

Remark. Because of estimates such as (2.41) and (2.42), we let $k(r)$ be a generic non-negative function such that

$$
\begin{equation*}
\int^{8 A \varrho} k(t) t^{-1} d t<C\left(A^{\prime}\right)^{-3 h} T(\varrho) \tag{2.43}
\end{equation*}
$$

## 3. The Decomposition Lemma

3.1. A negligible grid. Lemma 2.3 will be combined with Lemma 3.1 below to study value-distribution by means of the argument principle. If $f^{\#}$ is the spherical derivative of $f,(2.17)$ becomes

$$
\begin{equation*}
\int_{\{1 \leqslant|z| \leqslant r\}} f^{\#}(z) d r d \theta<T(r)^{1 / 2+h} \tag{3.1}
\end{equation*}
$$

for large $r$. An immediate consequence of (3.1) and (1.24) is
Lemma 3.1. Let $\tau$ be a positive number. Then for $n$ sufficiently large, the Pólya peak annulus $\mathfrak{U \prime}$ (cf. (1.9)) may be sliced by a grid

$$
\begin{equation*}
\mathscr{G}=\left[\left\{r_{\alpha}\right\},\left\{\theta_{\beta}\right\}\right] \quad\left(1 \leqslant \alpha \leqslant \alpha_{n}<\infty, 1 \leqslant \beta \leqslant \beta_{n}<\infty\right) \tag{3.2}
\end{equation*}
$$

with

$$
\begin{gather*}
\tau<\left|\theta_{\beta+1}-\theta_{\beta}\right|<2 \tau \quad\left(1 \leqslant \beta \leqslant \beta_{n}-1\right)  \tag{3.3}\\
\tau<\left|\left(\theta_{1}+2 \pi\right)-\theta_{\beta_{n}}\right|<2 \tau,  \tag{3.4}\\
\tau<\log \frac{r_{\alpha+1}}{r_{\alpha}}<2 \tau,  \tag{3.5}\\
-\tau<\log \frac{r_{1}}{\left(A^{\prime}\right)^{-1} \varrho}<0, \quad 0<\log \frac{r_{\alpha_{n}}}{A^{\prime} \varrho}<\tau \tag{3.6}
\end{gather*}
$$

such that

$$
\begin{equation*}
\sum_{a} \int_{0}^{2 \pi}\left|f^{\#}\left(r_{a} e^{i \theta}\right)\right| r d \theta+\sum_{\beta} \int_{r_{1}}^{r_{a_{n}}}\left|f^{\#}\left(r e^{i \theta_{\beta}}\right)\right| \frac{d r}{r} \leqslant T(\varrho)^{2 / 3} \tag{3.7}
\end{equation*}
$$

In fact, Lemma 3.1 holds so long as $\tau_{n}>\left(A_{n}^{\prime}\right)^{-1}$ in (1.24).
These sets $\left\{|z|=r_{\alpha}\right\} \cap \mathfrak{A}^{\prime},\left\{\arg z=\theta_{\beta}\right\} \cap \mathfrak{U}^{\prime}$ comprise what we call a negligible logarithmic grid. Note that if $E$ is any subset of $\mathfrak{U}^{\prime}$, then $E$ may be surrounded by a set $E_{\tau}$, such that

$$
\begin{equation*}
\partial E_{\tau} \subset \mathscr{G} \tag{3.8}
\end{equation*}
$$

and ( $d=$ non-euclidean distance with respect to the metric $r^{-1}|d z|$ )

$$
\begin{equation*}
d\left(\partial E_{\tau}, \partial E\right) \leqslant C \tau \tag{3.9}
\end{equation*}
$$

Although the (logarithmic) separation of the sides of the grid approaches zero as $r \rightarrow \infty$, there are limitations to the rapidity. For example, if $f(z)=e^{z}$, no $\theta_{\beta}$ can be too near $\pm \pi / 2$, since the spherical length of $\{|z|=r\} \cap\{\arg z= \pm \pi / 2\}$ is proportional to $r$.

Lemma 3.1 will be used with the particular choice

$$
\begin{equation*}
\tau=\sigma^{5} \tag{3.10}
\end{equation*}
$$

and for this choice of $\tau$, we study our function $f$ relative to a special network of (logarithmic) rectangles. A logarithmic rectangle centered at $z_{0}$ of (logarithmic) sidelength $2 \sigma$ is defined by

$$
\begin{equation*}
\boldsymbol{B}=\boldsymbol{B}_{\sigma}\left(z_{0}\right)=\left\{z ;|\log | \frac{z_{0}}{z_{0}^{\prime}}| |<\sigma^{\prime},\left|\arg \left(\frac{z}{z_{0}^{\prime}}\right)\right|<\sigma^{\prime \prime}\right\} \tag{3.11}
\end{equation*}
$$

where $z_{0} \in \mathfrak{A}$,

$$
\begin{equation*}
\left|\sigma^{\prime}-\sigma\right|+\left|\sigma^{\prime \prime}-\sigma\right|<3 \sigma^{5} \tag{3.12}
\end{equation*}
$$

and $z_{0}^{\prime}$ is chosen so that (for some branch of logarithm)

$$
\begin{equation*}
\left|\log \left(\frac{z_{0}}{z_{0}^{\prime}}\right)\right|<2 \sigma^{5} \tag{3.13}
\end{equation*}
$$

and, with $\mathscr{G}$ the grid of Lemma 3.1,

$$
\begin{equation*}
\partial B_{\sigma} \subset \mathscr{G} \tag{3.14}
\end{equation*}
$$

If $B$ is a logarithmic rectangle in the sense (3.11)-(3.14) and $k>0$, then $k B$ is a rectangle similarly defined, except that (3.12) is modified to

$$
\begin{equation*}
\left|\sigma^{\prime}-k \sigma\right|+\left|\sigma^{\prime \prime}-k \sigma\right|<3 \sigma^{5} \tag{3.15}
\end{equation*}
$$

The slight inaccuracy of thinking of $z_{0}$ as the center and of $2 \sigma$ (resp. $2 k \sigma$ ) as the sidelength of $B$ (resp. $k B$ ) when only (3.11)-(3.15) are true is compensated by (3.14).
3.2. The Decomposition Lemma (Lemma 3.2). We now use the $s=Q(\lambda)$ significant components $D \in \cup \mathscr{D}_{i}$ (of Lemma 2.3) to partition almost all of the annulus $\mathfrak{A}^{\prime}$. The purpose of this is to show that the $\mathscr{D}_{i}$ 's divide a large family of regions $\Omega$ into subregions, in each of which $f$ has two near-Picard values in the sense (1.16). Lemma 2.1 shows that all $a_{i}$ and $\infty$ are near-Picard in the $\mathscr{D}_{i}$, but the analysis in $\mathfrak{A}^{\prime}-\cup \mathscr{D}_{i}$ is more subtle and depends on properties of plane sets.

Decomposition Lemma 3.2. There exists a union of $Q(\lambda)$ rectangles $B_{\sigma}$ so that if

$$
\begin{equation*}
B^{*}=\cup B_{\sigma} \tag{3.16}
\end{equation*}
$$

then the subset $\mathfrak{A}^{*}$ of $\mathfrak{A}$ defined by

$$
\begin{equation*}
\mathfrak{A} *=\mathfrak{A}-\boldsymbol{B}^{*} \tag{3.17}
\end{equation*}
$$

has the following property. Let $\Omega$ be any region in $\mathfrak{A}^{*}$, whose boundary relative to $\mathfrak{U}^{*} \cup \partial B^{*}$ consists of $Q(\lambda)$ closed Jordan curves with

$$
\begin{equation*}
\partial \Omega \subset \mathscr{G} \tag{3.18}
\end{equation*}
$$

Then $\mathscr{F} \equiv \Omega-\cup \mathscr{D}_{i}$ may be partitioned into sets $\mathscr{F}(i, j)(=\mathscr{F}(i, j)(\Omega))(i \neq j, 1 \leqslant i, j \leqslant q)$ and $\mathscr{F}^{\#}=\mathscr{F}^{\#}(\Omega)$ so that the relative boundary of each $F \in \mathscr{F}$ is contained in $\mathscr{G}$ and $\cup \partial \mathscr{D}_{i}$, and

$$
\begin{equation*}
n\left(a_{i}, \mathscr{F}(i, j)\right)+n\left(a_{j}, \mathscr{F}(i, j)\right)<C\left(A^{\prime}\right)^{-2 h} T(\varrho) \tag{3.19}
\end{equation*}
$$

In $\mathscr{F}^{\#}$, all values $a_{i}$ are near-Picard in the sense that

$$
\begin{equation*}
\sum_{i=1}^{q} n\left(a_{i}, \mathscr{F}^{\#}\right)<C\left(A^{\prime}\right)^{-2 h} T(\varrho) \tag{3.20}
\end{equation*}
$$

Remarks. (1) Inequalities (3.19) and (3.20) complement the bounds (2.13) for value distribution in $\cup \mathscr{D}_{i}$.
(2) The description of the sets $\mathscr{F}(i, j)$ and $\mathscr{F}^{\#}$ is quite explicit. Thus a component $F$ of $\mathscr{F}$ is assigned to $\mathscr{F}(i, j)$ if $\Omega \cap \partial F$ includes portions of $\partial \mathscr{D}_{i}, \partial \mathscr{D}_{j}(i \neq j)$ and subsets of $\mathscr{G}$ while $\partial F \cap \partial \mathscr{D}_{k}=\varnothing(k \neq i, j)$. All other components $F$ are assigned to $\mathscr{F}^{\#}$. More precisely, we place $F$ in $\mathscr{F}(\varnothing)$ or $\mathscr{F}\left(i_{1}, \ldots, i_{p}\right)$ if $(\Omega \cap \partial F)-\mathscr{G}$ meets a subset of $\partial \mathscr{D}_{i_{1}}, \ldots, \partial \mathscr{D}_{i_{p}}$.

The Decomposition Lemma, is motivated by many examples. For instance, if $f(z)=e^{z}$ and $D_{1}=\{|f(z)|<\varepsilon\}, \quad D_{2}=\left\{|f(z)|>\varepsilon^{-1}\right\}$, then $D_{1}$ and $D_{2}$ are half-planes bounded by vertical lines. In the region $F$ between $D_{1}$ and $D_{2}, f$ assumes all values $w$ with $|\log | w|\mid<\varepsilon$ but, independent of $\varepsilon, 0$ and $\infty$ are Picard values in $F$. This suggests that the Picard values $a_{i}$ correspond to the indices $i_{k}$ such that $\partial F \subset\left(\cup_{k} \partial \mathscr{D}_{i_{k}}\right)$, and "usually" there are two such $i_{k}$, at least in $\mathbf{R}^{2}$. This is not the case in $\mathbf{R}^{n}$ ( $n \geqslant 3$ ), and this difference is crucial in the construction of quasi-regular mappings in $\mathbf{R}^{n}$ which have a large (albeit finite) Picard set [25].

We now begin the proof of the Decomposition Lemma. Choose $\sigma>0$ and let $D$ be a
fixed component of $\cup \mathscr{D}_{i}$. For each $\zeta \in \partial D \cap \mathfrak{H}^{\prime}$, consider a rectangle $B_{\sigma}(\zeta)$ as described in (3.11)-(3.15).

Definition. A component $D^{\prime} \in \cup \mathscr{D}_{i}\left(D^{\prime} \neq D\right)$ is called adjacent to $D$ (at $\zeta$, through $B_{o}$ ) if $D$ may be joined to $D^{\prime}$ by a continuum contained in $B_{\sigma}$ which (other than endpoints) is disjoint from $\cup \mathscr{D}_{i}$.

The next lemma is proved by an elementary connectedness argument.
Lemma 3.3. Let $D^{\prime}$ be adjacent to $D$ at $\zeta_{1}$ and $\zeta_{2}$, and let $\Gamma\left(\zeta_{1}, \xi_{1}\right)$ be that portion of $\partial D \cap\left\{|z|<A^{\prime} \varrho\right\}$ with $\zeta_{1}$ and $\zeta_{2}$ as endpoints. Let $\zeta \in \Gamma\left(\zeta_{1}, \zeta_{2}\right)$ with

$$
\boldsymbol{B}_{\sigma}(\zeta) \cap\left[\boldsymbol{B}_{\sigma}\left(\zeta_{1}\right) \cup \boldsymbol{B}_{\sigma}\left(\zeta_{2}\right)\right]=\varnothing .
$$

Then no $D_{j}\left(D_{j} \neq D^{\prime}\right)$ can be adjacent to $D$ at $\zeta$.
Proof. For $j=1,2$ let $z_{j}^{\prime}$ be a point of $D^{\prime}$ which may be joined to $\zeta_{j}$ by an arc $\gamma_{j}$ in $B\left(\zeta_{j}\right)-\left(\cup \mathscr{D}_{i}\right)$. Since $D^{\prime}$ belongs to exactly one component of $\left\{|z|<A^{\prime} \varrho\right\}-D$, it follows that $z_{1}^{\prime}$ and $z_{2}^{\prime}$ are endpoints of a unique arc $\Gamma^{\prime}$ of $\partial D^{\prime} \cap\left\{|z|<A^{\prime} \varrho\right\}$.

Now $\Gamma\left(\zeta_{1}, \zeta_{2}\right), \Gamma^{\prime}, \gamma_{1}$ and $\gamma_{2}$ form the boundary of a Jordan region $J$ whose boundary (other than the arcs $\Gamma, \Gamma^{\prime}$ ) is disjoint from $\cup \mathscr{D}_{i}$. Let $\zeta$ and $B(\zeta)$ be as in the hypotheses the Lemma. If $D_{j}\left(\neq D^{\prime}\right)$ were adjacent at $\zeta$ through $B(\zeta)$, then there would be a continuum in $B(\zeta)$ which connects $\zeta$ to $D_{j}$ without otherwise encountering $D$ or $D^{\prime}$. Thus $D_{j}$ would meet the interior of $J$. Since we saw in Lemma 2.3 that $D_{j}$ must also meet $\left\{|z|=A^{\prime} \varrho\right\}$, it follows that $D_{j}$ must meet $\partial J$, and this is a contradiction.
3.3. Removing rectangles. Choose $D \in \cup \mathscr{D}_{i}$, and for each $D^{\prime} \neq D, D^{\prime} \in \cup \mathscr{D}_{i}$, we construct boxes $B_{\sigma}\left(\zeta^{\prime}\right), B_{\sigma}\left(\zeta^{\prime \prime}\right)$ with $\zeta^{\prime}, \zeta^{\prime \prime} \in \mathfrak{A} \cap \partial D$ subject to two conditions:

$$
\begin{equation*}
D^{\prime} \text { is adjacent to } D \text { at } \zeta^{\prime}, \zeta^{\prime \prime} \text { through } B\left(\zeta^{\prime}\right), B\left(\zeta^{\prime \prime}\right) \tag{3.21}
\end{equation*}
$$

further, if $\Gamma\left(\zeta^{\prime}, \zeta^{\prime \prime}\right)$ is the arc of $\partial D \cap\left\{|z|<A^{\prime} \varrho\right\}$ which contains $\xi^{\prime}$ and $\zeta^{\prime \prime}$ as endpoints (cf. statement of Lemma 3.3) then

> if $D^{\prime}$ is adjacent to $D$ at some $\zeta \in \partial D \cap \mathfrak{A}$, then either $\zeta \in \Gamma\left(\xi^{\prime}, \zeta^{\prime \prime}\right)$ or $B_{\sigma}(\zeta) \cap\left[B_{\sigma}\left(\zeta^{\prime}\right) \cup B_{\sigma}\left(\zeta^{\prime \prime}\right)\right] \neq \varnothing$.

This may be achieved in the following manner. We consider all components $D^{\prime}$ which are adjacent through (at least) two distinct rectangles $B\left(\zeta_{1}\right), B\left(\zeta_{2}\right)$ with $\zeta_{1}$ and $\zeta_{2}$ in
$\cup \partial D$. Now each $D$ of $\cup \mathscr{D}_{i}$ is a component of $\mathfrak{X}^{\prime}$ which meets $\left\{|z|=A^{\prime} \varrho\right\}$, and thus $\xi_{1}$ and $\zeta_{2}$ are always in the same component of $\partial D \cap\left\{|z|<A^{\prime} \varrho\right\}$.

Under the obvious ordering of points on $\partial D \cap\left\{|z|<A^{\prime} \varrho\right\}$, we may assume that $\zeta_{1}<\zeta_{2}$. By choosing $\zeta^{\prime}$ close to $\inf \zeta_{1}$ and $\zeta^{\prime \prime}$ close to sup $\zeta_{2}$, we obtain (3.21) and (3.22). To each ordered pair $D, D^{\prime}$ thus corresponds at most $2(Q(\lambda)-1)$ such rectangles, and thus $Q(\lambda)$ as $D$ and $D^{\prime}$ vary. We replace each of these $B_{\sigma}$ by the similar $B_{3 \sigma}$, and let $B_{1}^{*}$ be the union of these. Finally, $B^{*}$ is the union of $B_{1}^{*}$ with compact components of $\mathfrak{A}-B_{1}^{*}$ and those noncompact components of $\mathfrak{A}-B_{1}^{*}$ whose closure meets only one component of $\partial \mathfrak{A}$. Then $B^{*}$ is also a union of $Q(\lambda)$ rectangles whose (noneuclidean) area is $O\left(\sigma^{2}\right)$.

3.4. The Decomposition Lemma in an ideal case.

Lemma 3.4. Let $F$ be a union of regions in $\left\{\frac{1}{2} A^{-1} \varrho<|z|<2 A \varrho\right\}-\left[B^{*} \cup\left(\cup \mathscr{D}_{i}\right)\right]$, each component of which is bounded by portions of $\partial \mathscr{D}_{i} \cup \partial \mathscr{D}_{j}(w h e r e ~ i \neq j)$ and a subset $\Gamma$ of G. We assume that $\Gamma$ consists of Jordan curves or Jordan arcs, each of whose endpoints lies on $\partial \mathscr{D}_{i} \cup \partial \mathscr{D}_{j}$. Then as $A^{\prime} \rightarrow \infty$, we have independent of $F$ that

$$
\begin{gather*}
\sum_{1}^{q} n\left(r, a_{k}, F\right) \geqslant(q-2) S(r, F)+n\left(r, a_{i}, F\right)+n\left(r, a_{j}, F\right)-C\left(A^{\prime}\right)^{-3 h} T(\varrho)-C \varepsilon^{-1} L(r)-k(r) \\
\left(\frac{1}{2} A^{-1} \varrho<r<2 A \varrho\right) \tag{3.23}
\end{gather*}
$$

where $L(r)$ is the length on $C^{*}$ of the image of $\{|z|=r\}$, and $k(r)$ satisfies (2.43).
Remark. For each pair $(i, j)$, the set $F$ so described may consist of many components.

Proof. Estimate (3.23) follows from the argument principle applied to the function $\left(f(z)-a_{k}\right)^{-1}$ (where $k \neq i, j$ ) in the region $F(r)=F \cap\{|z| \leqslant r\}$.

Choose $a_{k} \neq a_{i}, a_{j}$ and consider

$$
\Delta_{\partial F(r)} \arg \frac{1}{f-a_{k}}
$$

with $\frac{1}{2} A^{-1}<r<2 A \varrho$. The key estimate is that

$$
\begin{equation*}
\left|\Delta_{\partial F(r)} \arg \frac{1}{f-a_{k}}\right|<C\left[\left(A^{\prime}\right)^{-3 h} T(\varrho)+\varepsilon^{-1} L(r)+k(r)\right] \quad\left(\frac{1}{2} A^{-1} \varrho<r<2 A \varrho\right) \tag{3.24}
\end{equation*}
$$

On the level-sets $\left\{\left|f-a_{i}\right|=\varepsilon\right\},\left\{\left|f-a_{j}\right|=\varepsilon\right\}$, we find, using the notation suggested by (2.26), that the change in $\arg \left(w-a_{i}\right)$ and $\arg \left(w-a_{j}\right)$ is at most $S_{i}^{\circ}(4 A \varrho)$ or $S_{j}^{\circ}(4 A \varrho)$. Thus since $a_{k} \neq a_{i}, a_{j}$, this means that on these level-sets $\left|\arg \left(f-a_{k}\right)\right|$ changes by at most

$$
\begin{equation*}
C \varepsilon\left[S_{i}(4 A \varrho)+S_{j}(4 A \varrho)\right] \leqslant C \varepsilon T(8 A \varrho) \leqslant C \varepsilon A^{\lambda+1} T(\varrho)=o(1)\left(A^{\prime}\right)^{-3 h} T(\varrho) \tag{3.25}
\end{equation*}
$$

since we have (1.24).
It is next necessary to obtain a bound similar to (3.25) for the change of $\left|\arg \left(f-a_{k}\right)\right|$ on $\partial_{1}(r)$ (where we set $\partial_{1}(r)=\partial F(r)-\left(\partial \mathscr{D}_{i} \cup \partial \mathscr{D}_{j}\right)$ ). Let $\left\{\cup \alpha_{k}\right\} \quad\left(=\cup \alpha_{k}(r)\right), \quad\left\{\cup \alpha_{k}^{*}\right\}$ $\left(=\cup a_{k}^{*}(r)\right)$ be those subarcs of $\partial_{1}(r)$ on which, respectively, $\left|f-a_{k}\right|<\varepsilon$ or $\left|f-a_{k}\right|>\varepsilon^{-1}$, and let $\{\beta\}(=\beta(r))$ be the complement of the $\alpha$ 's relative to $\partial_{1}(r)$. The length of the image of $\partial_{1}(r)$ is at most $L(r)+C T(\varrho)^{2 / 3}$, since $\partial_{1}(r) \subset \mathscr{G} \cup\{|z|=r\}$ and (3.7) holds. In particular, this gives that

$$
\begin{equation*}
\sum_{\beta}\left|\Delta_{\beta} \arg \left(f-a_{k}\right)\right|<C \varepsilon^{-1}\left(L(r)+T(\varrho)^{2 / 3}\right) \quad\left(r>\frac{1}{2} A^{-1} \varrho\right) . \tag{3.26}
\end{equation*}
$$

We next show why

$$
\begin{equation*}
\sum_{a_{k}}\left|\Delta_{a_{k}} \arg \left(f-a_{k}\right)\right|+\sum_{a_{k}^{*}}\left|\Delta_{a_{k}^{*}} \arg \left(f-a_{k}\right)\right| \leqslant C\left(A^{\prime}\right)^{-3 h} T(\varrho)+k(r) \quad\left(r>\frac{1}{2} A^{-1} \varrho\right), \tag{3.27}
\end{equation*}
$$

by considering the first sum of (3.27) and leaving the analogous estimate of the $\alpha_{k}^{*}$ to the reader (this latter discussion is a bit simpler, since by hypothesis $\delta(\infty)=0$ ). Since $F \subset \mathfrak{A} \prime-\cup \mathscr{D}_{i}$ and the components of $\partial F$ are closed Jordan curves, or Jordan arcs with endpoints in $\partial \mathscr{D}_{i} \cup \partial \mathscr{D}_{j}$, it follows that the $\alpha_{k}$ are cross-cuts $I$ of preimages $D$ of $\left\{\left|w-a_{k}\right|<\varepsilon\right\}$ which are not among the significant components of $\mathscr{D}_{k}$. (It is to ensure that the $\alpha_{k}$ be cross-cuts that we require that $\Gamma$ consist of Jordan curves or Jordan arcs, whose endpoints are in $\cup \partial \mathscr{D}_{i}$.)

There are two possibilities. First, let $I^{*}=I_{\alpha_{k}}^{*}$ be those $\operatorname{arcs} I$ such that $\left|f(z)-a_{k}\right|>\frac{1}{2} \varepsilon$ for all $z \in I$. Then exactly as in (3.26) we have

$$
\begin{equation*}
\sum_{I^{*}}\left|\Delta \arg \left(f-a_{k}\right)\right| \leqslant C \varepsilon^{-1}\left(L(r)+T(\varrho)^{2 / 3}\right) \quad\left(r>\frac{1}{2} A^{-1} \varrho\right) \tag{3.28}
\end{equation*}
$$

Next, if $n^{*}$ is the number of arcs $I$ in $\cup \alpha_{k}$ which are not in $I^{*}$, then the image of each $I$ has spherical length $|f(I)|$ at least $C \varepsilon$, so (2.17) and (3.7) give that

$$
\varepsilon n^{*} \leqslant C \sum|f(I)| \leqslant C\left(L(r)+T(\varrho)^{2 / 3}\right)
$$

Now if $I$ is also contained in a simple island $D_{s}$ over $\left\{\left|w-a_{k}\right|<\varepsilon\right\}$, the argument principle shows that $\left|\Delta_{I} \arg \left(w-a_{k}\right)\right| \leqslant 2 \pi$, so the total contribution from these $I$ 's satisfies

$$
\begin{equation*}
\sum_{I \in U D_{s}} \Delta_{I}\left|\arg \left(f-a_{k}\right)\right| \leqslant C \varepsilon^{-1}\left(L(r)+T(\varrho)^{2 / 3}\right) . \tag{3.29}
\end{equation*}
$$

Another idea is needed to estimate the contribution to (3.24) which comes from the $I$ 's of $\left\{\alpha_{k}\right\}-I^{*}$ which are not cross-cuts of $D_{s}$ 's. Instead, these $I$ 's are cross-cuts of residual coverings $\mathscr{R}_{k}$ which were introduced at the end of Chapter 2 and satisfy (2.41) and (2.42). Thus (2.41), (2.42) and the argument principle show that

$$
\begin{equation*}
\sum_{I \in 9_{k}} \Delta_{I}\left|\arg \left(f-a_{k}\right)\right| \leqslant C\left(A^{\prime}\right)^{-3 h} T(\varrho)+k(r), \tag{3.30}
\end{equation*}
$$

where $k(r)$ satisfies (2.43), and (3.27) follows from (3.28), (3.29) and (3.30). Finally, (3.24) follows from (3.25), (3.26), (3.27) and (1.24). Since there are ( $q-2$ ) choices of $a_{k} \neq a_{i}, a_{j}$, (3.24) yields that

$$
\begin{equation*}
\sum_{k \neq i, j} n\left(r, a_{k}, F\right) \geqslant(q-2) n(r, \infty, F)-C\left(A^{\prime}\right)^{-3 h} T(\varrho)-C \varepsilon^{-1} L(r)-k(r) . \tag{3.31}
\end{equation*}
$$

This is (3.23) once we derive the general result: if $\partial F-\mathscr{G} \subset\left\{\partial \mathscr{D}_{i_{i}}, \ldots, \mathscr{X}_{i_{k}}\right\}$, then

$$
\begin{array}{r}
|n(r, a, F)-S(r, F)| \leqslant C\left(A^{\prime}\right)^{-3 h} T(\varrho)+C \varepsilon^{-1} L(r)+k(r) \\
\left(\min _{i}\left(\left|a-a_{i}\right|\right)>2 \varepsilon^{1 / 2}, \frac{1}{2} A^{-1} \varrho<r<2 A \varrho\right) ; \tag{3.32}
\end{array}
$$

in particular, since here $\partial F-\mathscr{G}_{C} \partial \mathscr{D}_{i} \cup \partial \mathscr{D}_{j}$, (3.32) holds for $a=\infty$, and we use (3.32) (with $a=\infty$ ) in (3.31) to get (3.23).

We now prove (3.32). To compute $S(r, F)$, let $C^{\#}$ be the sphere with the discs $\left|w-a_{i}\right|<2 \varepsilon_{n}^{1 / 2}$ deleted ( $1 \leqslant i \leqslant q$ ). It is not hard to see that we may replace $a_{k}$ by $a\left(a \in C^{\#}\right)$ in the analysis of (3.24) and deduce

$$
\begin{gather*}
\left|\Delta_{\partial F(r)} \arg \left(\frac{1}{f-a}\right)\right| \equiv|n(r, \infty, F)-n(r, a, F)| \leqslant\left(A^{\prime}\right)^{-3 h} T(\varrho)+C \varepsilon^{-1} L(r)+k(r)  \tag{3.33}\\
\left(a \in C^{\#}, \frac{1}{2} A^{-1} \varrho<r<2 A \varrho\right) ;
\end{gather*}
$$

the only modification is that here $\varepsilon$ is to be replaced by $\varepsilon^{1 / 2}$, but (1.24) implies that this makes no difference in the final bound. Next, if $a \nsubseteq C^{\#}$, the first fundamental theorem implies that $n(r, a, F) \leqslant C T\left(A^{\prime} \varrho\right) \leqslant C\left(A^{\prime}\right)^{\lambda+1} T(\varrho)$. The spherical area of such $a^{\prime} \mathrm{s}$ is $O(\varepsilon)$, so the contribution to $S(r, F)$ from the complement of $C^{\#}$ is at most $\varepsilon\left(A^{\prime}\right)^{\lambda+1} T(\varrho)$. This, (3.33) and (1.24) give (3.32).

Corollary 1. Let $F$ be as in Lemma 3.4, except that $\partial F \subset\left[\partial \mathscr{D}_{i} \cup \mathscr{G}\right]$. Then

$$
\begin{gather*}
\sum_{1}^{q} n\left(r, a_{k}, F\right) \geqslant(q-1) S(r, F)+n\left(r, a_{i}, F\right)-C\left(A^{\prime}\right)^{-3 h} T(\varrho)-C \varepsilon^{-1} L(r)-k(r)  \tag{3.34}\\
\left(\frac{1}{2} A^{-1} \varrho<r<2 A \varrho\right) .
\end{gather*}
$$

Proof. All that need be observed is, since there are ( $q-1$ ) choices of $a_{k} \neq a_{i}$, the sum (3.31) becomes

$$
\sum_{k \neq i} n\left(r, a_{k}, F\right) \geqslant(q-1) S(r, F)-C\left(A^{\prime}\right)^{-3 h} T(\varrho)-C \varepsilon^{-1} L(r)-k(r)
$$

and (3.34) follows as did (3.22).
Corollary 2. Let $F$ be as in Lemma 3.4, except that we suppose $\partial F \subset \mathscr{G}$. Then

$$
\begin{equation*}
\sum_{1}^{q} n\left(r, a_{k}, F\right) \geqslant q S(r, F)-C\left(A^{\prime}\right)^{-3 h} T(\varrho)-C \varepsilon^{-1} L(r)-k(r) \quad\left(\frac{1}{2} A^{-1} \varrho<r<2 A \varrho\right) \tag{3.35}
\end{equation*}
$$

3.5. Regions $F$ which meet several $\mathscr{D}_{i}$. We have observed in Remark 2, §3.2, that the set $\mathfrak{Q}^{*}-\cup \mathscr{D}_{i}$ is a union of components $F$, where each $F$ is put in a class $\mathscr{H}(i), \ldots, \mathscr{F}\left(i_{1}, \ldots, i_{r}\right)$, or $\mathscr{F}(\varnothing)$. Classes $\mathscr{F}(i, j), \mathscr{F}(i)$ and $\mathscr{F}(\varnothing)$ have already been analysed in Lemma 3.4 and its two corollaries. Our next result uses properties (3.21) and (3.22) of our construction to reduce the analysis of classes $\mathscr{F}\left(i_{1}, \ldots, i_{r}\right)$ (with $r \geqslant 3$ ) to these simpler situations.

Lemma 3.5. Let $\mathscr{F} *=\mathscr{F}\left(i_{1}, i_{2}, \ldots, i_{r}\right)$ for a given $r$-tuple with $r \geqslant 3$. Then $\mathscr{F} *$ may be divided into at most $r+1$ classes of type $\mathscr{F}(i), \mathscr{F}(\varnothing)$, by means of curves and arcs from the logarithmic grid 9. These curves may be chosen to be Jordan arcs, each of whose endpoints is in $\cup \partial \mathscr{D}_{i}$.

Proof. Choose $F \in \mathscr{F}\left(i_{1}, \ldots, i_{r}\right)$ with $r \geqslant 3$, and suppose $\partial D \cap \partial F \neq \varnothing$, with $D \in \mathscr{D}_{i}$. According to (3.8)-(3.10) and (3.14), each component of $\partial D \cap \partial F$ may be enclosed in a

Jordan domain $J$ whose boundary in $\mathfrak{X}^{\prime}$ is contained in $\mathscr{G}$ and such that ( $d=$ noneuclidean distance)

$$
\begin{equation*}
d(\partial J, \partial D \cap \partial F) \leqslant C \tau=C \sigma^{5} \tag{3.36}
\end{equation*}
$$

Let $\mathfrak{A}^{*}$ be the set described in (3.17), and suppose that the closure of $F \cap J$ relative to $\mathfrak{U}^{*}$ meets a significant component $D^{\prime \prime}$ for some $D^{\prime \prime} \neq D$, with $D^{\prime \prime} \in \cup \mathscr{D}_{j}$. According to (3.36), $D^{\prime \prime}$ and $D$ may be joined within some $B_{\sigma}(\zeta)$, with $\zeta \in \partial D \cap F$. Thus some $D^{\prime} \neq D$, $D^{\prime} \in \cup \mathscr{D}_{j}$, is adjacent to $D$ (in the sense of $\S 3.2$ ) through some $B_{\sigma}\left(\zeta_{0}\right)$, with $\zeta_{0} \in \partial D \cap F$. Properties (3.21) and (3.22) guarantee that $B_{\sigma}\left(\zeta^{\prime}\right)$ and $B_{\sigma}\left(\zeta^{\prime \prime}\right)$ satisfy (3.21) and (3.22), and so are in the set $B^{*}$ of (3.16). Thus, the portion of $F$ inside $J$ is either in $\mathscr{F}(i, j)$ (if $j \neq i$ ) or in $\mathscr{F}(i)$ (if $j=i)$.

This argument may be applied to each $D$ which meets $\partial F$. Thus we obtain $Q(\lambda)$ unions of these Jordan domains $J$ which may be divided into $r$ classes $\mathscr{F}_{k}$ which correspond to $i_{1}, \ldots, i_{r}$. For example, $\mathscr{F}_{k}$ consists of those $J$ for which the closure of $F \cap J$ relative to $\mathfrak{U}^{*}$ meets only a component $D \in \mathscr{D}_{k}$. The complementary set $F-J$ is, relative to $\mathfrak{U}^{*}$, a union of regions whose closure does not meet $\partial\left(\cup \mathscr{D}_{i}\right)$ and whose boundary is contained in $\mathscr{G}$; this set is an $\mathscr{F}(\varnothing)$. This proves Lemma 3.5.
3.6. Completion of proof of the Decomposition Lemma. (Recall the statement of this Lemma as Lemma 3.2 in §3.2).

Let $\Omega$ be as in the statement of Lemma 3.2. According to (3.5) and (3.10), we may choose a sequence $r_{i}, 1 \leqslant i \leqslant M=M(n, \Omega)$ with $\frac{1}{4} A^{-1} \varrho \leqslant r_{1}<r_{2}<\ldots<r_{M} \leqslant 10 A \varrho$, such that each circle $\left\{|z|=r_{i}\right\} \subset \mathscr{G}$, and that each region

$$
\begin{equation*}
\left\{r_{i}<|z|<r_{i+1}\right\}-\Omega \quad \text { is simply-connected. } \tag{3.37}
\end{equation*}
$$

Note from (1.24), (3.5), (3.6), (3.10) and (3.14) that we always have $M<A^{2} \tau^{-1}<\sigma^{-12}$. Since $\partial \Omega \subset \mathscr{G} \cup\left(\cup \partial D_{i}\right)$, (3.37) may readily be arranged. We also let $r_{0}=\left(A^{\prime}\right)^{-1} \varrho$, and let $B_{p}$ be the annulus $\left\{r_{p-1}<|z|<r_{p}\right\}$.

As we observed in the discussion of (2.14), property (3.37) allows Ahlfors's estimate (2.14) to be applied in each $B_{p}-\Omega$. Thus (2.14) and (3.7) give that

$$
\begin{align*}
\sum n\left(r, a_{i}, B_{p}-\Omega\right) & \geqslant(q-2) S\left(r, B_{p}-\Omega\right)-h L(r)-L\left(\partial\left(B_{p}-\Omega\right)\right) \\
& \geqslant(q-2) S\left(r, B_{p}-\Omega\right)-h L(r)-C T(\varrho)^{2 / 3} \tag{3.38}
\end{align*}
$$

Consider next the value distribution in $\Omega_{p} \equiv B_{p} \cap \Omega$. Each $\Omega_{p}-\left\{\cup \mathscr{D}_{i}\right\}$ becomes a union of $\mathscr{F}(\varnothing)$ 's, $\mathscr{F}(i)$ 's, and $\mathscr{F}(i, j)$ 's, perhaps, as in Lemma 3.5, by introducing additional cross-cuts from $\mathscr{G}$. Using (3.23), (3.34) and (3.35), we find that

$$
\begin{align*}
\sum n\left(r, a_{i}, \Omega_{p}\right) \geqslant & \sum n\left(r, a_{i}, \mathscr{F}^{\#}\right)+\sum n\left(r, a_{i}, \cup \mathscr{j \neq k} \mathfrak{\mathscr { F }}(j, k)\right) \\
\geqslant & q S(r, \mathscr{F}(\varnothing))+\sum n\left(r, a_{i}, \mathscr{F}(i)\right) \\
& +(q-1) S(r, \cup \mathscr{F}(i))+\frac{1}{2}\left\{\sum_{i} n\left(r, a_{i}, \cup \mathscr{j \neq i}(i, j)\right)\right.  \tag{3.39}\\
& +\sum_{j} n\left(r, a_{j}, \cup \mathscr{j \neq i}(\mathscr{F}(i, j))\right\}+(q-2) S(r, \cup \mathscr{H} \mathscr{F}(i, j)) \\
& -C\left(A^{\prime}\right)^{-3 h} T(\varrho)-C \varepsilon^{-1} L(r)-k(r) .
\end{align*}
$$

For $\left\{|z|<r_{0}\right\}$ and in the set $B^{*}$ of (3.16) we use (2.14) and (3.7):

$$
\begin{gather*}
\sum n\left(r, a_{i}\right) \geqslant(q-2) S(r)-h L(r) \quad\left(r \leqslant r_{0}=\left(A^{\prime}\right)^{-1} \varrho\right)  \tag{3.40}\\
\sum n\left(r, a_{i}, B^{*}\right) \geqslant(q-2) S\left(r, B^{*}\right)-h L(r)-C T(\varrho)^{2 / 3} \quad\left(\left(A^{\prime}\right)^{-1} \varrho<r<A^{\prime} \varrho\right) . \tag{3.41}
\end{gather*}
$$

We combine (3.38)-(3.41) and integrate with respect to $\log r$ from $R_{1} \equiv\left(A^{\prime}\right)^{-1} \varrho$ to $r$, where $4 A \varrho<r<8 A \varrho$. An appeal to (2.17) and (2.43) gives that

$$
\begin{aligned}
\sum N\left(r, a_{i}\right)-\sum N\left(R_{1}, a_{i}\right) \geqslant & (q-2) \int_{R_{\mathrm{t}}}^{r} S(t) t^{-1} d t \\
& +2 \int_{R_{1}}^{r} S(t, \mathscr{F}(\varnothing)) t^{-1} d t+\int_{R_{1}}^{r} S(t, \cup \mathscr{F}(i)) t^{-1} d t \\
& +\sum \int_{R_{1}}^{r} n\left(t, a_{i}, \mathscr{F}(i)\right) t^{-1} d t+\frac{1}{2} \sum_{i \neq j} \int_{R_{1}}^{r}\left[n \left(t, a_{i}, \mathscr{F}(i, j)\right.\right. \\
& \left.+n\left(t, a_{j}, \mathscr{F}(i, j)\right)\right] t^{-1} d t-C \sigma^{-12}\left[\left(A^{\prime}\right)^{-5 h / 2} T(\varrho)+T(\varrho)^{2 / 3}\right] \log A^{\prime}
\end{aligned}
$$

since there are at most $\sigma^{-12}$ annuli $B_{p}$. All terms on the right (other than the last) are increasing functions of $r$. Thus (1.24), (2.1), (2.4), (2.8) and (2.9) imply that

$$
\begin{align*}
S(A \varrho, \mathscr{F}(\varnothing)) & +S(A \varrho, \cup \mathscr{F}(i))+\sum n\left(A \varrho, a_{i}, \mathscr{F}(i)\right)+\sum_{i} n\left(A \varrho, a_{i}, \cup \mathscr{F}(i, j)\right)  \tag{3.42}\\
& \leqslant \delta T(\varrho)+C \sigma^{-12}\left[\left(A^{\prime}\right)^{-5 h / 2} T(\varrho)+T(\varrho)^{2 / 3}\right] \log A^{\prime}<\left(A^{\prime}\right)^{-2 h} T(\varrho)
\end{align*}
$$

Inequality (3.19) is an immediate consequence of this. In order to obtain (3.20), we see from (3.42) that we need only show that

$$
\sum_{i} n\left(A \varrho, a_{i}, \mathscr{F}(\varnothing)\right)+\sum_{j \neq i} n\left(A \varrho, a_{j}, \mathscr{F}(i)\right)<C\left(A^{\prime}\right)^{-2 h} T(\varrho)
$$

but this follows from (3.42) and (3.32). This proves Lemma 3.2.
Corollary. In addition to (3.19) and (3.20), we have

$$
\begin{equation*}
S\left(A \varrho, \mathscr{F}^{\#}\right)<C\left(A^{\prime}\right)^{-2 h} T(\varrho) \tag{3.43}
\end{equation*}
$$

Further, if $S_{\mathscr{P}_{i}}(F)$ is the mean-covering over $\left|w-a_{i}\right|=\varepsilon$ which comes from $\partial \mathscr{D}_{i} \cap \Omega$, then

$$
\begin{gather*}
\left|S_{\mathscr{O}_{i}}(F)-S_{\mathscr{O}_{j}}(F)\right| \leqslant C\left(A^{\prime}\right)^{-2 h} T(\varrho) \quad(F \in \mathscr{F}(i, j))  \tag{3.44}\\
\left|n(\infty, \Omega)-\frac{1}{2} \sum_{i} S_{\mathscr{O}_{i}}(\Omega)\right| \leqslant C\left(A^{\prime}\right)^{-2 h} T(\varrho) \tag{3.45}
\end{gather*}
$$

Proof. Conclusion (3.43) is immediate from (3.42) and Lemma 3.5. According to (2.13), it is only necessary to compute in the various $F$ 's, but if $F$ is not an $\mathscr{F}(i, j$ ), then (3.20) (relative to $\Omega$ ) applies. Thus (3.44) and (3.45) need only be checked on the $\mathscr{F}(i, j)$. Let $F \in \mathscr{F}(i, j)$. Then $\Delta_{\partial F}\left(\arg \left(f-a_{k}\right)\right)$ is small unless $k=i$ or $j$ and in that case the significant effect is from $S_{\mathscr{S}_{i}}(F)$ and $S_{\mathscr{O}_{j}}(F)$. Thus if $F \in \mathscr{F}(i, j)$, we have by (3.32) (where $L(r) \equiv 0$ ) and (3.19) that

$$
\begin{aligned}
\left|S_{\mathscr{O}_{i}}(F)-S_{\mathscr{S}_{j}}(F)\right| \leqslant & \left|\Delta_{\partial F}\left(\arg \left(f-a_{i}\right)\right)\right|+\left|\Delta_{\partial F}\left(\arg \left(f-a_{j}\right)\right)\right|+C\left(A^{\prime}\right)^{-3 h} T(\varrho)+k(r) \\
\leqslant & \left|n(\infty, F)-n\left(a_{i}, F\right)\right|+\left|n(\infty, F)-n\left(a_{j}, F\right)\right|+n\left(a_{i}, F\right) \\
& +n\left(a_{j}, F\right)+C\left(A^{\prime}\right)^{-3 h} T(\varrho)+k(r) \\
\leqslant & C\left(A^{\prime}\right)^{-2 h} T(\varrho)
\end{aligned}
$$

and (3.44) follows on integrating from $4 A \varrho$ to $8 A \varrho$.
In order to obtain (3.45), we observe that estimates (3.25) and (3.26) apply when $k=i$ or $j$, and, from (3.24), that the only significant contribution to $\Delta_{\partial F} \arg \left(f-a_{i}\right)$ comes
from $\partial F \cap \partial \mathscr{D}_{i}$, where $F \in \mathscr{F}(i, j)$. Thus (3.19), (3.20), (3.24) and (3.26) yield after integrating that

$$
\begin{aligned}
\left|n(\infty, \Omega)-\frac{1}{2} \sum S_{\mathscr{O}_{i}}(\Omega)\right| \leqslant & \leqslant \frac{1}{2}\left\{\sum_{i \neq j} \sum_{F \in \mathscr{F}(i, j)}\left|\left(n(\infty, F)-n\left(a_{i}, F\right)\right)-S_{\mathscr{O}_{i}}(\Omega)\right|\right. \\
& \left.+\sum_{i \neq j} \sum_{\mathscr{F}(i, j)}\left|\left(n(\infty, F)-n\left(a_{j}, F\right)\right)-S_{\mathscr{O}_{j}}(\Omega)\right|\right\} \\
& +C\left(A^{\prime}\right)^{-2 h} T(\varrho) \leqslant C\left(A^{\prime}\right)^{-2 h} T(\varrho),
\end{aligned}
$$

which proves (3.45).

## 4. Applications of local quasi-conformal modifications

4.1. Introduction. In this chapter we make our first use of quasi-conformal modifications. In the $z$-plane, rectangles $B_{\sigma}(z)$ (as in (3.11)-(3.14)) were the natural domains; now we will also use circular regions $\Delta\left(\zeta_{0}, h\right), \Delta\left(\zeta_{0}, h_{1}, h_{2}\right)$ and $C\left(\zeta_{0}, h\right)$ with

$$
\begin{align*}
& \Delta\left(\zeta_{0}, h\right)=\left\{\left|\zeta-\zeta_{0}\right| \leqslant h\left|\zeta_{0}\right|\right\}, \Delta\left(\zeta_{0}, h_{1}, h_{2}\right)=\Delta\left(\zeta_{0}, h_{2}\right)-\Delta\left(\zeta_{0}, h_{1}\right), \\
& C\left(\zeta_{0}, h\right)=\left\{\left|\zeta-\zeta_{0}\right|=h\left|\zeta_{0}\right|\right\} \tag{4.1}
\end{align*}
$$

to simplify many later formulas.
Let $\mathfrak{A}^{*}$ be as in (3.17) and

$$
\begin{equation*}
\mathfrak{Y}_{\sigma}^{*}=\left\{z \in \mathfrak{\mathfrak { A } ^ { * }}, d\left(z, B^{*}\right) \geqslant 2 \sigma\right\} \tag{4.2}
\end{equation*}
$$

where $B^{*}$ is from (3.16) and $d$ is non-euclidean distance with metric $|z|^{-1}|d z|$. We will study $f$ in rectangles $B_{\sigma}\left(z_{0}\right)$ with $z_{0} \in \mathfrak{Y}_{\sigma}^{*}$.

Definition. Let the $\mathscr{D}_{i}(1 \leqslant i \leqslant q)$ be the $Q(\lambda)$ significant components of $f$. A rectangle $B=B_{\sigma}\left(z_{0}\right) \quad\left(z_{0} \in \mathfrak{U}_{\sigma}^{*}\right)$ is called admissible (with respect to quasi-conformal modification) if each component of $B-\cup \mathscr{D}_{i}$ meets $\partial \mathscr{D}_{i}$ for at most two indices $i$.

If $B$ is not admissible, then for some $i$ a point $\zeta$ of $B \cap \partial \mathscr{D}_{i}$ would be adjacent in $B$ to $\mathscr{D}_{j}$ for two different indices $j(\neq i)$. The set $B^{*}$ in (3.16) has been chosen so that this cannot happen if $B \subset \mathfrak{A}^{*}$ (see Lemma 3.3, (3.21) and (3.22)) or in particular if $z_{0} \in \mathfrak{A}_{\sigma}^{*}$.

In §§4.2 and 4.3, we show that quasi-conformal modifications may always be constructed in admissible rectangles. This development has two purposes. First, it
displays in a simpler setting the main ideas which are needed in Chapter 5 to construct modifications of a more global nature. In addition, two results which are important for later work will come from our local study.

The most compelling conclusion is obtained in $\S 4.7$ (Lemma 4.11): the set $\mathscr{F}^{\#}$ of components of $\mathfrak{A}^{*}-\left(\mathrm{U} \mathscr{D}_{i}\right)$ (i.e. those that are not in $\mathscr{F}(i, j)$ where $\left.i \neq j\right)$ cannot meet $\mathfrak{U}_{\sigma}^{*}$. This information makes it possible to construct our main quasi-conformal modifications (§5.2) in a simple way, since we will need only consider regions $F$ whose closure meets $\partial D_{i}$ for exactly two indices $i$.

In the final section, $\S 4.8$, we will obtain Lemma 4.13 which is needed in Lemma 7.2 to show that integrals over certain $\boldsymbol{B}_{\sigma}$ 's are negligible.

The principle of this chapter is that we may treat $\log f(z)$ (after quasi-conformal modification) as an analytic function in its own right (see (4.44)).
4.2. First encounter with quasi-conformal modifications. The importance of admissibility (introduced in §4.1) is seen in the proof of

Lemma 4.1. Let $B=B_{\sigma}\left(z_{0}\right)$ be a rectangle contained in $\mathfrak{U}_{\sigma}^{*}$, where $\mathfrak{U}_{\sigma}^{*}$ is defined in (4.2).

Then if $n$ is sufficiently large in (1.9), we may construct a quasi-conformal modification

$$
\begin{equation*}
H(z)=\omega(f(z)) \quad(z \in B) \tag{4.3}
\end{equation*}
$$

such that (for $1 \leqslant i \leqslant q$ )

$$
\begin{equation*}
H(z)=\left(f(z)-a_{i}\right)^{ \pm 1} \quad\left(z \in B \cap \mathscr{D}_{i}\right) \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\mu_{H}(z)\right| \equiv\left|\frac{H_{z}}{H_{z}}(z)\right|<\eta \quad(z \in B) . \tag{4.5}
\end{equation*}
$$

Proof. Choose a fixed component $D_{0}$ of $B \cap\left\{\cup \mathscr{X}_{i}\right\}$ with, say $D_{0} \subset \mathscr{D}_{i}$, and let, for example,

$$
\begin{equation*}
H(z)=\frac{1}{f(z)-a_{i}} \quad\left(z \in D_{0} \cap B\right) . \tag{4.6}
\end{equation*}
$$

Formula (4.6) thus determines $H$ on zero-stage $D$ 's.
Let $\{F\}$ be the components of $B-\cup \mathscr{D}_{i}$. First-stage $F$ 's are those whose closure in
$B$ meets $\partial D_{0}$. If $F_{1}$ is any first-stage $F$, the condition that $B$ is admissible ensures that there is at most one $j \neq i\left(j=j\left(F_{1}\right)\right)$ such that the closure of $F_{1}$ meets $\partial \mathscr{O}_{j}$ in $B$. In an analogous manner, components of $B \cap\left\{\cup \mathscr{D}_{i}\right\}$ (other than $D_{0}$ ) whose closures meet first-stage $F$ 's are called first-stage $D$ 's. In turn, their closures determine second-stage $F$ 's, and by continuing this process we assign a stage to each $F$ and each $D$ of $B \cap\left\{\cup \mathscr{D}_{i}\right\}$.

We next extend (4.6) to first-stage $F$ 's. Let $F_{1}$ be such a region, thus $\left\{\partial F_{1} \cap B\right\} \subset\left\{\partial \mathscr{D}_{i} \cup \partial \mathscr{D}_{j}\right\}$ where $j=j\left(F_{1}\right) \neq i$ (we are assured that such $j$ exists, although it will not be unique when $F_{1} \in \mathscr{F}(i)$ ). Then $F_{1}$ is divided into $\left(F_{1}\right)_{\infty}$ and $\left(F_{1}\right)_{0}$ by

$$
\begin{aligned}
& \left(F_{1}\right)_{\infty}=F_{1} \cap\left\{\left|\frac{f-a_{j}}{f-a_{i}}\right|>1\right\}, \\
& \left(F_{1}\right)_{0}=F_{1} \cap\left\{\left|\frac{f-a_{j}}{f-a_{i}}\right| \leqslant 1\right\} .
\end{aligned}
$$

In order to apply Lemma 1.1 , take $M^{\prime}=1$ and $M=M_{j k}$ so large that all $\omega_{j k}(1 \leqslant j, k \leqslant q)$ may be constructed as in Lemma 1.1 with $\left\|\mu_{\omega_{j k}}\right\|_{\infty}<\frac{1}{2} \eta$ and such that (1.23) holds for all $j$ and $k$.

We then choose $n$ in (1.9) so large that the $\varepsilon_{n}$ of (1.24) satisfy $\varepsilon<M_{j k}^{-1}$ for all $j$ and $k$ (this is consistent with the condition $\varepsilon<\eta$ in (1.24); note from (1.21) that $\eta \log M \geqslant C$ ). Once this is done, we can and do define

$$
\boldsymbol{H}(z)=\left\{\begin{array}{ll}
\omega_{i j}(f(z)) & \left(z \in\left(F_{1}\right)_{\infty}\right)  \tag{4.7}\\
{\left[\omega_{j i}(f(z))\right]^{-1}} & \left(z \in\left(F_{1}\right)_{0}\right)
\end{array} .\right.
$$

A check of (1.23) ensures that $H$ is continuous in the $F_{1}$ 's, and on $\partial D_{0} \cap \partial F_{1}$, and, further,

$$
H(z)=\left\{\begin{array}{ll}
f(z)-a_{j} & \left(z \in \partial F_{1} \cap \partial \mathscr{D}_{j}\right)  \tag{4.8}\\
{\left[f(z)-a_{i}\right]^{-1}} & \left(z \in \partial F_{1} \cap \partial \mathscr{D}_{i}\right)
\end{array} .\right.
$$

Formula (4.8) makes it clear how to extend $H$ to first-stage regions: $H(z)=\left[f(z)-a_{i}\right]^{-1}$ ( $z \in D \subset \mathscr{D}_{i}$ ) or $H(z)=f(z)-a_{j}\left(\right.$ if $\left.z \in D \subset \mathscr{D}_{j}, j \neq i\right)$. This places us exactly in the situation we confronted when attempting to extend (4.6) to first-stage $F$ 's, and so now $H$ may be extended to second-stage $F$ 's so that formulas such as (4.8) hold at points in the closure of second-stage $D$ 's. By continuing this process, $H$ becomes defined in all of $B$.

It is clear that $H$ is of the form (4.3), where we take $\omega(w)=w-a_{i}$ or $\left(w-a_{i}\right)^{-1}$ when $w=f(z)$ with $z \in \cup \mathscr{D}_{i} \cap B$, and $\omega=\omega_{i j}\left(\left(w-a_{j}\right) /\left(w-a_{i}\right)\right)\left(w=f(z), z \in\left(F_{1}\right)_{\infty}\right)$ or $\omega=\left\{\omega_{i j}\left(\left(w-a_{i}\right) /\left(w-a_{j}\right)\right)\right\}^{-1}\left(w=f(z), z \in\left(F_{1}\right)_{0}\right)$.

Assertions (4.4) and (4.5) may be readily verified. For example, (4.4) follows from formulas of the nature (4.6) and (4.8). Also, (4.6) and (4.8) show that $\mu_{H}=0$ for $z \in\left\{\cup \mathscr{D}_{i}\right\} \cap B$. If $z$ is in an $F$, then since $\left|\mu_{\omega \circ f}(z)\right|=\left|\mu_{\omega}(f(z))\right|$, (4.5) follows from (1.18).

Remarks. If $B \cap\left\{\cup \mathscr{D}_{i}\right\}=\varnothing$, we take $H$ to be any of the functions $\left(f(z)-a_{i}\right) /$ ( $f(z)-a_{j}$ ), for any distinct $i$ and $j$. Note that once a component $D_{0}$ is chosen, and $H$ is defined as in (4.6), then $H$ is uniquely defined on all of $B$ if $\mathscr{F}^{\#} \cap B=\varnothing$. By this we mean that there is no subdomain of $B-\cup \mathscr{D}_{i}$ whose boundary consists of portions of $\mathscr{G}$ and arcs of $\partial \mathscr{D}_{i}$ for $r \neq 2$ indices $i$ [see Remark 2 of $\S 3.2$ which follows the statement of Lemma 3.2].
4.3. A nearly-equivalent meromorphic function. Standard methods allow the function $H$ of Lemma 4.4 to be replaced by a nearly equivalent (genuinely) meromorphic function; this depends on solving a Beltrami equation.

Lemma 4.2. Let $H$ and $B$ be as in Lemma 4.1. Then there exists a homeomorphism of the plane $z=\psi(\zeta)$, such that if $\zeta=\varphi(z)$, then the composition

$$
\begin{equation*}
G(\zeta)=H(\varphi(\zeta)) \quad\left(\zeta \in \psi^{-1}(B)\right) \tag{4.9}
\end{equation*}
$$

is meromorphic in $\psi^{-1}(B)$. Further, by choosing $A_{n}$ and $\gamma$ appropriately (consistent with (1.24)) we may arrange that

$$
\begin{equation*}
\left|\frac{\varphi(\zeta)}{\zeta}-1\right| \leqslant \gamma^{10} \quad\left((30 A)^{-1} \varrho<|z|<30 A \varrho\right) \tag{4.10}
\end{equation*}
$$

$G$ has 0 and $\infty$ as near-Picard values in $\psi^{-1}(B)$ in the sense that

$$
\begin{equation*}
n\left(0, G, \psi^{-1}(B)\right)+n\left(\infty, G, \psi^{-1}(B)\right) \leqslant C\left(A^{\prime}\right)^{-2 h} T(\varrho) \tag{4.11}
\end{equation*}
$$

Each set $\psi^{-1}\left(B_{\sigma}\left(z_{0}\right)\right)$ contains the disc $\Delta\left(z_{0}, \frac{2}{3} \sigma\right)$.
Proof. Define $v$ in $B$ by

$$
\begin{equation*}
v(z)=\frac{H_{z}(z)}{H_{z}(z)}=\frac{\omega_{\tilde{w}}}{\omega_{w}}(f(z)) \frac{\overline{f^{\prime}(z)}}{f^{\prime}(z)} \quad(z \in B) \tag{4.12}
\end{equation*}
$$

(the right equality used (4.3)) and extend $v$ to the full plane by taking

$$
\begin{equation*}
\nu(z) \equiv 0 \quad(z \notin B) \tag{4.13}
\end{equation*}
$$

Thus $\|\nu\|_{\infty}<\eta$.

Consider the Beltrami equation

$$
\begin{equation*}
\psi_{\bar{z}}(z)=v(z) \psi_{z}(z) \quad(|z|<\infty) \tag{4.14}
\end{equation*}
$$

where $\psi$ is to fix $0, \varrho$ and $\infty$. Then [2, Chapter 5] there is a unique solution, $\zeta=\psi(z)$, which is a homeomorphism. The function $\varphi(\zeta)$, which is our real interest, is the inverse function to $\psi$. Our assumptions ensure that both $\psi$ and $\varphi$ are $(1+\eta) /(1-\eta)$ quasiconformal mappings of the plane.

If $G$ is defined by (4.9), a computation [2, p. 9] using the chain rule shows that $G_{\xi} \equiv 0$ a.e. and so $G$ is meromorphic.

We achieve (4.10) in an elementary manner. Consider the family of functions $\Phi(\zeta)=\varrho^{-1} \varphi(\varrho \zeta)$ as $B$ and $v$ vary, subject to $B$ meeting the hypotheses of Lemma 4.1 and $\|v\|_{\infty} \leqslant \eta$. Then if the $\eta_{n} \rightarrow 0$ sufficiently rapidly, and $\gamma_{n} \rightarrow 0$ and $A_{n} \rightarrow \infty$ sufficiently slowly (cf. (1.24)) we may apply normal family considerations to the family $\{\Phi\}$, and deduce (4.10) since the $\Phi$ 's tend to the identity map.

Formula (4.9) shows that (4.11) depends on a similar bound for the zeros and poles of $H$ in $B$ itself. However in the components of $B \cap\left\{\cup \mathscr{D}_{i}\right\}, H(z)=\left[f(z)-a_{i}\right]^{ \pm 1}$, so the zeros and poles of $H$ for such $z$ are controlled by (2.13). Since $B$ is admissible and satisfies (3.18) (with $\Omega=B$ ), the components $F$ of $B-\cup \mathscr{D}_{i}$ may be apportioned to classes $\mathscr{F}(\varnothing), \mathscr{F}(i), \mathscr{F}(i, j)$ relative to $B$, much as described after the statement of Lemma 3.2, depending on the indices $j$ such that the closure of $F \cap B$ meets $\partial \mathscr{D}_{j}$. If, in this classification, $F \in \mathscr{F}(i, j)$ (with $i \neq j$ ) then (4.7) shows that the zeros and poles of $H$ in $F$ are among the $a_{i}$ and $a_{j}$-values of $f$ in $F$ : thus (3.19) gives the bound (4.11) in this case. If, however, $F \in \mathscr{F}{ }^{\#}=\{\mathscr{F}(\varnothing), \cup \mathscr{F}(i)\}$ then (3.20) applies and so does (4.11).

That $\Delta\left(z_{0}, \frac{2}{3} \sigma\right) \subset \varphi^{-1}\left(B_{\sigma}\left(z_{0}\right)\right)$ follows from (4.10).
4.4. Local logarithmic means. For each $z_{0} \in \mathfrak{A}_{\sigma}^{*}$, Lemmas 4.1 and 4.2 produce a modification $G(\zeta)$ in each disc $\Delta\left(z_{0}, \frac{2}{3} \sigma\right)$. We now consider of the functions $\log |G(\zeta)|$ on circles $C\left(z_{0}, t\right)$, where $\sigma^{3}<t<\frac{1}{2} \sigma$.

We begin by making some calculations concerning the behaviour of $f$ in the various $\mathscr{D}_{i}$, where the $\mathscr{D}_{i}$ are from Lemma 2.3. These computations play an essential role in our work but the reader may pass over this section to $\S 4.5$, and refer back to results here when needed, as this section is very technical. Our analysis uses a (non-euclidean) proximity function

$$
\begin{equation*}
m_{z_{0}}\left(t, f_{i}\right)=\frac{1}{2 \pi} \int_{C\left(z_{0}, t\right)} \log \left|f_{i}(z)\right| d \arg \left(z-z_{0}\right) \tag{4.15}
\end{equation*}
$$

where

$$
f_{i}(z)=\left\{\begin{array}{cc}
f(z) & \left(z \in \mathscr{D}_{i}\right)  \tag{4.16}\\
1 & \left(z \notin \mathscr{D}_{i}\right)
\end{array} .\right.
$$

In these calculations we use the local polar coordinates

$$
z-z_{0}=t\left|z_{0}\right| e^{i \varphi}, \quad \zeta-\zeta_{0}=u\left|\zeta_{0}\right| e^{i v}
$$

Lemma 4.3. Let $z_{0} \in \mathfrak{A}$. Then for $1 \leqslant i \leqslant q$

$$
\begin{equation*}
m_{z_{0}}\left(t, f_{i}\right) \leqslant C A^{\lambda+1} T(\varrho) \quad\left(\frac{1}{2} \sigma^{3}<t<1\right) \tag{4.17}
\end{equation*}
$$

Proof. Let $z \in D \cap C\left(z_{0}, t\right)$ with $D$ a component of $\left\{\left|f(z)-a_{i}\right|<\varepsilon\right\}$ and $D \in \mathscr{D}_{i}$. We study $f_{i}$ in $D$ by the formula (2.32), with $\Omega$ the annulus $\left\{\left(A^{\prime}\right)^{-1} \varrho<|z|<R\right\}$ and $R$ chosen with $20 A \varrho<R<30 A \varrho$ and such that (cf. (2.10))

$$
\begin{equation*}
\sup _{z} \sum_{1}^{q}|\log | f(z)-a_{i}| | \leqslant C T(40 A \varrho) \leqslant C A^{\lambda+1} T(\varrho) \quad(|z|=R) \tag{4.18}
\end{equation*}
$$

Then (AQ) $\left(\sigma^{3}\left|z_{0}\right|\right)^{-1} \leqslant C A^{2} \sigma^{-3}$, so (1.24), (2.13), (2.28), (2.36) and (4.18) (with $R$ in place of $A^{\prime} \varrho$ and the trivial bound $\omega \leqslant 1$ ) give for $z \in D \subset \mathscr{D}_{i}$ that

$$
\begin{align*}
\int_{C\left(z_{0}, t\right)} \log \left|f_{i}(z)\right| d \nu \leqslant & \log \frac{1}{\varepsilon}+C\left(A^{\prime}\right)^{-5 h} T(\varrho) \log \left(C A^{2} \sigma^{-3}\right) \\
& +C A^{\lambda+1} T(\varrho) \sup _{z \in D \cap C\left(z_{0}, t\right)} \omega\left(z, I_{R}\right)  \tag{4.19}\\
& \leqslant C A^{\lambda+1} T(\varrho) \quad\left(z \in D \cap C\left(z_{0}, t\right), \sigma^{3}<t<1\right)
\end{align*}
$$

and (4.17) follows on summing over all $Q(\lambda) D$ 's of $\mathscr{D}_{i}$.
Lemma 4.4. Let $z_{0} \in \mathfrak{A}_{\sigma}^{*}$, and let $G(\zeta)$ be the function of Lemma 4.2, which is therefore meromorphic in $\Delta\left(z_{0}, t\right)$ for all $t \leqslant \frac{2}{3} \sigma$. Then

$$
\begin{align*}
&\left|\int_{\Delta\left(z_{0}, s_{1}, s_{2}\right)}\right| \log \left|G(\zeta) \| u^{-1} d u d v-\sum \int_{s_{1}}^{s_{2}} m_{z_{0}}\left(t, f_{i}\right) t^{-1} d t\right|  \tag{4.20}\\
& \leqslant C A^{\lambda+1} T(\varrho)\left\{\log \frac{s_{2}}{s_{1}}\right\}^{1 / 2}\left\{\left(A^{\prime}\right)^{-3 h}+\gamma^{2}+C(\eta)\right\} \quad\left(\sigma^{3}<s_{1} \leqslant s_{2} \leqslant C s_{1} \leqslant \frac{1}{2} \sigma\right)
\end{align*}
$$

where in (4.20) and below, $C(\eta)$ is a generic function with

$$
\begin{equation*}
C(\eta) \leqslant C \eta^{\varepsilon_{0}} \tag{4.21}
\end{equation*}
$$

for some $\varepsilon_{0}>0$.
Proof. Inequality (4.20) follows from two similar inequalities which use the function $H(z)$ of (4.3). We first prove the stronger assertion that for each $t, \frac{1}{2} \sigma^{3}<t<\frac{2}{3} \sigma$,

$$
\begin{equation*}
\left|\int_{C\left(z_{0}, t\right)}\right| \log \left|H(z) \| d \varphi-\sum_{i=1}^{q} m_{z_{0}}\left(t, f_{i}\right)\right| \leqslant C\left(A^{\prime}\right)^{-3 h} T(\varrho) \quad\left(\frac{1}{2} \sigma^{3} \leqslant t \leqslant \frac{2}{3} \sigma\right) . \tag{4.22}
\end{equation*}
$$

In the various $\mathscr{D}_{i}$ this is immediate by, for example, (4.6), for $\log |H|= \pm \log \left|f_{i}\right|$ in the $\mathscr{D}_{i}$. Consider now a region $\mathscr{F}(\varnothing), \mathscr{F}(i)$ or $\mathscr{F}(i, j)$ of $B_{o}\left(\zeta_{0}\right)$; in such a region, $H$ is defined by formulae such as (4.7) (where always $j \neq i$ ). In these $\mathscr{F}$ 's, we have that either $\varepsilon<|H(z)|<\varepsilon^{-1}$ or that $\log |H(z)|= \pm \log ^{+}\left\{1 /\left|f(z)-a_{i}\right|\right\}$ or $\pm \log ^{+}\left\{1 /\left|f(z)-a_{j}\right|\right\}$. The integrals over the sets where $|\log | H \|<\log \varepsilon^{-1}$ may readily be absorbed into (4.22), since (1.24) shows that $\left(\log T\left(\varrho_{n}\right)\right)^{-1}<\varepsilon_{n}<\left(A_{n}^{\prime}\right)^{-1}$. Otherwise we have that $z$ is in a component $D \notin \cup \mathscr{D}_{i}$, and so (2.31) allows these contributions to $\int \log |H|$ to be absorbed into (4.22).

More interesting is that if $\sigma^{3}<s_{1} \leqslant s_{2} \leqslant C s_{1} \leqslant \frac{1}{2} \sigma$, then

$$
\begin{align*}
& \left|\int_{\Delta\left(\zeta_{0}, s_{1}, s_{2}\right)}\right| \log \left|H(z)\left\|t^{-1} d t d \varphi-\int_{\Delta\left(\zeta_{0}, s_{1}, s_{2}\right)}|\log | G(\zeta)\right\| u^{-1} d u d v\right|  \tag{4.23}\\
& \quad \leqslant C\left\{\log \frac{s_{2}}{s_{1}}\right\}^{1 / 2}\left\{\gamma^{2}+C(\eta)\right\} A^{\lambda+1} T(\varrho)
\end{align*}
$$

where now, unlike in (4.22), we need an area integral. In order to prove (4.23), we need further information about $\psi$ than we have used to obtain Lemma 4.2 (recall that $\psi=\varphi^{-1}$ ). The Jacobian of $\psi$ is [2, pp. 33, 27].

$$
\begin{equation*}
J=\left|\psi_{z}\right|^{2}-\left|\psi_{\bar{z}}\right|^{2}=(1+C(\eta))\left|\psi_{z}\right|^{2} \tag{4.24}
\end{equation*}
$$

where we are using (4.14), and $C(\eta)$ is as in (4.21). According to [2, p. 92], the function

$$
\begin{equation*}
h(z) \equiv \psi_{z}-1 \tag{4.25}
\end{equation*}
$$

is in $L_{p}(\mathbf{C})$ and

$$
\begin{equation*}
\|h(z)\|_{p} \leqslant A_{p} \varrho^{2 / p} \eta^{1 / 2} \quad(1<p<\infty) \tag{4.26}
\end{equation*}
$$

where $A_{p}$ is a constant which depends only on $p$ (this is because the theory of [2] applies to the normalized function $\varrho^{-1} \psi\left(\varrho^{-1} z\right)$ ).

When changing local variables, we have that

$$
\begin{equation*}
u d u d v=J t d t d \varphi \tag{4.27}
\end{equation*}
$$

where $J$ is as in (4.24). Now (4.10) implies that $\left|\psi(z)-\psi\left(z_{0}\right)\right| \geqslant \frac{1}{2}\left|z-z_{0}\right| \geqslant \frac{1}{4} \sigma^{3}\left|z_{0}\right|$ if $z \in \Delta\left(\frac{1}{2} \sigma^{3}, \frac{1}{2}\right)$, so we find using (4.10) and (1.24) that

$$
\begin{align*}
\left|\frac{z-z_{0}}{\psi(z)-\psi\left(z_{0}\right)}-1\right| & =\frac{1}{\left|\psi(z)-\psi\left(z_{0}\right)\right|}\left|z\left\{1-\frac{\psi(z)}{z}\right\}-z_{0}\left\{1-\frac{\psi\left(z_{0}\right)}{z_{0}}\right\}\right| \\
& \leqslant \frac{1}{\left|\psi(z)-\psi\left(z_{0}\right)\right|}\left|\left(1+\varepsilon_{1}(z)\right)-\left(1+\varepsilon_{2}(z)\right)\right|\left(|z|+\left|z_{0}\right|\right)  \tag{4.28}\\
& \leqslant C \sigma^{-3} \gamma^{10}=C \gamma^{7} \quad\left(z \in \Delta\left(z_{0}, \frac{1}{2} \sigma^{3}, 1\right)\right)
\end{align*}
$$

where $\varepsilon_{1}$ and $\varepsilon_{2}$ are functions which are of order $\gamma^{10}$. Since $t\left|z_{0}\right|=\left|z-z_{0}\right|$ and $u\left|\psi\left(z_{0}\right)\right|=\left|\psi(z)-\psi\left(z_{0}\right)\right|$, we have

$$
\begin{aligned}
\int_{\Delta} \log |G(\zeta)| u^{-1} d u d v & =\int_{\Delta}|\log | H(\psi(\zeta))| | u^{-2} u d u d v \\
& =\int_{\varphi(\Delta)}|\log | H(z)| |\left\{\frac{t\left|\psi\left(z_{0}\right)\right|}{\left|\psi(z)-\psi\left(z_{0}\right)\right|}\right\}^{2} t^{-2} J t d t d \varphi \\
& =\left.\int_{\varphi(\Delta)}|\log | H(z)| | \frac{\psi\left(z_{0}\right)}{z_{0}}\right|^{2}\left|\frac{z-z_{0}}{\psi(z)-\psi\left(z_{0}\right)}\right|^{2} J t^{-1} d t d \varphi
\end{aligned}
$$

According to (1.24), (4.10), (4.24)-(4.26), (4.28) and the convention (4.21), this means

$$
\begin{align*}
& \left|\int_{\Delta}\right| \log \left|G(\zeta)\left\|u^{-1} d u d v-\int_{\varphi(\Delta)}|\log | H(z)\right\| t^{-1} d t d \varphi\right|  \tag{4.29}\\
\leqslant & {\left[C \gamma^{7}+C(\eta)\right] \int_{\varphi(\Delta)}|\log | H(z)\left\|t^{-1} d t d \varphi+C \int_{\varphi(\Delta)}\left(|h|+\left|h^{2}\right|\right)|\log | H(z)\right\| t^{-1} d t d \varphi }
\end{align*}
$$

Thus, the discrepancy in (4.23) is due to two factors:
(I) the right side of (4.29) is not zero
and
(II) $\varphi(\Delta)$ is different than $\Delta$.

We first show that if $\alpha>\frac{1}{2} \sigma^{3}$ and $\alpha<\beta<C \alpha<\frac{1}{2} \sigma$, then

$$
\begin{align*}
& \int_{\Delta\left(z_{0}, a, \beta\right)}\left\{\sum_{i=1}^{q}|\log | f_{i}(z) \|+|\log | H(z)| |\right\}\left\{C \gamma^{7}+C(\eta)+C\left(|h|+\left|h^{2}\right|\right)\right\} t^{-1} d t d \varphi  \tag{4.30}\\
& \quad \leqslant C\left\{\log \frac{\beta}{\alpha}\right\}^{1 / 2}\left\{\gamma^{7}+C(\eta)\right\} A^{\lambda+1} T(\varrho)
\end{align*}
$$

There is no problem to obtain this bound for the terms $C \gamma^{7}$ and $C(\eta)$ since the means of $|\log | f_{i}| |$ and $|\log | H \|$ satisfy (4.17) and (4.22). However, we do not have a uniform bound ( $p=\infty$ ) for the functions $h$ and $h^{2}$ in (4.30), so we need $L_{p}$ forms of (4.17) and (4.22) with $p$ near 1 ; we then take $p^{\prime}$ near $\infty$ and use the fact from (1.24) that $\eta$ in (4.26) will overwhelm all $A$ 's, $\gamma$ 's and $\sigma$ 's.

We thus claim that there is a $p_{0}>1$ such that if $1 \leqslant p \leqslant p_{0}$,

$$
\begin{align*}
\left\{\left.\int_{C\left(z_{0}, t\right)}|\log | H(z)\right|^{p} d \varphi\right\}^{1 / p}+ & \sum_{i}\left\{\left.\int_{C\left(z_{0}, t\right)}|\log | f_{i}(z)\right|^{p} d \varphi\right\}^{1 / p} \leqslant C A^{\lambda+1} T(\varrho)  \tag{4.31}\\
& \left(\frac{1}{2} \sigma^{3}<t<\frac{1}{2} \sigma\right)
\end{align*}
$$

where $C$ does not depend on $p$. To see this, we first observe that it is possible to bound $H(z)$ by

$$
\begin{equation*}
|\log | H(z)\left|\left\lvert\, \leqslant C \log \frac{1}{\varepsilon}+C A^{\lambda+1} T(\varrho)+\sum^{M} g^{\Omega}\left(z, z_{\nu}\right)\right.\right. \tag{4.32}
\end{equation*}
$$

where $\Omega=\left\{\left(A^{\prime}\right)^{-1} \varrho<|z|<R\right\}, R$ is from (4.18), and such that the number of Green functions which appear is $M \leqslant C\left(A^{\prime}\right)^{-2 h} T(\varrho)$; this bound on $M$ follows from (4.11). For let $z \in \Delta\left(z_{0}, t\right)$ with $z \in \mathscr{D}_{i} \cup \mathscr{F}(\varnothing) \cup \mathscr{F}(i) \cup \mathscr{F}(i, j)$ for some $i$ and $j$, with $i \neq j$. Then if $|\log | H(z) \|>\log \varepsilon^{-1}$, it follows that $H(z)=\left(f(z)-a_{i}\right)^{ \pm 1}$ or $\left(f(z)-a_{j}\right)^{ \pm 1}$. Thus we use (4.18) and find that

$$
\begin{gather*}
|\log | H(z) \| \leqslant \log \frac{1}{\varepsilon}+C A^{\dot{\lambda+1}} T(\varrho)+\log ^{+}\left|f_{i}\right|+\log ^{+}\left|f_{j}\right|+\sum_{v=1}^{M^{\prime}} g^{\Omega}\left(z, z_{\psi}\right)  \tag{4.33}\\
\left(z \in \Delta \cap\left[\mathscr{D}_{i} \cup \mathscr{F}(\varnothing) \cup \mathscr{F}(i) \cup \mathscr{F}(i, j)\right]\right)
\end{gather*}
$$

where $M^{\prime} \leqslant C\left(A^{\prime}\right)^{-2 h} T(\varrho)$. Since (2.32) and (4.18) give for each $i$ that

$$
\begin{equation*}
|\log | f_{i}(z)| | \leqslant \log \frac{1}{\varepsilon}+C A^{\lambda+1} T(\varrho)+\sum_{\left(z \in \Omega \cap \mathscr{O}_{i}\right)}^{M^{\prime}} g^{\Omega}\left(z, z_{\nu}\right) \tag{4.34}
\end{equation*}
$$

with $M^{\prime \prime} \leqslant C\left(A^{\prime}\right)^{-2 h} T(\varrho)$, we deduce (4.32) from (4.33) and (4.34).

The $L_{p}$-norms of the first two terms on the right side of (4.32) and (4.34) are clear. Since we may take $r=\frac{1}{2} \sigma^{3}\left|z_{0}\right|>\frac{1}{2} \sigma^{3} A^{-1} \varrho$ and $R=C A \varrho$ in (2.29), we find from (2.29) and our bounds on $M$ and $M^{\prime \prime}$ in (4.32) and (4.34) that

$$
\begin{equation*}
\sum^{M+M^{\prime}}\left[\int_{C\left(z_{0}, t\right)} g\left(z, z_{\nu}\right)^{p} d \varphi\right]^{1 / p} \leqslant C\left(A^{\prime}\right)^{-2 h} T(\varrho) \Omega_{p}\left(A^{2} \sigma^{-3}\right) \leqslant\left(A^{\prime}\right)^{-h} T(\varrho) \quad\left(\frac{1}{2} \sigma^{3}<t \leqslant 1\right) \tag{4.35}
\end{equation*}
$$

where the last inequality is a consequence of the understanding in (1.24) that $\left(A^{\prime}\right)^{-1}$ tends to zero as rapidly as desired compared to $\sigma$ and $A^{-1}$ (one could avoid this by making estimates of $\Omega_{p}$ in (2.29), but this is not needed).

The bound (4.31) follows from (4.32), (4.33), (4.34) and (4.35).
Before we estimate the $L_{p}$-norm for $h$, where $h$ is defined in (4.25), we relate local coordinates in the various $B_{\sigma}$ and $\Delta\left(z_{\theta}, h\right)$ to those of a standard polar $(r, \theta)$-system (centered at zero). Suppose $\sigma<\frac{1}{2}$ and $\left|\zeta_{0}\right|=s_{0}$. For the moment, write $z=r e^{i \theta}$. Then our systems are related by: $z-z_{0}=t\left|\dot{\xi}_{0}\right| e^{i \varphi}=r_{0} t e^{i \varphi}$, with Jacobian $r_{0}^{-2}$. Thus

$$
\begin{equation*}
t^{-1} d t d \varphi=t^{-2}\{t d t d \varphi\}=t^{-2}\left\{r_{0}^{-2} r d r d \theta\right\}=\left(r / t r_{0}\right)^{2}\left\{r^{-1} d r d \theta\right\} \tag{4.36}
\end{equation*}
$$

Now we consider the bounds on $h$. We first use (4.26), (4.36) and the assumption that $\alpha>\frac{1}{2} \sigma^{3}$ to deduce that

$$
\begin{align*}
\int_{\Delta\left(z_{0}, a, \beta\right)}|h(z)|^{p^{\prime}} t^{-1} d t d \varphi & \leqslant C \sigma^{-6} r_{0}^{-2} \int|h(z)|^{p^{\prime}} t d t d \varphi \\
& =C \sigma^{-6} \varrho^{2} r_{0}^{-2} \int|h(Z)|^{p^{\prime}} d X d Y \quad\left(Z=X+i Y=\varrho^{-1} z=\varrho^{-1}\left(w+z_{0}\right)\right) \\
& \leqslant C \sigma^{-6} A^{2}\left(A_{p^{\prime}} \eta^{1 / 2}\right)^{p^{\prime}} \tag{4.37}
\end{align*}
$$

and a similar estimate will follow for $h^{2}$ since $\left\|h^{2}\right\|_{p}=\|h\|_{2 p}^{2}$. (The penultimate term in (4.37) simply reduces $h$ to the normalized form covered in [2].)

Inequality (4.30) follows from (4.31) and (4.37). For example, we may choose $1<p_{0}<2,1<p<p_{0}$ and $p^{\prime}=p /(p-1)<\infty$. Then we obtain from (1.24) that

$$
\int_{\Delta\left(z_{0}, a, \beta\right)}|\log | H(z) \||h(z)| t^{-1} d t d \varphi \leqslant\left(\left.\int|\log | H\right|^{p} t^{-1} d t d \varphi\right)^{1 / p}\left(\int|h|^{p^{\prime}} t^{-1} d t d \varphi\right)^{1 / p^{\prime}}
$$

$$
\begin{align*}
& \leqslant C A^{\lambda+1} T(\varrho)\left\{\log \frac{\beta}{\alpha}\right\}^{1 / p}\left(\sigma^{-6 / p^{\prime}} A^{2 / p^{\prime}} A_{p^{\prime}} \eta^{1 / 2}\right)  \tag{4.38}\\
& \leqslant C(\eta) T(\varrho)\left\{\log \frac{\beta}{\alpha}\right\}^{1 / 2} \quad\left(\frac{1}{2} \sigma^{3} \leqslant \alpha<\beta<C \alpha<\frac{1}{2} \sigma\right)
\end{align*}
$$

This shows how we handle (I). To resolve the complications in (II), we note from (4.10) that $(\varphi(\Delta)-\Delta) \cup(\Delta-\varphi(\Delta))$ is contained in narrow annuli $s_{1}^{\prime}<s_{1}<s_{1}^{\prime \prime}, s_{2}^{\prime}<s_{2}<s_{2}^{\prime \prime}$, with

$$
\begin{equation*}
\log \frac{s_{2}^{\prime \prime}}{s_{2}^{\prime}}+\log \frac{s_{1}^{\prime \prime}}{s_{1}^{\prime}} \leqslant C \gamma^{10} \tag{4.39}
\end{equation*}
$$

Thus we may use computations such as (4.29) above, with $\alpha=s_{1}$ or $s_{2}^{\prime}$ and $\beta=s_{1}^{\prime \prime}$ or $s_{2}^{\prime \prime}$. Then $\alpha>\frac{1}{2} s_{1}>\frac{1}{2} \sigma^{3}$ and the factor $\{\log (\beta / \alpha)\}^{1 / 2}$ in (4.30) is at most $C \gamma^{5}$, so this may be absorbed in (4.20). We omit the details.

We record from (4.17) and (4.20) that

$$
\begin{equation*}
\int_{\Delta\left(z_{0}, \alpha, \beta\right)}|\log | G(\zeta) \| u^{-1} d u d v \leqslant C A^{\lambda+1} T(\varrho)\left\{\log \frac{\beta}{\alpha}\right\}^{1 / 2} \quad\left(\frac{1}{2} \sigma^{3} \leqslant \alpha \leqslant \beta \leqslant C \alpha \leqslant \frac{1}{2} \sigma\right) \tag{4.40}
\end{equation*}
$$

4.5. Taking logarithms. We next introduce an "important" error term; it is an error term because of (4.43) below, but important since it allows us to take a logarithm in (4.44).

Thus, let $P(\zeta)$ be a canonical product

$$
\begin{equation*}
P(\zeta)=\frac{\pi\left(1-\zeta / b_{n}\right)}{\pi\left(1-\zeta / a_{n}\right)} \tag{4.41}
\end{equation*}
$$

whose poles include the zeros of $G$ and whose zeros contain the poles of $G$. We assume for all $n$ that

$$
\begin{equation*}
(20 A)^{-1} \varrho<\left|a_{n}\right|, \quad\left|b_{n}\right|<20 A \varrho \tag{4.42}
\end{equation*}
$$

and that

$$
\begin{equation*}
n(0, P)+n(\infty, P) \leqslant C\left(A^{\prime}\right)^{-h} T(\varrho) \tag{4.43}
\end{equation*}
$$

((4.11) shows this is possible).

Lemma 4.5. Let $P$ be as in (4.41)-(4.43) and let

$$
\begin{equation*}
L(\zeta)=\frac{1}{T(\varrho)}(\log G(\zeta) P(\zeta)), \quad \zeta \in \Delta=\Delta\left(z_{0}, \frac{1}{2} \sigma\right) \tag{4.44}
\end{equation*}
$$

where the branch is chosen such that

$$
\begin{equation*}
\left|\arg G\left(\zeta^{*}\right)\right|+\left|\arg P\left(\zeta^{*}\right)\right| \leqslant 4 \pi \tag{4.45}
\end{equation*}
$$

for some point $\zeta^{*}$ of $\Delta\left(z_{0}, \frac{1}{3} \sigma\right)$.
Then $L$ is regular in $\Delta$ and

$$
\begin{equation*}
\int_{C\left(z_{0}, u\right)}|T(\varrho)(\operatorname{Re} L(\zeta))-\log | G(\zeta) \| d v \leqslant C\left(A^{\prime}\right)^{-h / 2} T(\varrho) \quad\left(c \sigma^{3}<u<\frac{1}{2} \sigma\right) \tag{4.46}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
|\operatorname{Re} L(\zeta)| \leqslant C A^{\lambda+1} \quad\left(\zeta \in \frac{2}{3} \Delta=\Delta\left(z_{0}, \frac{1}{3} \sigma\right)\right) \tag{4.47}
\end{equation*}
$$

and

$$
\begin{equation*}
|L(\zeta)| \leqslant C A^{\lambda+1} \quad\left(\zeta \in \frac{1}{2} \Delta=\Delta\left(z_{0}, \frac{1}{4} \sigma\right)\right) \tag{4.48}
\end{equation*}
$$

Remark. Although $A \rightarrow \infty$, the convention (1.24) allows this to occur arbitrarily slowly; thus (4.48) will be good enough to let us treat the various $L(\zeta) \equiv L\left(\zeta, z_{0}\right)$, as $z_{0}$ varies, as forming a normal family.

Proof. According to (4.44),

$$
|T(\varrho) \operatorname{Re} L(\zeta)-\log | G(\zeta)||\leqslant|\log | P(\zeta)|| \quad\left(\zeta \in C\left(z_{0}, \frac{1}{2} \sigma\right) \cup \Delta\left(z_{0}, \frac{1}{2} \sigma\right)\right)
$$

It is not hard to combine (1.24), (4.42) and (4.43) with Lemma 2.1 of [18] to show that

$$
\begin{equation*}
\int_{C\left(z_{0}, u\right)}|\log | P(\zeta) \| d v \leqslant C\left(A^{\prime}\right)^{-h} T(\varrho) \log \left(\frac{A}{\sigma^{3}}\right) \leqslant C\left(A^{\prime}\right)^{-h / 2} T(\varrho), \quad\left(C \sigma^{3}<s \leqslant 1\right) \tag{4.49}
\end{equation*}
$$

Thus (4.46) follows from (4.44) and (4.49). Using also (4.40), we see that

$$
\int_{C\left(z_{0}, u\right)}|\operatorname{Re} L(\zeta)| d v<C A^{\lambda+1}
$$

for some $u$ such that $11 / 12<u<1$. This and the Poisson integral formula

$$
\begin{equation*}
L(z)=\frac{1}{2 \pi} \int_{C\left(z_{0}, u\right)} \operatorname{Re} L\left(u e^{i v}\right)\left(\frac{u e^{i v}+z}{u e^{i v}-z}\right) d v+\operatorname{Im} L\left(z_{0}\right) \tag{4.50}
\end{equation*}
$$

together with (4.45) lead to (4.48).
4.6. Normal families. The next result is a simple consequence of the theory of normal families. We first need a definition which is modelled on the classical BoutrouxCartan Lemma ([3], [23, § V.5]).

Definition. A subset $E$ of the plane has Cartan span $h$ if

$$
h=\inf \sum r_{i}
$$

where the inf is taken over all coverings of $E$ by discs $C_{i}(1 \leqslant i)$ of radius $r_{i}$.
This is related to one-dimensional Hausdorff measure, but we do not demand that the radii of the covering discs be uniformly small.

Lemma 4.6. Let $\Delta$ be the unit disc and let $k \Delta=\{|z|<k\}$. Let $k<1, N<\infty, \varepsilon^{*}>0$ and $\delta_{N}>0$ be given. Then there exist $\delta_{1}, \delta_{2}, \ldots, \delta_{N-1}$ such that if $g$ is holomorphic in $\Delta$ with $\|g\|_{\infty} \leqslant 1$, and if for any $m(2 \leqslant m \leqslant N)$ we have

$$
\begin{equation*}
|g(z)| \leqslant \delta_{m-1} \quad(z \in k \Delta \cap \gamma) \tag{4.51}
\end{equation*}
$$

where $\gamma \cap k \Delta$ has Cartan span greater than $\varepsilon^{*}$, then

$$
\begin{equation*}
|g(z)| \leqslant \delta_{m} \quad(z \in k \Delta) \tag{4.52}
\end{equation*}
$$

Proof. By taking $\delta_{N-1}$ sufficiently small, we find that (4.51) implies (4.52) when $m=N$. For otherwise, there would be a sequence $\delta_{n}\left(=\delta_{N-1, n}\right)$ tending to zero, and $g_{n}$ such that (4.51) holds for $g_{n}, \delta_{n}$ on a $\gamma=\gamma_{n}$. As $n \rightarrow \infty$, a subsequence of the $g_{n}$ tend to a bounded holomorphic function $g_{0}$, but (4.51) implies that $g_{0}$ is zero on a sequence with an accumulation point, so $g_{0} \equiv 0$.

Now that $\delta_{N-1}$ is known, this argument may be repeated with $\delta_{N-1}$ in place of $\delta_{N}$, and we obtain $\delta_{N-2}$ so that (4.51) yields (4.52) with $m=N-1$. By continuing this process, all $\delta$ 's are produced.

The particular normal family of interest here is $\{L(\zeta)\}=\left\{L\left(\zeta, z_{0}\right)\right\}$, where $L$ is as in (4.44) and based on the modification $G(\zeta)=H(z)$, with $z \in B_{\sigma}\left(z_{0}\right)$. Our next result shows
that the polynomial factors $P$ of (4.44) can often play a negligible role in normal-family considerations.

Let $\Delta_{1}$ and $\Delta_{2}$ be disks with $\Delta=\Delta\left(z_{0}, 5 \tau_{0}\right) \subset \Delta_{1} \cap \Delta_{2}$, where

$$
\begin{equation*}
\tau_{0}>c \sigma^{3} \tag{4.53}
\end{equation*}
$$

Suppose we have modifications $L_{1}$ and $L_{2}$ in $\Delta_{1}$ and $\Delta_{2}$ where $\varphi\left(\Delta_{i}\right) \subset B_{\sigma}\left(z_{i}\right)$ ( $i=1,2$ ), with $\varphi$ from Lemma 4.2, and, as in (4.44),

$$
\begin{equation*}
L_{i}(\zeta) T(\varrho)=\log \left(G_{i}(\zeta) P_{i}(\zeta)\right) \quad\left(\zeta \in \Delta_{i}, i=1,2\right) \tag{4.54}
\end{equation*}
$$

Finally, we assume that

$$
\begin{equation*}
\left\{B_{0.8 \sigma}\left(z_{1}\right) \cap B_{0.8 \sigma}\left(z_{2}\right)\right\} \cap \mathscr{F}^{\#}=\varnothing . \tag{4.55}
\end{equation*}
$$

where $\mathscr{F}^{\#}$ is determined relative to $B_{\sigma}\left(z_{1}\right) \cap B_{\sigma}\left(z_{2}\right)$ in accord with Remark 2 which follows the statement of Lemma 3.2 in $\S 3.2$. Thus there is no subregion of $\left[B_{0.8 \sigma}\left(z_{1}\right) \cap B_{0.8 \sigma}\left(z_{2}\right)\right]-\cup \mathscr{D}_{i}$ whose boundary consists of portions of $\mathscr{G}$ and arcs of $r \neq 2$ of the $\mathscr{D}_{i}$.

Lemma 4.7. The functions $G_{i}=H_{i}\left(\varphi_{i}(\zeta)\right)(c f .(4.9))$ may be chosen so that

$$
\begin{equation*}
G_{2}(\zeta)=G_{1}(\Phi(\zeta)) \quad(\zeta \in \Delta) \tag{4.56}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi(\zeta)=\varphi_{1}^{-1}\left(\varphi_{2}(\zeta)\right)=\psi_{1}\left(\varphi_{2}(\zeta)\right) \tag{4.57}
\end{equation*}
$$

When (4.56) is known, then

$$
\begin{equation*}
R(\zeta) \equiv\left\{\log P_{2}(\zeta)-\log P_{1}(\Phi(\zeta))\right\}(T(\varrho))^{-1} \tag{4.58}
\end{equation*}
$$

is holomorphic in $\Delta$ and (if $\left.\zeta_{0}=\psi\left(z_{0}\right)\right)$

$$
\begin{equation*}
\left|R(\zeta)-\operatorname{Im}\left(R\left(\zeta_{0}\right)\right)\right| \leqslant C\left(A^{\prime}\right)^{-h / 2} \quad\left(\zeta \in \Delta\left(\zeta_{0}, \tau_{0}\right)\right) \tag{4.59}
\end{equation*}
$$

Proof. Note from (4.55) and the remark at the end of $\S 4.2$ that the only possible ambiguity in the construction of the $H_{i}$ in $B_{0.8 \sigma}\left(z_{1}\right) \cap B_{0.8 \sigma}\left(z_{2}\right)$ is that $H_{i}$ may be replaced by its reciprocal, so we may arrange that

$$
\begin{equation*}
H_{2}(z)=H_{1}(z) \quad\left(z \in B_{0.8 \sigma}\left(z_{1}\right) \cap B_{0.8 \sigma}\left(z_{2}\right)\right) . \tag{4.60}
\end{equation*}
$$

Thus if $\varphi=\varphi_{i}$ is as in (4.9) and $\Phi$ as in (4.57), we see from (4.60) that if $\zeta \in \Delta_{1} \cap \Delta_{2}$, and in particular if $\zeta \in \Delta$, then

$$
G_{2}(\zeta)=H_{2}\left(\varphi_{2}(\zeta)\right)=H_{1}\left(\varphi_{2}(\zeta)\right)=H_{1}\left(\varphi_{1} \circ \varphi_{1}^{-1} \circ \varphi_{2}(\xi)\right)=G_{1}(\Phi(\zeta)) \quad(\zeta \in \Delta)
$$

which is (4.56).
According to (4.54) and (4.56), for $\zeta \in \Delta$,

$$
\begin{align*}
T(\varrho) L_{2}(\xi) & =\log \left\{G_{2}(\zeta) P_{2}(\zeta)\right\} \\
& =\log \left\{G_{1}(\Phi(\zeta)) P_{2}(\zeta)\right\} \\
& =T(\varrho) L_{1}(\Phi(\zeta))+\log P_{2}(\zeta)-\log P_{1}(\Phi(\zeta))  \tag{4.61}\\
& =T(\varrho)\left\{L_{1}(\Phi(\zeta))+R(\zeta)\right\}
\end{align*}
$$

where $R$ is defined by (4.58).
Since (4.60) is known, we recall that equations (4.14) which determine $\psi_{1}$ and $\psi_{2}$ (inverse to $\varphi_{1}$ and $\varphi_{2}$ ) agree on $B_{0.8 \sigma}\left(z_{1}\right) \cap B_{0.8 o}\left(z_{2}\right)$. Thus the chain rule [2, p. 9] shows that $\Phi=\psi_{1} \circ \varphi_{2}$ is holomorphic in $\Delta$, and so is $R$ in (4.61).

We obtain (4.59) from the Boutroux-Cartan Lemma ([3], [23, § V.5]) and the bounds (4.10). According to the Boutroux-Cartan Lemma, if $P$ is any product as in (4.41)-(4.43), then there exists a network of circles $C_{j}$ of radius $r_{j}$ such that

$$
\begin{equation*}
\sum r_{j} \leqslant C\left(A^{\prime}\right)^{-2} A^{-2} \varrho \tag{4.62}
\end{equation*}
$$

and outside the $C_{j}$ we have that

$$
\begin{equation*}
|\log | P(\zeta) \| \leqslant C\left(A^{\prime}\right)^{-h} T(\varrho) \log \left(C A^{3}\left(A^{\prime}\right)^{2}\right)<c\left(A^{\prime}\right)^{-h / 2} T(\varrho) \quad\left(\zeta \notin C_{j}\right) \tag{4.63}
\end{equation*}
$$

(we are using (1.24) to obtain the last inequality; also we mention that this lemma gives lower bounds for $-\Sigma \log \left|1-\zeta / b_{n}\right|$ and upper bounds for $-\Sigma \log \left|1-\zeta / a_{n}\right|$ in (4.41), but the corresponding upper and lower bounds are very elementary).

We apply (4.62) and (4.63) to $P_{2}$ and $P_{1}$ in (4.58); note that $\Phi$ is holomorphic and (4.10), (4.57), (1.24) and Cauchy's estimates give that

$$
\begin{equation*}
\left|\left(\Phi^{\prime}(\zeta)-1\right)\right|=\frac{1}{2 \pi}\left|\int_{C\left(\zeta_{0}, \frac{1}{2}\right)} \frac{\left(\Phi\left(\zeta_{1}\right)-\zeta_{1}\right)}{\left(\zeta_{1}-\zeta\right)^{2}} d \zeta_{1}\right| \leqslant C \sigma^{10} \quad\left(\zeta \in \Delta\left(z_{0}, 2 \tau_{0}\right)\right) \tag{4.64}
\end{equation*}
$$

so that $\Phi$ is uniformly Lipschitz. Thus, the image of the Cartan circles $C_{2}$ of (4.62) for
$P_{1}$, after composition by $\Phi$, may still be enclosed in a similar network $C_{2}^{\prime}$ such that (4.62) remains true.

If $C_{1}$ is the Cartan-network for $P_{1}$, then (4.63) holds for $P_{1}$ and $P_{2}$ outside $C_{1} \cup C_{2}$, and thus by (1.24) and (4.53) there is a region $\Omega$, with

$$
\Delta\left(z_{0}, 2 \tau_{0}\right) \subset \Omega \subset \Delta\left(z_{0}, 3 \tau_{0}\right)
$$

such that (4.63) applies to both $P_{1}$ and $P_{2}$ on $\partial \Omega$. By the maximum principle for harmonic functions, $|\operatorname{Re} R(\zeta)| \leqslant C\left(A^{\prime}\right)^{-h / 2} T(\varrho)$ in $\Delta\left(z_{0}, 2 \tau_{0}\right)$, and so (4.59) follows from the Borel-Carathéodory inequality.
4.7 The set $\mathscr{F}^{\#}$ disappears. The next two lemmas show that the bound (4.48) may be significantly improved when $\mathscr{F}^{*} \cap \frac{1}{10} B_{\sigma}\left(z_{0}\right) \neq \varnothing$, where

$$
z_{0} \in \mathfrak{A} \mathfrak{A}_{\sigma}^{*} \cap\left\{(3 A)^{-1} \varrho<|\zeta|<3 A \varrho\right\},
$$

and $\mathscr{F}^{\#}$ is any region in $\mathscr{A}_{a}^{*}-\left\{\cup \mathscr{D}_{i}\right\}$ whose boundary consists of the grid $\mathscr{G}$ and portions of $\partial \mathscr{D}_{i}$ for $r \neq 2$ choices of $i$. ( $\mathfrak{A}_{\sigma}^{*}$ is defined in (4.2).)

Lemma 4.8. Suppose $z_{0} \in \mathfrak{Q}_{\sigma}^{*} \cap\left\{(3 A)^{-1} \varrho<|\zeta|<3 A \varrho\right\}$ with

$$
\begin{equation*}
B_{o}\left(z_{0}\right) \cap\left\{\cup \mathscr{D}_{i}\right\}=\varnothing . \tag{4.65}
\end{equation*}
$$

Then if $H, G, P$ and $L$ are constructed as in §§4.1-4.5, we have that

$$
\begin{equation*}
|L(\zeta)| \leqslant C \gamma^{2} \quad\left(\zeta \in \frac{1}{3} \Delta=\Delta\left(z_{0}, \frac{1}{6} \sigma\right)\right) . \tag{4.66}
\end{equation*}
$$

Proof. Since $\log |G|$ is harmonic in $\Delta\left(z_{0}, \frac{1}{2} \sigma\right)$, estimate (4.66) is a consequence of (4.44), (4.45), (4.49), (4.50) and the estimate

$$
\int_{\Delta^{\prime}}|\log | G(\zeta) \| u^{-1} d u d v \leqslant C \gamma^{2} T(\varrho)
$$

where $\Delta^{\prime}=\Delta\left(z_{0}, \frac{1}{4} \sigma, \frac{1}{2} \sigma\right)$. However, (4.20) and (1.24) imply that this estimate for $|\log | G|\mid$ follows from

$$
\int_{\frac{1}{4} \sigma}^{\frac{1}{2} \sigma} m_{z_{0}}\left(t, f_{i}\right) t^{-1} d t \leqslant C\left(A^{\prime}\right)^{-3 h} T(\varrho) \quad(1 \leqslant i \leqslant q)
$$

where the $f_{i}$ are from (4.16). Assumption (4.65) ensures that $m_{z_{0}}\left(t, f_{i}\right) \equiv 0$ for $t \leqslant \frac{1}{2} \sigma$, so (4.66) follows.

The next results presents another situation in which we may obtain a conclusion much like (4.66).

Lemma 4.9. Let $z_{0} \in \mathfrak{A}_{\sigma}^{*} \cap\left\{(3 A)^{-1} \varrho<|\zeta|<3 A \varrho\right\}$ such that

$$
\begin{equation*}
\left\{\partial \mathscr{F} \# \cap\left(\cup \partial \mathscr{D}_{i}\right)\right\} \cap \frac{1}{10} B_{\sigma}\left(z_{0}\right) \neq \varnothing, \tag{4.67}
\end{equation*}
$$

where $\mathscr{F}^{\#}$ is as described at the beginning of this section. Then there is a set $\gamma^{*}$ in $\Delta\left(z_{0}, 0.8 \sigma\right)$ with Cartan span at least $(2 / 3) \sigma\left|z_{0}\right|$ such that the function $L$ of (4.44) satisfies

$$
\begin{equation*}
|L(\zeta)| \leqslant C\left(A^{\prime}\right)^{-h / 2} \quad\left(\zeta \in \gamma^{*}\right) \tag{4.68}
\end{equation*}
$$

in addition to (4.48).
Proof. According to (4.67), there is a $z_{1} \in \frac{1}{10} B_{0}\left(z_{0}\right)$ with $z_{1} \in \partial \mathscr{D}_{i}$. Let $B=(99 / 100) B_{o}\left(z_{0}\right)$. We refer to the four sides of $B$ as the horizontal sides (on which $|z|$ is constant but $\arg z$ varies) and vertical sides (on which $\arg z$ is constant and $|z|$ varies). It follows that there is an $\operatorname{arc} \gamma$ of $\partial \mathscr{D}_{i} \cap \partial \mathscr{F}^{\#}$ which joins $z_{1}$ to a point $z_{2}$ of $\partial \mathscr{D}_{i} \cap \partial B$, and is contained in $B$ otherwise. With no loss of generality, we assume that $z_{2}$ is on one of the vertical sides, so that $\arg z$ varies by at least $\frac{7}{8} \sigma\left|z_{0}\right|$ on $\gamma$.

On $\gamma,\left|f(z)-a_{i}\right|=\varepsilon$, and since $\gamma \subset \partial \mathscr{F}^{\#}$, (3.20) and (3.43) ensure that $\arg \left(f-a_{i}\right)$ is nearly constant on $\gamma$ : there exists a complex number $c$ with $|\operatorname{Re} c|=|\log \varepsilon|$ such that

$$
\left|\log \left(f(z)-a_{i}\right)-c\right| \leqslant C\left(A^{\prime}\right)^{-2 h} T(\varrho) \quad(z \in \gamma)
$$

Thus (4.4) implies that if $H$ is as in Lemma 4.1, then

$$
\begin{equation*}
\left|\log H(z)-c^{\prime}\right| \leqslant C\left(A^{\prime}\right)^{-2 h} T(\varrho) \quad(z \in \gamma) \tag{4.69}
\end{equation*}
$$

where, by (4.45), $\left|c^{\prime}\right| \leqslant|\log \varepsilon|+2 \pi$.
Estimate (4.69) is almost what we need, but has the disadvantage that the branch of $\log H$ is taken on $\gamma$, and since there is no a priori regularity of $\gamma$, there is no obvious way to directly control $\arg P$ on all of $\gamma$, where $P$ is from (4.41).

We deduce a bound for $|\log P(z)|$, similar to that of (4.69), on a substantial subset $\gamma_{1}$ of $\gamma$. We have assumed that $\gamma$ "ends" on one of the vertical sides of $\partial B$. Let $\gamma^{*}$ be one of the horizontal sides on $\partial B$, say the one on which $|z|$ is smaller, and for each $\zeta \in \gamma^{*}$, let $z(\zeta)$ be the point of $\gamma$ which may be "seen" from $\zeta$ : $\arg z(\zeta)=\arg \zeta$ and the segment

$$
\Gamma(\zeta)=\left\{t e^{i a} ; \alpha=\arg \zeta,|\zeta| \leqslant t<|z(\zeta)|\right\}
$$

is disjoint from $\gamma$. This collection of these points $z(\zeta)$ forms a subcomponent $\gamma_{1}$ of $\gamma$, and also has Cartan span at least $\frac{7}{8} \sigma\left|z_{0}\right|$, since $z(\zeta)$ exists for $\zeta \in$ an arc of $\partial B$ which lies below $z_{1}$ and $z_{2}$. Since $\gamma_{1} \subset \gamma$, (4.69) persists on $\gamma$.

Finally, let $\left\{C_{j}\right\}$ be the Cartan.circles of (4.62) and (4.63) which correspond to the factor $P$ in (4.44), and let $\gamma_{2}=\gamma_{1}-\left\{C_{j}\right\}$, so that (by 4.62)) $\gamma_{2}$ has Cartan span at least ${ }_{5}^{4} \sigma\left|z_{0}\right|$. Of course, (4.63) implies that $|\log | P \|$ is uniformly small on $\gamma_{2}$. We claim, further, that if $z=z(\zeta) \in \gamma_{2}$, then

$$
\begin{equation*}
\left|\arg z-\arg z_{2}\right| \leqslant C\left(A^{\prime}\right)^{-h} T(\varrho) \quad\left(z \in \gamma_{2}\right) \tag{4.70}
\end{equation*}
$$

This is proved by first constructing a path $\Gamma_{z(\zeta)}$ from $z_{2}$ to $z=z(\zeta)$, which consists of a portion of the vertical side of $\partial B$ which contains $z_{2}$, a portion of $\gamma^{*}$ and $\Gamma(\zeta)$. There is another path which connects this pair of points: the portion of $\gamma$ (which we call $\gamma(\zeta)$ ) between $z_{2}$ and $z(\zeta)$. Then $\Gamma \equiv \gamma(\zeta) \cup \Gamma_{z(\zeta)}$ is a closed curve, so the argument principle and (4.43) yield that $\left|\Delta_{\Gamma} \arg P(z)\right| \leqslant C\left(A^{\prime}\right)^{-h} T(\varrho)$. Since $\Gamma_{z(\zeta)}$ is composed of three noneuclidean line segments, we also have from (4.43) that $\left|\Delta_{\Gamma_{z(\xi)}} \arg P(z)\right|$ $\leqslant C\left(A^{\prime}\right)^{-h} T(\varrho)$, and these two estimates yield (4.70).

Choose $\zeta \in \gamma_{2}$. Then from definitions (4.44), (4.45) of $L$ and (4.63), (4.69) and (4.70) (twice) we have

$$
\begin{aligned}
|L(\zeta)| & \leqslant T(\varrho)^{-1}\{|\log G(\zeta)|+|\log | P(\zeta)| |+|\arg P(\zeta)|\} \\
& \leqslant C\left(\left(A^{\prime}\right)^{-2 h}+\left(A^{\prime}\right)^{-h / 2}+\left(A^{\prime}\right)^{-h}\right) T(\varrho) \quad\left(\zeta \in \gamma_{2}\right)
\end{aligned}
$$

which is (4.68).
We now use Lemmas $4.6-4.9$ to show that if $\mathscr{F}^{\#} \cap \mathfrak{U}_{\sigma}^{*} \neq \varnothing$, then the functions $L$ must be uniformly small on large subsets of $\mathfrak{A}$.

Lemma 4.10. Suppose $\xi_{1}=\psi\left(z_{1}\right)$ with $z_{1} \in \mathscr{A}{ }^{*} \cap\left\{\partial \mathscr{F}^{\#} \cup\left(\cup \partial \mathscr{D}_{i}\right)\right\}$ as in (4.67), with

$$
B_{\sigma}\left(z_{1}\right) \subset \mathfrak{U} * \cap\left\{(3 A)^{-1} \varrho<|z|<3 A \varrho\right\} .
$$

Let $\Delta_{1}, \ldots, \Delta_{N}$ be a chain of discs $\Delta_{i}=\Delta\left(\zeta_{i},(20)^{-1} \sigma\right), \zeta_{i}=\psi\left(z_{i}\right), \zeta_{i} \in \mathfrak{H}_{\sigma}^{*}, N \leqslant C \sigma^{-2}$,

$$
\begin{equation*}
\zeta_{i} \in \frac{1}{2} \Delta_{i+1} \quad(i \geqslant 1) \tag{4.71}
\end{equation*}
$$

Then if $n$ is sufficiently large in (1.9), we may arrange that the functions $L_{i}=L\left(\zeta, \zeta_{i}\right)$ of (4.44) satisfy.

$$
\begin{equation*}
|L(\zeta)| \leqslant C \sigma^{2} \quad\left(\zeta \in 0.9 \Delta_{i}, 1 \leqslant i \leqslant N\right) . \tag{4.72}
\end{equation*}
$$

Proof. Recall the terminology of Lemma 4.6 and choose

$$
\delta_{N}=\sigma^{2} A^{-(\lambda+1)}, \quad k=0.9, \quad \varepsilon^{*}=10^{-3},
$$

and let $\delta_{1}, \ldots, \delta_{N-1}$ be the constants obtained from Lemma 4.6. Now consider modifications of $f$ in rectangles $B_{i} \equiv B_{\sigma}\left(z_{i}\right)$.

Let $\delta_{1}$ be determined from Lemma 4.6, and choose $n$ so large that

$$
\begin{equation*}
C A^{\lambda+1}\left(A^{\prime}\right)^{-h / 2}+C A^{\lambda+1} \gamma^{2} \leqslant \delta_{1} \tag{4.73}
\end{equation*}
$$

(1.24) shows that this is possible.

By hypothesis, $\partial \mathscr{F}$ \# meets the "center"' of $B_{1}$, so (4.67) and (4.68) hold relative to the rectangle $B_{1}$. Thus $\left|L_{1}(z)\right| \leqslant C\left(A^{\prime}\right)^{-h}$ on a subset of $\Delta_{1}$ which has Cartan span at least $(2 / 3)^{-1}(10)^{-1} \sigma\left|z_{1}\right|=15^{-1} \sigma\left|z_{1}\right|$; hence Lemma 4.6 and (4.48) yield for $i=2$ that

$$
\begin{equation*}
\left|L_{i-1}(z)\right| \leqslant\left(C A^{\lambda+1}\right) \delta_{i} \quad\left(\zeta \in \frac{2}{3} \Delta_{i-1}\right) . \tag{4.74}
\end{equation*}
$$

We claim that if (4.74) holds for some $i<N$, it holds for $i+1$. There are two cases. Suppose first that

$$
\begin{equation*}
\left[0.8 B_{i-1} \cap 0.8 B_{\mathrm{i}}\right] \cap\left\{\mathscr{F}^{\#}\right\} \neq \varnothing \tag{4.75}
\end{equation*}
$$

and consider the various rectangles $B_{s}$ contained in $\left[0.8 B_{i-1} \cap 0.8 B_{i}\right]$ with, say $s=2^{-6} \sigma$. By (4.75), we see that some such $B_{s}$ is contained in some $\mathscr{D}_{i}$ (and so satisfies (4.65)) or else meets some $\partial \mathscr{D}_{i} \cap \partial \mathscr{F}^{\#}$, so that (4.67) holds. It then follows that (4.74) holds with $i+1$ in place of $i$ : if (4.65) holds, we see this at once by (4.66), and if (4.67) holds, we use (4.68) and Lemma 4.6, in fact (4.74) then holds with $\delta_{1}$ in place of $\delta_{1}$ (since obviously $\delta_{i}>\delta_{i-1}>\ldots>\delta_{1}$ in Lemma 4.6).

Next, suppose that (4.75) is not satisfied. Then hypothesis (4.55) holds. We now imagine $L_{i}$ as an 'almost'" analytic continuation of $L_{i-1}$, in the sense of Lemma 4.7. Choose a disc $\Delta=\Delta\left(\zeta^{*}, 5 \tau\right)$ such that

$$
\Delta \subset\left(0 . 8 \Delta _ { i } \cap 0 . 8 \Delta _ { i - 1 } \quad \text { and } \quad \Phi _ { i } ( \Delta ) \subset \left(0.8 \Delta_{i} \cap 0.8 \Delta_{i-1}\right.\right.
$$

with $\Phi_{i}=\varphi_{i-1}^{-1} \circ \varphi_{i}$ (Compare with (4.57)). Because of (4.10) and (4.71), we may take $\tau=(10)^{-2} \sigma$. According to Lemma 4.7, we may arrange $L_{i}$ and $L_{i-1}$ so that (cf. (4.61))

$$
\begin{align*}
T(\varrho) L_{i}(\zeta) & =\log \left\{G_{i}(\zeta) P_{i}(\zeta)\right\}=\log \left\{G_{i-1}\left(\Phi_{i}(\zeta)\right) P_{i}(\zeta)\right\} \\
& =T(\varrho)\left\{L_{i-1}\left(\Phi_{i}(\zeta)\right)+R_{i}(\zeta)\right\} \quad(\zeta \in \Delta) \tag{4.76}
\end{align*}
$$

where (4.59) holds. Choose $\Omega$ such that $\partial \Omega$ is disjoint from the Cartan network for $P_{i}$ and $P_{i-1}\left(\Phi_{i}\right)$ and $\Delta\left(\zeta^{*}, 3 \tau\right) \supset \Omega \supset \Delta\left(\zeta^{*}, 2 \tau\right)$. Then (1.24), (4.45) and (4.63) show that $\left|R_{i}\left(\zeta_{i}\right)\right| \leqslant C\left(A^{\prime}\right)^{-h / 2} T(\varrho)$. Thus (4.76), (4.74) and (4.59) yield that

$$
\begin{equation*}
\left|L_{i}(\zeta)\right| \leqslant\left(C A^{\lambda+1}\right) \delta_{i}+C\left(A^{\prime}\right)^{-h / 2} \leqslant C\left(A^{\lambda+1}\right) \delta_{i} \quad(\zeta \in \Delta) \tag{4.77}
\end{equation*}
$$

by (4.73). Relative to $0.9 \Delta_{i}, \Delta$ has Cartan span at least $10^{-3} \sigma\left|\zeta_{i}\right|$. Thus (4.77) and Lemma 4.6 yield (4.7) with $i$ in place of $i-1$, even when (4.75) fails. By repeating this process, we get $|L(\zeta)| \leqslant C A^{\lambda+1} \delta_{N}$ for $\zeta \in \cup 0.9 \Delta_{i}$, and by the original choice of $\delta_{N}$, this implies (4.72).

It is now possible to prove
Lemma 4.11. Let $\mathfrak{U}_{\sigma}^{*}$ be as in (4.2). Then $\mathscr{F}^{\# \#} \cap \mathfrak{U}_{\sigma}^{*}=\varnothing$.
Proof. Suppose the lemma false, and choose $z_{1} \in \mathscr{F}^{\#} \cap \mathscr{U}_{\sigma}^{*}$, with $z_{1} \in \mathscr{F}^{\#}$. Let $\zeta_{1}=\psi\left(z_{1}\right)$. Since the set $B^{*}$ of (3.16) is a union of $Q(\lambda)$ small rectangles, we take $\zeta_{1}=\psi\left(z_{1}\right)$ and construct a chain of $\operatorname{discs} \Delta\left(\zeta_{j}, \frac{1}{20} \sigma\right)\left(1 \leqslant j \leqslant N \leqslant C \sigma^{-2}\right)$ with $\zeta_{j} \in \mathfrak{U}_{\sigma}^{*}$, so that (4.71) holds. Further, we may arrange that each point $\zeta$ with $\left(1-\frac{1}{4} \sigma\right) s_{0}<|\zeta|<\left(1+\frac{1}{4} \sigma\right) s_{0}$ is covered by the union of the annuli $\Delta_{j}^{\prime}=\Delta\left(\zeta_{j}, \frac{1}{4} \sigma, \frac{1}{2} \sigma\right)$; here $s_{0}$ is some number with $\varrho<s_{0}<2 \varrho$. Lemma 4.9 implies that (4.72) holds in each of the $\Delta_{j}$.

We recall the family $m_{\zeta}\left(t, f_{i}\right)$ of (4.15) and first prove that for $\zeta=\zeta_{j}$

$$
\begin{equation*}
\sum_{i=1}^{q} \int_{\frac{1}{2} \sigma}^{\sigma} m_{\zeta}\left(t, f_{i}\right) t^{-1} d t \equiv \sum_{i} \int_{\Delta_{j}^{\prime}} \log \left|f_{i}(z)\right| t^{-1} d t d \varphi<C \sigma^{3 / 2} T(\varrho) \tag{4.78}
\end{equation*}
$$

Indeed, we find from (4.20), (4.46), (4.72) and the convention (1.24) that ( $\zeta=\zeta_{j}, \Delta^{\prime}=\Delta_{j}$ )

$$
\begin{aligned}
\sum_{i} \int_{1_{2}^{\prime} \sigma}^{\sigma} m_{\zeta}\left(t, f_{i}\right) t^{-1} d t \leqslant & \left|\int_{\Delta^{\prime}}\right| \log |G(\zeta)|\left|u^{-1} d u d v-\sum \int_{\frac{1}{2} \sigma}^{\sigma} m_{\zeta}\left(t, f_{i}\right) t^{-1} d t\right| \\
& +\int_{\Delta^{\prime}}|\log | G(\zeta) \| u^{-1} d u d v \\
\leqslant & C \sigma^{2} T(\varrho)+\int_{\Delta^{\prime}}|\log | G(\zeta) \| u^{-1} d u d v \\
\leqslant & C \sigma^{2} T(\varrho)+T(\varrho) \int_{\Delta^{\prime}}|\operatorname{Re} L(\zeta)| u^{-1} d u d v \\
& +\int_{\Delta^{\prime}}|T(\varrho)(\operatorname{Re} L(\zeta))-\log | G(\zeta) \| u^{-1} d u d v
\end{aligned}
$$

$$
\begin{aligned}
& \leqslant C \sigma^{2} T(\varrho)+C \sigma^{2} T(\varrho)+C\left(A^{\prime}\right)^{-h / 2} T(\varrho) \\
& \leqslant C \sigma^{2} T(\varrho)
\end{aligned}
$$

which is (4.78). We add (4.78) over the $O\left(\sigma^{-2}\right)$ annuli $\Delta_{j}^{\prime}$, and use (4.36) where now $\frac{1}{8} \sigma<t<\frac{1}{4} \sigma, C A^{-1} \varrho<r<A \varrho$. Thus, using (1.24)

$$
\sum_{j} \int_{\Delta_{j}^{\prime}} \log \left|f_{i}\left(r e^{i \theta}\right)\right| d \theta r^{-1 \cdot} d r \leqslant C A^{4} \sigma^{2} \sum_{j} \int_{\frac{1}{4} \sigma}^{\frac{1}{2} \sigma} m_{\zeta}^{\zeta_{j}}\left(t, f_{i}\right) t^{-1} d t \leqslant C \sigma^{4} T(\varrho) \sigma^{-2}
$$

and so

$$
\begin{equation*}
\sum_{i} \int_{s_{0}\left(1-\frac{1}{8} \sigma\right)}^{s_{0}\left(1+\frac{1}{8} \sigma\right)} m\left(r, a_{i}, \mathscr{D}_{i}\right) r^{-1} d r \leqslant C \sigma^{3 / 2} T(\varrho) \tag{4.79}
\end{equation*}
$$

However, this contradicts (1.3) and (2.31), for since $s_{0}>\varrho$ and the annulus $s_{0}\left(1-\frac{1}{8} \sigma\right)<|z|<s_{0}\left(1+\frac{1}{8} \sigma\right)$ has logarithmic length comparable to $\sigma$, we find from (1.24), (2.31) and (4.79) that

$$
\begin{aligned}
C \sigma T(\varrho) \leqslant C \sigma T\left(s_{0}\right) \leqslant & \sum \int_{s_{0}\left(1-\frac{1}{8} \sigma\right)}^{s_{0}\left(1+\frac{1}{8} \sigma\right)} m\left(r, a_{i}\right) r^{-1} d r \\
\leqslant & \sum \int m\left(r, a_{i}, \mathscr{D}_{i}\right) r^{-1} d r \\
& +\sum \int\left[m\left(r, a_{i}\right)-m\left(r, a_{i}, \mathscr{D}_{i}\right)\right] r^{-1} d r \\
\leqslant & \sum \int m\left(r, a_{i}, \mathscr{D}_{i}\right) r^{-1} d r+C \sigma\left(A^{\prime}\right)^{-5 h} T(\varrho) \\
\leqslant & C \sigma^{2} T(\varrho) .
\end{aligned}
$$

Since $\sigma \rightarrow 0$, we have a contradiction, and the lemma is proved.
Remark. Lemma 4.10 clarifies one question raised at the end of Section 4.2: how unique is each $G$ (or $H$ ) ? There are two ambiguities in constructing $H$. In (4.6), we made the initial choice that $H$ be large in $D_{0} \cap B$; we might as well have taken $H(z)=f(z)-a_{i}$ in $D_{0} \cap B$. Also, in extending $H$ from a component $D \cap B$ to an $F$, the choice of $j$ (cf. (4.7)) will not be unique unless $F \in \mathscr{F}(i, j)$. However, we now know that all $F$ 's which meet $\mathfrak{U}_{\sigma}^{*}$ are in $\cup \mathscr{F}(i, j)$. Thus the only ambiguity in the definition of $G$ is whether we use $H$ or $H^{-1}$ and the particular choice of maps $\varphi$. This observation is the basis of (6.24).
4.8. Proof of Lemmas 4.12 and 4.13. In this final section, we give a situation in which the bound (4.48) may be significantly improved. Inequality (4.89) will be needed in $\S 7.2$ to show that the removal of $B^{*}$ from $\mathfrak{A}$ in (3.16) and (3.17) does not seriously affect our estimates.

Lemma 4.12. Let $\tau_{0}<1$ be chosen, and suppose that $B=B_{0}\left(z_{1}\right)$ is a rectangle with

$$
\begin{equation*}
z_{1} \in \mathfrak{A} \cap\left(\partial \mathscr{D}_{i}\right) . \tag{4.80}
\end{equation*}
$$

Then, in the terminology of (4.15) and (4.16), we have

$$
\begin{equation*}
m_{z_{1}}\left(t, f_{i}\right) \leqslant C \sigma^{\tau_{0}} T(\varrho) \quad\left(1 \leqslant i \leqslant q ; \frac{1}{3} \sigma \leqslant t \leqslant \frac{1}{2} \sigma\right) . \tag{4.81}
\end{equation*}
$$

Remark. In (4.80) it is not essential that $z_{1} \in \mathfrak{H}_{\sigma}^{*}$ of (4.2); in fact, the most convenient application of this lemma will be when $z_{1} \in B^{*}$ (cf. (3.16)).

Proof. We start with the first inequality of (4.19), and $\Omega$ as in the proof of Lemma 4.3, but use the estimate in (2.35) for harmonic measure, where now $\theta(t)$ is the angular measure of $D \cap C\left(z_{1}, t\right)$. Let $j$ satisfy $1 \leqslant j \leqslant q$. Then assumption (4.80), the obvious bound $\theta_{j}(t) \leqslant 2 \pi$ and (1.24) give for $1 \leqslant j \leqslant q$ that

$$
\begin{align*}
m_{z_{1}}\left(t, f_{j}\right) & \leqslant \log \frac{1}{\varepsilon}+C\left(A^{\prime}\right)^{-5 h} T(\varrho) \log \left(\frac{C A \varrho}{\sigma^{3}\left|z_{1}\right|}\right)+C A^{\lambda+1} T(\varrho) \exp \left\{-\pi \int_{t}^{A}\left(t \theta_{j}(t)\right)^{-1} d t\right\}  \tag{4.82}\\
& \leqslant C A^{\lambda+1}(t / A)^{1 / 2} T(\varrho) \quad\left(\sigma^{3} \leqslant t<1\right)
\end{align*}
$$

and we use this standard estimate for $t=\sigma^{3}$ with (1.24) to obtain that

$$
\begin{equation*}
m_{z_{1}}\left(\sigma^{3}, f_{j}\right) \leqslant C \sigma^{3 / 2} A^{\lambda+1 / 2} T(\varrho)<\operatorname{CoT}(\varrho) \quad(1 \leqslant j \leqslant q) \tag{4.83}
\end{equation*}
$$

The trivial bound $\theta_{j}(t) \leqslant 2 \pi$ in (4.82) is not adequate, however, when $t$ is near $\sigma$. However, according to (3.8)-(3.10) and (3.14), we may find a region $\Omega$ with $\partial \Omega \subset \mathscr{G}$ and $\Delta\left(z_{1}, \sigma\right) \subset \Omega \subset \Delta\left(z_{1}, 2 \sigma\right)$. For each $j, 1 \leqslant j \leqslant q$, define $p_{j}$ so that

$$
\begin{equation*}
S_{\mathscr{X}_{j}}(\Omega)=\sigma^{p_{j}} T(\varrho) \tag{4.84}
\end{equation*}
$$

(and take $p_{j}=\infty$ when $\partial \mathscr{D}_{j} \cap \Omega=\varnothing$ ). Order the indices $j$ so that $p_{1} \leqslant p_{2} \leqslant \ldots$. For this proof only, let $2 \eta=1-\tau_{0}$ and suppose that

$$
\begin{equation*}
p_{1} \geqslant 1-\eta=\tau_{0}+\eta \tag{4.85}
\end{equation*}
$$

(thus (4.85) also holds for all $j \geqslant 1$ ). Then (1.24), (2.13) and (2.40) (applied to discs centered at $z_{1}$ ) yield from (4.84) and (4.85) that

$$
\begin{align*}
m\left(t, f_{j}\right)-m\left(\sigma^{3}, f_{j}\right)= & \int_{\sigma^{3}}^{t} u \frac{d}{d u} m\left(u, f_{j}\right) u^{-1} d u \leqslant C \log \varepsilon^{-1} \\
& +\int_{\sigma^{3}}^{t} S_{\Im_{j}}(t, \Omega) t^{-1} d t+C \delta T(\varrho) \log \frac{t}{\sigma^{3}}  \tag{4.86}\\
\leqslant & C \sigma^{\tau_{0}+\eta} \log \frac{1}{\sigma} T(\varrho)<\sigma^{\tau_{0}} \log T(\varrho) \quad\left(1 \leqslant j \leqslant q, \sigma^{3} \leqslant t \leqslant 1\right)
\end{align*}
$$

and thus (4.81) would follow from this and (4.83). Thus we need only show (4.84).
Note that the situation $p_{1} \leqslant 1-\eta$ and $p_{2} \geqslant 1-\frac{1}{2} \eta$ is impossible from (3.44), since there are only $Q(\lambda)$ classes $\mathscr{F}(j, k)$ in $\Omega$. Indeed, (3.44) and (1.24) ensure that $p_{2}=p_{1}+o(1)$. We will prove that

$$
\begin{equation*}
p_{1}+p_{2} \geqslant 2-o(1) \tag{4.87}
\end{equation*}
$$

Let us grant (4.87) for the moment. Then (4.87) gives (4.85) and so (4.81). This would prove Lemma 4.11.

We now prove (4.87). Once again, we use (1.24), (2.13) and (2.40) as in (4.86). Thus, since $\Omega \subset \Delta\left(z_{1}, 2 \sigma\right)$,

$$
\begin{aligned}
S_{\mathscr{O}_{j}}(\Omega) & \leqslant S_{\mathscr{O}_{j}}\left(\Delta\left(z_{1}, 2 \sigma\right)\right) \leqslant C \int_{2 \sigma}^{4 \sigma} S_{\mathscr{O}_{j}}(t) t^{-1} d t \\
& \leqslant C\left(A^{\prime}\right)^{-5 h} T(\varrho)+C\left[m_{z_{1}}\left(4 \sigma, f_{j}\right)-m_{z_{1}}\left(2 \sigma, f_{j}\right)\right]+O\left(\log \frac{1}{\varepsilon}\right) \\
& \leqslant C\left(A^{\prime}\right)^{-5 h} T(\varrho)+C m_{z_{1}}\left(4 \sigma, f_{j}\right)
\end{aligned}
$$

and an upper bound for $m_{z_{1}}\left(4 \sigma, f_{j}\right)$ may be obtained from (1.24) and the first inequality of (4.82). Thus, for $1 \leqslant j \leqslant q$.

$$
S_{\mathscr{S}_{j}}(\Omega) \leqslant C\left(A^{\prime}\right)^{-4 h} T(\varrho)+C A^{\lambda+1} T(\varrho) \exp \left\{-\pi \int_{2 \sigma}^{A}\left(t \theta_{j}(t)\right)^{-1} d t\right\}
$$

and so, in the notation of (4.84), we have from (1.24) that

$$
-p_{j} \log \sigma \sim-p_{j} \log \left(\frac{2 \sigma}{A}\right) \geqslant\{1+o(1)\} \pi \int_{2 \sigma}^{A}\left(t \theta_{j}(t)\right)^{-1} d t
$$

Hence (4.87) follows from the inequality [15, p. 108]

$$
\pi\left(\frac{1}{\theta_{1}(t)}+\frac{1}{\theta_{2}(t)}\right) \geqslant 4 \pi\left(\theta_{1}(t)+\theta_{2}(t)\right)^{-1} \geqslant 2
$$

since we may use this to give lower bounds for the $p_{j}$ of (4.84).
Corollary. Let $z_{0} \in \mathfrak{H}_{\sigma}^{*}$ and suppose that

$$
\begin{equation*}
d\left(z_{0}, z_{1}\right) \leqslant C_{1} \sigma \tag{4.88}
\end{equation*}
$$

(d=noneuclidean distance) where $z_{1}$ satisfies (4.80). Then

$$
\begin{equation*}
\int_{\frac{1}{3} \sigma}^{\frac{1}{2} \sigma} m_{z_{0}}\left(t, f_{i}\right) t^{-1} d t \leqslant C \sigma^{\tau} T(\varrho) \quad(1 \leqslant i \leqslant q), \tag{4.89}
\end{equation*}
$$

where $C$ may depend on $C_{1}$.
Proof. Let $z-z_{0}=t\left|z_{0}\right| e^{i \varphi}, z-z_{1}=t^{\prime}\left|z_{1}\right| e^{i \varphi^{\prime}}$. Then, as in (4.36), we have that

$$
t^{-1} d t d \varphi=t^{-2} t d t d \varphi=t^{-2}\left|z_{0}\right|^{-2}|d z|^{2}=\left(\frac{t^{\prime}}{t}\right)^{2}\left|\frac{z_{1}}{z_{0}}\right|^{2}\left(t^{\prime}\right)^{-1} d t^{\prime} d \varphi^{\prime}
$$

and in $\Delta\left(z_{0}, \frac{1}{3} \sigma, \frac{1}{2} \sigma\right)$, (4.88) ensures that $C \leqslant\left(t^{\prime}\left|z_{1}\right|\right) /\left(t\left|z_{0}\right|\right) \leqslant C$ where $C$ depends only on $C_{1}$. Thus (4.89) follows from (4.81).

Lemma 4.13. Let $\tau_{1}<1$ be given, and let $B=B_{\sigma}\left(z_{0}\right)$ be a logarithmic rectangle with $z_{0} \in \mathfrak{U}_{\sigma}^{*}$, and such that for some fixed $C_{1}>0$

$$
\begin{equation*}
B_{C_{1} \sigma}\left(z_{0}\right) \cap\left(\cup \partial \mathscr{D}_{i}\right) \neq \varnothing . \tag{4.90}
\end{equation*}
$$

Then the function $L(\zeta)$ of (4.44) satisfies

$$
\begin{equation*}
|L(\zeta)| \leqslant C \sigma^{\tau_{1}} \quad\left(\zeta \in \Delta\left(z_{0}, \frac{1}{4} \sigma\right)\right) \tag{4.91}
\end{equation*}
$$

Proof. Hypothesis (4.90) allows (4.89) to be applied, where we take $\tau_{1}<\tau_{0}<1$. Choose $s_{1}=\frac{1}{3} \sigma$ and $s_{2}=\frac{1}{2} \sigma$ in (4.20). Then (4.20), (4.89) and (1.24) yield that

$$
\begin{aligned}
\int_{\Delta\left(z_{0}, \frac{1}{3} \sigma, \frac{1}{2} \sigma\right)}|\log | G(\zeta) \| u^{-1} d u d v & \leqslant \sum \int_{\frac{1}{3} \sigma}^{\frac{1}{2} \sigma} m_{z_{0}}\left(t, f_{i}\right) t^{-1} d t+C A^{\lambda+1} T(\varrho)\left\{\left(A^{\prime}\right)^{-3 h}+\sigma^{2}+C(\eta)\right\} \\
& \leqslant C \sigma^{\tau_{1}} T(\varrho)
\end{aligned}
$$

Since the correction term $P$ in (4.44) always satisfies (4.49), (4.91) follows from these estimates for the harmonic function $\operatorname{Re} L(\zeta)$ and (4.45).

## 5. Division of the annulus $\mathfrak{A}$; The main quasi-conformal modification

5.1. Subdividing the annulus. In this section we use the set $B^{*}$ of (3.16) to divide the annulus $\mathfrak{A}$ of (1.10) into $Q(\lambda)$ overlapping concentric annuli $A_{m}^{\circ}=A_{m, n}^{\circ}$ as suggested in §1.2.

Let

$$
\begin{equation*}
\mathscr{P} \tag{5.1}
\end{equation*}
$$

be those numbers $r$ such that $r=|\zeta|$ where $\xi$ is the center of any of the $Q(\lambda)$ rectangles in $B^{*}$. Arrange the numbers $x$ of $\mathscr{P} \cup A^{-1} \varrho \cup A \varrho$ in increasing order so that $A^{-1} \varrho=x_{1}<x_{2}<\ldots<x_{k}=A \varrho$, where $k=Q(\lambda)$. Set $i_{1}=1$, and for $m \geqslant 2$, define $i_{m}$ to be the first index such that $i_{m}>i_{m-1}$ and

$$
\begin{equation*}
x_{i}>x_{i-1} \exp (15 \sigma) \tag{5.2}
\end{equation*}
$$

Then set $M=\sup m$. If $i \leqslant i_{m}, 1 \leqslant m \leqslant M$, we take $s_{m}$ to be so that $\left\{|z|=s_{m}\right\}$ is in the grid $\mathscr{G}$ and

$$
\begin{equation*}
x_{i} \exp (-5 \sigma)<s_{m}<x_{i} \exp (-4 \sigma) \tag{5.3}
\end{equation*}
$$

Also, we define a sequence $s_{m}^{\prime}$ by taking $i=i_{m+1}-1$ for $1 \leqslant m<M$ and $i=k$ for $m=M$, and then determining $s_{m}^{\prime}$ with $\left\{|z|=s_{m}^{\prime}\right\}$ in the grid such that

$$
\begin{equation*}
x_{i} \exp (4 \sigma)<s_{m}^{\prime}<x_{i} \exp (5 \sigma) \tag{5.4}
\end{equation*}
$$

Lemma 5.1. For $1 \leqslant m \leqslant M$, consider the overlapping annuli

$$
\begin{equation*}
A_{m}^{\circ}=\left\{s_{m} \leqslant|z| \leqslant s_{m+1}^{\prime}\right\}=A_{m}^{*} \cup A_{m}^{+} \cup A_{m}^{-}, \tag{5.5}
\end{equation*}
$$

so that $A_{m}^{\circ} \cap A_{m+1}^{\circ}=\left\{s_{m+1}<|z|<s_{m+1}^{\prime}\right\}=A_{m}^{+}=A_{m+1}^{-}$. Then

$$
\begin{equation*}
\cup A_{m}^{\circ} \supset \mathfrak{U} \tag{5.6}
\end{equation*}
$$

Further, if $\mathscr{P}$ is as in (5.1) and if for $\sigma>0$ we let

$$
\begin{equation*}
\mathscr{P}_{\sigma}=\left\{s ;\left|\log \frac{s}{s_{0}}\right|<4 \sigma \text { for some } s_{0} \in \mathscr{P}\right\} \tag{5.7}
\end{equation*}
$$

then

$$
\begin{equation*}
\mathscr{P}_{\sigma} \subset\left[\left(\bigcup_{m} A_{m}^{+}\right) \cap\left(\bigcup_{m} A_{m}^{-}\right)\right] \tag{5.8}
\end{equation*}
$$

and, as $n \rightarrow \infty$,

$$
\begin{equation*}
\sup _{m} \log \frac{s_{m}^{\prime}}{s_{m}}<C Q \sigma \tag{5.9}
\end{equation*}
$$

where $Q=Q(\lambda)$ is an upper bound for the number of rectangles in $B^{*}$.
Finally, we may arrange that

$$
\begin{equation*}
\log \frac{s_{m}^{\prime}}{s_{m}}>C \sigma, \quad \log \frac{s_{m}}{s_{m-1}^{\prime}}>C \sigma \quad(1 \leqslant m \leqslant M(n)) \tag{5.10}
\end{equation*}
$$

for all large $n$.
The subannuli $A^{*}, A^{+}, A^{-}$are called respectively the kernel, upper and lower portions of $A^{\circ}=A_{m}^{\circ}$. The lemma asserts, in addition to (5.6), that none of these subannuli are too thin. Further, all circles $\{|z|=s\}$, with $s \in \mathscr{P}$ are well inside the upper or lower portions of the $A^{\circ}$.

Proof. Clearly $M \leqslant k \leqslant Q(\lambda)$ and (5.6) and (5.7) hold. It follows from (5.2)-(5.4) that for $1 \leqslant m \leqslant M$ we have

$$
s_{m+1}>s_{m}^{\prime} \exp (4 \sigma), \quad s_{m}^{\prime}<s_{m} \exp [15(k+2) \sigma]
$$

and

$$
s_{m}^{\prime}>s_{m} \exp (8 \sigma)
$$

which yields (5.9) and (5.10). This proves the lemma.
The function $f$ will be considered in regions $A_{m}$ modified from the $A^{\circ}$. Let $B=B_{o}\left(\zeta_{0}\right) \in B^{*}$ be such that $B \cap A^{\circ} \neq \varnothing$, and suppose for example that $\zeta_{0} \in A^{+}$(cf. (5.5)). We now define

$$
\sigma^{\#}=\sigma_{m}^{\#}=\frac{1}{2} \log \frac{s_{m+1}^{\prime}}{s_{m+1}}
$$

then (5.9) and (5.10) imply that

$$
\begin{equation*}
C \sigma \leqslant \sigma^{\#}<C \sigma \tag{5.11}
\end{equation*}
$$

A rectangle $B_{\sigma^{\#}}$ will be deleted from $A^{\circ}$, where $B_{o^{\#}}$ is chosen so that $A^{+} \supset B_{\sigma^{\#}} \supset B_{\sigma}\left(\zeta_{0}\right)$, and so that two sides of $B_{\sigma^{\#}}$ lie in $\partial A^{+}$. More exactly, $B_{o^{\#}}$ is a logarithmic rectangle composed of arcs from $|z|=s_{m+1}^{\prime},|z|=s_{m+1}$, and rays $\theta^{+}\left(\zeta_{0}\right), \theta^{-}\left(\zeta_{0}\right)$ in $\left\{s_{m+1}<|z|<s_{m+1^{\prime}}^{\prime}\right\}$ which are also in $\mathscr{G}$, with
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$$
\begin{gathered}
\left|\theta^{+}-\left[\arg \zeta_{0}+\sigma^{\#}\right]\right|<2 \tau, \\
\left|\theta^{-}-\left[\arg \zeta_{0}-\sigma^{\#}\right]\right|<2 \tau
\end{gathered}
$$

where $\tau$ satisfies (3.10) (see Fig. 1). If $\zeta_{0} \in A^{-}$, the only change is that $\partial B_{\sigma}\left[\zeta_{0}\right]$ includes $\operatorname{arcs}$ of $|z|=s_{m}$ and $|z|=s_{m}^{\prime}$ as well as the corresponding segments of $\arg z=\theta^{+}\left(\zeta_{0}\right)$ and $\arg z=\theta^{-}\left(\zeta_{0}\right)$. Let

$$
\begin{equation*}
B^{\#}=\cup B_{\sigma^{\#}}\left[\zeta_{0}\right] \tag{5.12}
\end{equation*}
$$

a union of $Q(\lambda)$ rectangles. Each rectangle $B_{\sigma}$ of $B^{*}$ (cf. (3.16)) is well inside $B^{\#}$. In particular, (5.7) and (5.8) ensure that $\mathfrak{H}-B^{\#}$ is in $\mathfrak{U}_{\sigma}^{*}$, where $\mathfrak{U}_{\sigma}^{*}$ has been introduced in (4.2). Thus any rectangle $B_{\sigma}\left(z_{0}\right)$ with $z_{0} \in \mathfrak{A}-B^{\#}$ is admissible and no set $\mathscr{F}^{\#}$ may meet $\mathfrak{A}-B^{\#}$. However, we note from (5.11) that

$$
\begin{equation*}
d\left(\partial B^{\#}, \partial B^{*}\right)<C \sigma \tag{5.13}
\end{equation*}
$$

where $d$ is non-euclidean distance.
We also record that if $A=A_{m}$ is defined by

$$
\begin{equation*}
A=A^{\circ}-B^{\#} \tag{5.14}
\end{equation*}
$$

then $A$ is doubly-connected,

$$
\begin{gather*}
\partial A \subset \mathscr{G}  \tag{5.15}\\
{\left[A^{\circ}-A\right] \subset\left[A^{+} \cup A^{-}\right]}
\end{gather*}
$$

and if $\mathfrak{N}_{\sigma}^{*}$ is as in (4.2), then

$$
\begin{equation*}
A \subset \mathfrak{U}_{\sigma}^{*} . \tag{5.16}
\end{equation*}
$$

5.2. The main quasi-conformal modifications. We can now produce the functions $H_{m}$ which were mentioned in $\S 1.2$. The idea is not very different from that of $\S 4.2$, but since each $A_{m}$ is doubly-connected rather than simply-connected, it will be necessary to make modifications of $f\left(z^{2}\right)$. For this reason, we introduce sets $\mathscr{A}_{\bar{m}, n}^{\sim}$ which are related to the $\mathscr{A}_{m, n}$ of Lemma 5.1 by

$$
\begin{equation*}
A_{m, n}=\left(\mathscr{A}_{m, n}\right)^{2} . \tag{5.17}
\end{equation*}
$$

Each point of $A_{m, n}$ has two antipodal antecedents in $\mathscr{A}_{m, n}$. Let $\mathscr{D}[m]$ and $\mathscr{F}[m]$ be the components of $\left(\cup \mathscr{D}_{i}\right) \cap A_{m, n}$ and $A_{m, n}-\left(\cup \mathscr{D}_{i}\right)$. To limit notation, we will identify the $\mathscr{D}[m]$ and $\mathscr{F}[m]$ with their images in $\mathscr{A}_{m, n}$, and freely write $\mathscr{D}_{i}, \mathscr{H}(i, j)$ in $\mathscr{A}_{m, n}$. However, $T(r, f)$ will always refer to the characteristic of $f$ relative to $\mathfrak{U}$.

Lemma 5.2. Let $\eta>0$ be given. Then if $n$ is sufficiently large in (1.8), it is possible to define, for each ( $m, n$ ), a quasi-conformal mapping $\omega$ on the Riemannian image of $\mathscr{A}_{m, n}$ of (5.17) such that

$$
\begin{equation*}
H(z)=\omega\left(f\left(z^{2}\right)\right) \quad\left(z \in \mathscr{A}_{m, n}\right) \tag{5.18}
\end{equation*}
$$

has

$$
\begin{equation*}
\left\|\mu_{H}(z)\right\|_{\infty}<\eta \quad\left(z \in \mathscr{A}_{m, n}\right) \tag{5.19}
\end{equation*}
$$

and $\left(\mathscr{A}=\mathscr{S}_{m, n}\right)$

$$
\begin{equation*}
n(0, H, \mathscr{A} \sim)+n(\infty, H, \mathscr{A} \sim) \leqslant C\left(A^{\prime}\right)^{-2 h} T(\varrho) . \tag{5.20}
\end{equation*}
$$

Proof. Most of the work has been done already. The components of $\operatorname{Fr}[m]$ would normally be classified as $\mathscr{F}(\varnothing)[m], \ldots, \mathscr{F}\left(i_{1}, \ldots, i_{p}\right)[m]$, but it is now easy to see, using Lemma 4.11 and (5.16), that they are all $\mathscr{F}(i, j)[m]$, with $i \neq j$. For let $\gamma$ be a component of $\mathscr{A} \cap \cap\left\{\cup \partial \mathscr{D}_{i}\right\}$ with, say, $\gamma \subset \partial \mathscr{D}_{i}$. Then each $B_{\sigma}(\zeta), \sigma \in \partial \mathscr{D}_{i}$, is admissible since (5.16) holds; recall the definition of admissability from $\S 4.1$. Thus, if $F$ is the component of $\mathscr{A}-\left\{\mathrm{U} \partial \mathscr{D}_{i}\right\}$, whose boundary contains $\gamma$, then (5.16) and Lemma 4.11 imply that $F \cap B_{o}(\zeta) \cap \partial \mathscr{O}_{j} \neq \varnothing$ for some $j \neq i$. If also $F \cap B_{o}(\zeta) \cap \partial \mathscr{O}_{k} \neq \varnothing$ for some $k \neq i, j$ and some $\zeta € \gamma$, then according to the construction of § 3.3, there would be a rectangle $\boldsymbol{B}_{\boldsymbol{o}}(\zeta)$, with $\zeta € \gamma$, which belongs to the set $B^{*}$ of (3.16). Thus, $\gamma$ could not be connected relative to $\mathscr{A}$.

Hence, $\mathscr{A}$ itself is admissible for quasi-conformal modification. Now choose some component $D$ of $U \mathscr{D}[m]$, say $D \in \mathscr{X}_{i}[m]$, which meets both components of $\partial A_{m, n}$; this is possible from (2.31), since significant components of each $\mathscr{D}_{i}(1 \leqslant i \leqslant q)$
meet $\left\{|z|=A^{-1} \varrho\right\}$. Then $D$ corresponds to two antipodal components $D_{0}$ and $D_{0}^{\prime}$ in $\mathscr{A}$.

We start with $D_{0}$ in $\mathscr{A}$ and slightly modify the ideas of Lemma 4.1. Let $E\left(D_{0}\right)$ be the union of $D_{0}$ with the components of $\mathscr{A}-D_{0}$ which do not contain $D_{0}^{\prime}$. Then $D_{0}$ is a zero-stage component of $E\left(D_{0}\right)$ which bounds various first-stage $F$ 's of $E\left(D_{0}\right)$. (According to Lemma 4.11, these $F$ 's are $\mathscr{F}(i, j)$ 's) ... . Then $H$ is defined in $E\left(D_{0}\right)$ by (4.6), (4.7), (4.8).

Now $\mathscr{A}-D_{0}$ is connected and we move along $\mathscr{A}$ anti-clockwise from $E\left(D_{0}\right)$. We first encounter an $F \in \mathscr{F}(i, j)$, and use (4.7) there. If $E(F)$ is the union of $F$ with components of $\mathscr{A}-F$ which do not contain $D_{0}^{\prime}$, we may extend $H$ to $E(F)$ by reflecting from $F$.

We continue in this manner anti-clockwise in $\mathscr{A}$ until we encounter $D_{0}^{\prime}$. If we are led to defining $H(z)=\left(f(z)-a_{i}\right)^{-1}$ in $D_{0}^{\prime}$ we have that $H(-z)=H(z)$ in $E\left(D_{0}^{\prime}\right)$; if $H(z)=\left(f(z)-a_{i}\right)$ in $D_{0}^{\prime}$, then $H(-z)=H(z)^{-1}$ for $z \in E\left(D_{0}^{\prime}\right)$, and the relevant identity persists as $H$ is continued from $D_{0}^{\prime}$ to $D_{0}$ through $\mathscr{A}^{\sim}$.

Note that no pair $\{z,-z\}$ can be in an $E(D)$ or $E(F)$. For example, suppose this happened with $\{z,-z\} \in E(D)$ with $D \neq D_{0}$. Then $z$ could be joined to $-z$ by a curve $\gamma$ which would fail to meet one of $D_{0}$ or $D_{0}^{\prime}$, and so $\gamma^{2}$ would correspond to a curve which surrounded the origin but failed to meet $D$. Since this is impossible, it shows that $H$ is well-defined.
5.3. Back to meromorphic functions. We have already seen, in the proof of Lemma 4.2 in $\S 4.3$, how to replace $H$ by a nearly equivalent meromorphic function $G$.

For each pair $m, n$, define $\nu=v_{m, n}$ on $\mathscr{A}$ by

$$
\begin{equation*}
\nu_{m, n}(z)=\mu\left(H_{m, n}(z)\right)=\frac{\left(H_{m, n}\right)_{\bar{z}}}{\left(H_{m, n}\right)_{z}} \quad(z \in \mathscr{N}) \tag{5.21}
\end{equation*}
$$

We extend $v$ to be zero outside $\mathscr{A}$ so that $v$ is defined in the plane with

$$
\begin{equation*}
\|v\|_{\infty}<\eta \tag{5.22}
\end{equation*}
$$

With $v$ now defined on all of $C$, we solve the associated Beltrami equation:

$$
\begin{gather*}
\psi_{\tilde{z}}=\nu(z) \psi(z) \\
\psi(0)=0, \psi(\infty)=\infty, \quad \psi\left(\varrho^{1 / 2}\right)=\varrho^{1 / 2} \tag{5.23}
\end{gather*}
$$

Again, as in $\S 4.3$, there exists [2, Chapter 5] a unique homeomorphic solution $\zeta=\psi(z)$
to this equation. As in $\S 4.3$, our interest is in the inverse function

$$
\begin{equation*}
z=\varphi(\zeta) \tag{5.24}
\end{equation*}
$$

The notations $A^{+}, A^{-}, A^{\circ}, A^{*}$ from Lemma 5.1 now translate to the $\psi(z)$-plane. Thus $\mathscr{A}^{\circ}, \mathscr{A}^{*}$ are the largest annuli centered at the origin with

$$
\begin{equation*}
\left(\varphi\left(\mathscr{A}^{\circ}\right)\right)^{2} \subset A^{\circ}, \quad\left(\varphi\left(\mathscr{A}^{*}\right)\right)^{2} \subset A^{*} \tag{5.25}
\end{equation*}
$$

and we write

$$
\begin{equation*}
\mathscr{A}^{\circ}=\left\{s_{m} \leqslant|z| \leqslant s_{m+1}^{\prime}\right\}, \quad \mathscr{A}^{*}=\left\{s_{m}^{\prime} \leqslant|z| \leqslant s_{m+1}\right\} \tag{5.26}
\end{equation*}
$$

as suggested by Lemma 5.1. Similarly, $Q(\lambda)$ logarithmic rectangles $B_{\sigma^{+}}[\zeta]$ are removed from $\mathscr{A}^{\circ}-\mathscr{A}^{*}$, and are chosen so that they reach the boundary of $\mathscr{A}^{\circ}$, and are minimal with respect to the property that their image under $\varphi^{2}$ contains the union $B^{\#}$ of (5.12). Finally, let

$$
\begin{equation*}
\mathscr{A}=\mathscr{A}^{\circ}-\cup B_{\sigma^{*}}[\zeta] . \tag{5.27}
\end{equation*}
$$

It then follows from the chain rule that if

$$
\begin{equation*}
G(\zeta)=\omega f\left(\varphi(\zeta)^{2}\right)=H(\varphi(\zeta)) \quad(z \in \mathscr{A}) \tag{5.28}
\end{equation*}
$$

then

$$
\begin{equation*}
G \text { is meromorphic in } \mathscr{A} . \tag{5.29}
\end{equation*}
$$

We may now make the choice of parameters $\eta=\eta_{n}$ of (1.24) more precise; namely $\eta$ is taken so small that

$$
\begin{equation*}
\left|\frac{\varphi(\zeta)}{\zeta}-1\right| \leqslant \gamma^{10} \quad\left((30 A)^{-1 / 2} \varrho^{1 / 2}<|\zeta|<(30 A)^{1 / 2} \varrho^{1 / 2}\right) \tag{5.30}
\end{equation*}
$$

This may be ensured from normal family considerations, and on retarding the rate at which $A \rightarrow \infty$ in (1.10); compare with (4.10).

Given $G(z)$ as in (5.28), let

$$
\begin{equation*}
K(\zeta)=G(\zeta) \frac{\pi_{\infty}(\zeta)}{\pi_{0}(\zeta)}=G(\zeta) P(\zeta) \quad(z \in \mathscr{A}) \tag{5.31}
\end{equation*}
$$

where the canonical products are taken over zeros and poles of $G$ in $\mathscr{A}$ (compare with definitions (4.41) and (4.44)). Unlike in (4.44), we hesitate to take a logarithm, since $\mathscr{A}$ is not simply-connected, but $K$ is free of zeros and poles in $\mathscr{A}$ ). The logarithmic derivative of $K$ will be intensively studied in $\S 6.3$ and afterwards.

Note from (5.20) that

$$
\begin{equation*}
n(0, G, \mathscr{A})+n(\infty, G, \mathscr{A})<C\left(A^{\prime}\right)^{-2 h} T(\varrho), \tag{5.32}
\end{equation*}
$$

so the factor $P$ in (5.31) will be an error term, as in Chapter 4.

## 6. The logarithmic derivative and quasi-conformal modification

6.1. The logarithmic derivative. If $g$ is meromorphic in the plane, the behaviour of its logarithmic derivative, $g^{\prime} / g$, plays a central role in R. Nevanlinna's work. Indeed, the key step in his proof of the second fundamental theorem is the "lemma of the logarithmic derivative', which says that $\int \log ^{+}\left|g^{\prime} / g\right| d \theta \equiv 2 \pi m\left(r, g^{\prime} / g\right)$ is an error term.

Later, W. H. J. Fuchs [13] showed that $\left|g^{\prime} / g\right|$ itself satisfies

$$
\begin{equation*}
r \int_{0}^{2 \pi}\left|\frac{g^{\prime}}{g}\left(r e^{i \theta}\right)\right| d \theta \leqslant C T(2 r, g) \tag{6.1}
\end{equation*}
$$

and he has used (6.1), and refinements thereof, several times (cf. [14], [16]). (Inequality (6.1) fails on an exceptional set, but we will use area integrals in this work.)

Our use of (6.1) is in this spirit but we will want to apply it to $K(z)$ or, what is essentially the same, to $G(z)$, where $K$ and $G$ are related by ( 5.31 ). If we apply the chain rule to definitions (5.28) and (5.31), we find that derivatives of the mapping $\varphi$ must be estimated, and this will require us to use the calculus of $\S 4.4$.

The first section of this Chapter is independent of all earlier work. We suppose $g(z)$ is meromorphic in the plane, and will study means of $g^{\prime} / g$ over an annulus

$$
\begin{equation*}
\mathscr{K}=\mathscr{K}(r, A)=\left\{A^{-1} r<|z|<A r\right\} \quad(A>2) . \tag{6.2}
\end{equation*}
$$

The prototype result is
Lemma 6.1. Let $g$ be meromorphic in the plane and $\mathscr{K}$ the annulus (6.2). Then for $1 \leqslant p \leqslant \frac{3}{2}$,

$$
\begin{equation*}
\left\|\frac{g^{\prime}}{g}\right\|_{p}^{*} \equiv\left\|\frac{g^{\prime}}{g}\right\|_{\mathscr{K}(r, A), p}^{*} \equiv\left\{\int_{\mathscr{H}}\left|\frac{g^{\prime}}{g}\left(t e^{i \theta}\right)\right|^{p} d t d \theta\right\}^{1 / p} \leqslant C A^{1+1 / p} r^{1 / p-1} T(4 A r, g) \tag{6.3}
\end{equation*}
$$

Remarks. (1) Inequality (6.3) concerns an $L_{p}$-norm with respect to logarithmic measure. We write $\|\cdot\|_{p}^{*}$ for the $L_{p}$-norm with respect to this measure and let $\|\cdot\|_{p}$ be the norm with respect to planar measure. When the context makes confusion unlikely, the dependence on the set $\mathscr{K}$ or $r$ and $A$ will be ignored.
(2) We have required $p \leqslant \frac{3}{2}$ so that all estimates in (6.3) are independent of $p$, but (6.3) holds for each fixed $p \in[1,2$ ). It cannot hold when $p=2$, for near a zero or pole, $\left|g^{\prime} / g\right| \sim c\left|z-z_{0}\right|^{-1}$ with $c \neq 0$.
(3) The powers of $A$ in (6.3) and later formulas are not crucial, only that they are of polynomial growth as $A \rightarrow \infty$.

Proof of Lemma 6.1. According to the differentiated Poisson-Jensen formula,

$$
\begin{equation*}
\frac{g^{\prime}}{g}(z)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \log \left|g\left(R e^{i \varphi}\right)\right| \frac{2 R e^{i \varphi} d \varphi}{\left(R e^{i \varphi}-z\right)^{2}}+\sum_{a} \pm \frac{R^{2}-|a|^{2}}{\left(R^{2}-\tilde{a} z\right)(z-a)} \quad(|z|<R) \tag{6.4}
\end{equation*}
$$

where the $a$ 's are the zeros and poles of $g$ in $\{|z|<R\} ; \mathrm{a}+\operatorname{sign}$ is used when $a$ is a zero of $g$, and a $-\operatorname{sign}$ when $g(a)=\infty$. Let $z \in \mathscr{K}$ and choose $R=2 A r$; then routine estimates give

$$
\begin{align*}
\left\|\int_{0}^{2 \pi} \log \left|g\left(R e^{i \varphi}\right)\right| \frac{2 R e^{i \varphi} d \varphi}{\left(R e^{i q}-z\right)^{2}}\right\|_{\Re, p}^{*} & \leqslant 4\left\|\frac{r}{(R-r)^{2}}[T(R, g)+O(1)]\right\|_{\Re, p}^{*} \\
& \leqslant C\left\|A r^{-1} T(R, g)\right\|_{\mathscr{H}, p}^{*}  \tag{6.5}\\
& \leqslant C T(4 A r, g) A^{1 / p+1} r^{1 / p-1} .
\end{align*}
$$

Also since $R=2 A r$, each term in the summation of the zeros and poles is $O(|z-a|)^{-1}$. Now if $|a| \geqslant(2 A)^{-1} r$, we have

$$
\begin{align*}
\iint_{|z-a| \leq \frac{1}{2}|a|}\left|\frac{1}{z-a}\right|^{p} d t d \theta & \leqslant \frac{2}{|a|} \iint_{|z-a|<\frac{1}{2}|a|} \frac{1}{|z-a|^{p}} t d t d \theta=\frac{4 \pi}{a} \int_{0}^{\frac{1}{2}|a|} t^{1-p} d t \\
& =O(|a|)^{1-p}=O\left(\frac{A}{r}\right)^{p-1} \tag{6.6}
\end{align*}
$$

since $1 \leqslant p \leqslant \frac{3}{2}$. On the rest of $\mathscr{K}$, we have $|z-a| \geqslant \frac{1}{2}|a|$, and in particular if $|a|<r /(2 A)$ we have for $z \in \mathscr{K}$ that $|z-a| \geqslant r /(4 A)$. Hence

$$
\begin{equation*}
\left\|(z-a)^{-1}\right\|_{\mathscr{K}, p}^{*} \leqslant C A^{1+1 / p} r^{1 / p-1} \tag{6.7}
\end{equation*}
$$

and there are $n(2 A r, 0, g)+n(2 A r, \infty, g)<C T(4 A r, g)$ terms in the sum. This, (6.5) and (6.6) give (6.3).

Corollary 1. Under the hypotheses of Lemma 6.1, we have that

$$
\begin{equation*}
\left\|\frac{g^{\prime}}{g}\right\|_{\Re, p}^{*} \leqslant C \sigma^{2 / p-1} r^{1 / p-1} T(4 A r, g) \tag{6.8}
\end{equation*}
$$

when $A=1+\sigma$ with $\sigma \leqslant \frac{1}{2}$.
Proof. We leave to the reader the task of adapting (6.5) to this context, and concern ourselves here only with the at most $C T(4 A r, g)$ terms in the sums of zeros and poles in (6.4).

Let $a$ be one of the zeros or poles of $g$, and $\mathscr{K}_{1} \subset \mathscr{K}$ be the subset on which $|z-a|>4 \sigma r$.

Then

$$
\int_{\mathscr{H}_{1}} \frac{1}{|z-a|^{p}} d t d \theta \leqslant C\left(A r^{-1}\right)^{p} \sigma r
$$

otherwise, we find that

$$
\begin{aligned}
\int_{\mathscr{K}-\mathscr{X}_{1}} \frac{1}{|z-a|^{p}} d t d \theta & \leqslant \frac{2}{|a|} \int|z-a|^{-p} t d t d \theta \\
& \leqslant \frac{C A}{r} \int_{0}^{4 \sigma r} t^{1-p} d t=C A \sigma^{2-p} r^{1-p}
\end{aligned}
$$

Corollary 2. Let $\mathscr{K}$ be a region $\frac{1}{4} r<|z|<4 r, \theta_{0}<\arg z<\theta_{0}+\sigma$. Then

$$
\begin{equation*}
\left[\int_{\mathscr{K}}\left|\frac{g^{\prime}}{g}\right|^{p} d t d \theta\right]^{1 / p} \leqslant C \sigma^{2 / p-1} r^{1 / p-1} T(4 A r, g) \tag{6.9}
\end{equation*}
$$

The proof is exactly that of Corollary 1.
6.2. Lemma 6.1 after quasi-conformal modification. In this section we show that estimates of the nature (6.3) are preserved under quasiconformal modification. It is possible to do this in considerable generality, but we need this only for the situation described in §5.3, and trust that the interested reader will be able to adapt our arguments to more general situations if necessary. The principal simplification here is that all dilatations are uniformly small as in (5.22) rather than just having norm $<1$. Thus, in our situation, Neumann series such as in [2, p. 92, equation (5)] will converge for each fixed $p \in(1, \infty)$ if $\|\mu\|_{\infty}$ is sufficiently small; when we only assume that $\|\mu\|_{\infty} \leqslant k<1$, then $p$ must be very near two [2, p. 91].

Thus, suppose that $g$ is meromorphic in the plane, $\mathscr{K}$ is the annulus $\left\{A^{-1 / 2} r<|z|\right.$ $\left.<A^{1 / 2} r\right\}$, there are quasi-conformal maps $\varphi(\zeta)$ of the plane and $\omega(w)(w=g(z), z \in \mathscr{K})$ with $\left\|\mu_{\varphi}\right\|_{\infty}$ and $\left\|\mu_{\omega}\right\|_{\infty}$ small, and such that

$$
\begin{equation*}
G(\zeta)=\omega \circ g \circ \varphi(\zeta)=H \circ \varphi(\zeta) \quad(\zeta \in \mathscr{K}) \tag{6.10}
\end{equation*}
$$

is meromorphic in $\mathscr{K}$. In the notions of (5.18) and (5.28), we are taking $g(z)=f\left(z^{2}\right)$, so that $T(r, g)=2 T\left(r^{2}, f\right)$. The mapping $\varphi$ is inverse to $\psi$, where $\psi$ satisfies (5.23) (with $r=\varrho^{1 / 2}$ ), and $\varphi$ and $\psi$ are rigid in the sense (5.30). Finally, we suppose that

$$
\begin{equation*}
\left|\omega_{w}(w)\right| \leqslant C|w|^{-1}|\omega(w)| \tag{6.11}
\end{equation*}
$$

(according to (1.22), (6.11) is satisfied in our application).
Lemma 6.2. Let $G$ be defined by (6.10). Then for each $p \leqslant \frac{3}{2}$, we have

$$
\begin{equation*}
\left\|\frac{G^{\prime}}{G}\right\|_{\mathscr{Y}, P}^{*} \leqslant \chi(A) r^{1 / p-1} T\left(4 A^{1 / 2} r, g\right) \leqslant \chi(A) r^{1 / p-1} T(4 A \varrho, f) \tag{6.12}
\end{equation*}
$$

where $x$ is a generic function of at most polynomial growth in $A$ as $A \rightarrow \infty$.
Proof. Since $\varphi^{-1}$ and $H=\omega \circ g$ satisfy the same Beltrami equation and $g$ is meromorphic ( $g_{i} \equiv 0$ ), we find from (6.10) that

$$
\begin{aligned}
G^{\prime}(\zeta) & =(\omega \circ g)_{z} \varphi_{\zeta}+(\omega \circ g)_{\bar{z}} \bar{\varphi}_{\zeta} \\
& =\omega_{w} g_{z} \varphi_{\zeta}+\omega_{\bar{w}} \bar{g}_{z} \varphi_{\zeta}+\omega_{w} g_{z} \dot{\varphi}_{\zeta}+\omega_{w} \bar{g}_{z} \bar{\varphi}_{\zeta} \\
& =\omega_{w}(g \circ \varphi) g^{\prime}(\varphi) \varphi_{\zeta}+\omega_{w}(g \circ \varphi) \overline{g^{\prime}(\varphi)} \bar{\varphi}_{\zeta}
\end{aligned}
$$

so (5.22) and (6.11) imply that

$$
\begin{align*}
\frac{G^{\prime}}{G}(\zeta) & =(\omega(w))^{-1}\left[\omega_{w}(w) g^{\prime}(\varphi) \varphi_{\zeta}+\omega_{\bar{w}}(w) \overline{g^{\prime}}(\varphi) \bar{\varphi}_{\xi}\right] \\
& =\{1+C(\eta)\} \omega^{-1} \omega_{w} g^{\prime} \varphi_{\zeta}=\boldsymbol{B}(\zeta) \frac{g^{\prime}}{g}(\varphi(\zeta)) \varphi_{\zeta} \quad(w=g \circ \varphi(\zeta)) \tag{6.1.}
\end{align*}
$$

with $C(\eta)$ as in (4.21), and $B(\zeta)$ in $L_{\infty}$.
We first show that if $1 \leqslant p<\frac{3}{2}$, then $\left(\xi=u e^{v}\right)$

$$
\begin{equation*}
\left\{\int_{\mathscr{X}}\left|\frac{g^{\prime}}{g}(\varphi(\zeta))\right|^{p} d u d v\right\}^{1 / p} \leqslant \varkappa(A) r^{1 / p-1} T(4 r, g) \tag{6.14}
\end{equation*}
$$

Let $z=\varphi(\zeta)$, and choose $q>1$ so that $p q<\frac{3}{2}$. Then (4.24), (5.30), (6.10) and (6.11) give that $\left(J=\right.$ Jacobian, $\left.\mathscr{K}^{\prime}=\varphi(\mathscr{K}), \psi=\varphi^{-1}\right)$

$$
\begin{align*}
& \left\{\int_{\mathscr{K}}\left|\frac{\underline{g}^{\prime}}{g}(\varphi(\xi))\right|^{p} d u d v\right\}^{1 / p}=\left\|\frac{g^{\prime}}{g}(\varphi)\right\|_{\mathscr{Y}, \boldsymbol{p}}^{*} \\
& =\left\{\int_{\mathcal{K}}\left|\frac{g^{\prime}}{g}(\varphi(\zeta))\right|^{p} \frac{u d u d v}{u}\right\}^{1 / p} \\
& =\left\{\int_{\mathscr{H}^{\prime}}\left|\frac{g^{\prime}}{g}(z)\right|^{p} J\left|\frac{r}{\psi(z)}\right| d r d \theta\right\}^{1 / p}  \tag{6.15}\\
& \leqslant C\left\|\frac{g^{\prime}}{g}\right\|_{\mathscr{K}^{\prime}, p q}^{*}\left\{\|J\|_{\mathscr{K}^{\prime}, q^{\prime}}^{*}\right\}^{1 / p} \\
& \leqslant C\left\|\frac{g^{\prime}}{g}\right\|_{\mathscr{K}^{\prime}, p q}^{*}\left\{\left\|\psi_{z}^{2}\right\|_{\mathscr{K}^{\prime}, q^{\prime}}^{*}\right\}^{1 / p} .
\end{align*}
$$

According to (4.25), (4.26), (5.30) and the conventions (4.21) and (1.24),

$$
\begin{align*}
\left\|\psi_{z}-1\right\|_{\mathcal{C}^{\prime}, q^{\prime}} & \leqslant \varkappa(A) r^{-1 / q^{\prime}}\left\|\psi_{z}-1\right\|_{q^{\prime}} \\
& \leqslant \varkappa(A) C(\eta) r^{1 / q^{\prime}}=C(\eta) r^{1 / q^{\prime}} \tag{6.16}
\end{align*}
$$

so in particular

$$
\begin{align*}
\left\|\psi_{z}^{2}\right\|_{\mathscr{K}^{\prime}, q^{\prime}}^{*} & \leqslant\left\|\left(\psi_{z}-1\right)^{2}\right\|_{\mathscr{F}^{\prime}, q^{\prime}}^{*}+\left\|2 \psi_{z}+1\right\|_{\mathscr{K}^{\prime}, q^{\prime}}^{*} \\
& =\left\{\left\|\psi_{z}-1\right\|_{\mathscr{K}^{\prime}, 2 q^{\prime}}^{*}\right\}^{2}+\left\|2 \psi_{z}+1\right\|_{\mathscr{K}^{\prime}, q^{\prime}}^{*} \leqslant C r^{1 / q^{\prime}} . \tag{6.17}
\end{align*}
$$

Recall that $1<q$ and $p q \leqslant \frac{3}{2}$ We use (6.3) in our computation and obtain in (6.15) that

$$
\begin{aligned}
\left\|\frac{g^{\prime}}{g}(\varphi)\right\|_{\mathscr{S}, p}^{*} & \leqslant\left\{\chi(A) r^{1 / p q-1} T\left(4 A^{1 / 2} r, g\right)\right\}\left\{C r^{1 / p q^{\prime}}\right\} \\
& \leqslant \chi(A) r^{1 / p-1} T\left(4 A^{1 / 2} r, g\right) .
\end{aligned}
$$

The function $\varphi$ in (6.10) is the inverse function to $\psi$ as in (5.24), so that $\varphi$ solves the Beltrami equation

$$
\begin{equation*}
\varphi_{\zeta}=v_{1}(\zeta) \varphi_{\zeta} \quad\left(\varphi(0)=0, \varphi\left(\varrho^{1 / 2}\right)=\varrho^{1 / 2}, \varphi(\infty)=\infty\right) \tag{6.18}
\end{equation*}
$$

where [2, p. 9]

$$
v_{1}(\zeta)=-\frac{\psi_{\bar{z}}}{\tilde{\psi}_{\bar{z}}}(z) .
$$

Thus $\left\|\nu_{1}\right\|_{\infty}=\|\nu\|_{\infty}$, so that (4.24)-(4.26) and (6.16) apply to $\varphi$ (except that in Chapter 4, $\varphi$ and $\psi$ were to fix $z=\varrho$, while now $\varphi$ and $\psi$ fix $\dot{z}=\varrho^{1 / 2}$; see (5.23). Thus (6.13), (6.14) and (6.16) (using $\varphi$ in place of $\psi$ ) give (6.12):

$$
\begin{aligned}
& \left\|\frac{G^{\prime}}{G}\right\|_{\Re, p}^{*} \leqslant C\left\|\frac{g^{\prime}}{g}(\varphi)\right\|_{\Re, p q}^{*}\left\|\varphi_{\xi}\right\|_{\vartheta \xi, p q^{\prime}}^{*} \\
& \leqslant C\left\|\frac{\underline{g}^{\prime}}{g}(\varphi)\right\|_{\mathscr{T}, p q}^{*}\left\|1+\left(\varphi_{\zeta}-1\right)\right\|_{\mathscr{T}, p q^{\prime}}^{*} \\
& \leqslant \chi(A) r^{1 / p-1} T\left(4 A^{1 / 2} r, g\right) \text {. }
\end{aligned}
$$

Corollary. Let $\mathscr{L}$ be a logarithmic region

$$
\mathscr{L}=\{\zeta ; \alpha r<|\zeta|<\beta r\}
$$

or

$$
\mathscr{L}=\left\{\zeta ; \frac{1}{3} r<|\zeta|<3 r, \theta_{0}<\arg \zeta_{0}<\theta_{0}+\gamma\right\}
$$

where

$$
\begin{equation*}
\log \frac{\beta}{\alpha}<C \sigma \quad \text { or } \quad \gamma<C \sigma \tag{6.19}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left\|\frac{G^{\prime}}{G}\right\|_{\mathscr{L}, p}^{*} \leqslant \chi(A) \sigma^{2 / p-1} r^{1 / p-1} T(\varrho) \tag{6.20}
\end{equation*}
$$

Proof. This just requires the more refined estimates (6.8) and (6.9) in (6.15), and the proof is omitted.
6.3. Almost-analytic continuation revisited. For $1 \leqslant m \leqslant M(n)$, let the functions $G$ and $K$ be as in (5.28) and (5.31) $\left(G=G_{m}, K=K_{m}\right)$. Each function $K_{m}^{\prime} / K_{m}$ is singlevalued and regular in $\mathscr{A}_{m}$, and has a Laurent expansion in $\mathscr{A}_{m}^{*}$ (see (5.26)). We will prove in Lemma 7.1 that the coefficients of

$$
\begin{equation*}
\left(\frac{K_{m}^{\prime}}{K_{m}}(\zeta)\right)^{2}=\Sigma \alpha_{l}(m) \zeta^{l} \quad\left(z \in \mathscr{A}_{m}^{*}\right) \tag{6.21}
\end{equation*}
$$

are nearly independent of $m$. In the simplest case, when $f(z)=\exp \left(z^{p}\right)$, then $\left(K^{\prime} / K\right)^{2}(\zeta)=T^{2}(\varrho) \varrho^{-2 p}(\zeta)^{4 p-2}$, so that $\alpha_{2 p-2}=T^{2}(\varrho) \varrho^{-2 p}$ and all other $\alpha$ 's are zero.

Let us see why (6.21) is likely to be invariant. According to (5.27), (5.31) and (5.32), for each $m$,

$$
\begin{equation*}
\frac{K_{m}^{\prime}}{K_{m}}=\frac{G_{m}^{\prime}}{G_{m}}+\sum_{j=1}^{N_{m}} \pm \frac{1}{\zeta-c_{j m}} \quad\left(z \in \mathscr{A}_{m}\right) \tag{6.22}
\end{equation*}
$$

where the $c$ 's include all zeros and poles of $G$ in $\mathscr{A}_{m}$ and

$$
\begin{equation*}
N_{m} \leqslant C\left(A^{\prime}\right)^{-2 h} T(\varrho) \quad(1 \leqslant m \leqslant M(n)) . \tag{6.23}
\end{equation*}
$$

Let $\zeta_{0} \in \mathscr{A}_{m}$. Then $z^{*}=\varphi\left(\zeta_{0}\right)^{2} \in A_{m} \cap \mathfrak{Q}_{\sigma}^{*}$ (cf. (5.16) and (5.17)) so there exists a local quasi-conformal modification in $\boldsymbol{B}_{\sigma}\left(z^{*}\right)$ as described in $\S \S 4.2$ and 4.3, say $G^{*}(\zeta)=H^{*}\left(\varphi^{*}(\zeta)\right)$ in $\Delta\left(z^{*}, \frac{1}{2} \sigma\right)$. According to Lemma 4.11 (and the remark at the end of §4.7), any other local q.c. modification can only replace $H^{*}$ by $\left(H^{*}\right)^{-1}$. Thus the expressions

$$
\begin{equation*}
(\log H)_{z}^{2} \equiv\left(\frac{H_{z}}{H}\right)^{2}, \quad(\log H)_{z} \equiv\left(\frac{H_{z}}{H}\right)^{2} \tag{6.24}
\end{equation*}
$$

are invariant. This suggests that $\left(G^{\prime} / G\right)^{2}$ is almost invariant, and (6.22) and (6.23) will transfer this invariance to $K$. This is the motivation for the following result.

Lemma 6.3. Let $\mathscr{A}[m]=\mathscr{A}[m, n]=\mathscr{A}_{m, n} \cap \mathscr{A}_{m+1, n}$ (thus $\mathscr{A}\{m]$ is what remains when $Q(\lambda)$ rectangles $B_{o^{+}}[\zeta]$ disconnect a narrow annulus). Then $K_{m}$ and $K_{m+1}$ are holomorphic in $\mathscr{A} m$ ], with $\left(\zeta=u e^{v}\right)$

$$
\begin{equation*}
\int_{S A m 1}\left|\left(\frac{K_{m}^{\prime}}{K_{m}}\right)^{2}-\left(\frac{K_{m+1}^{\prime}}{K_{m+1}}\right)^{2}\right|^{1 / 2} d u d v<C \gamma^{4} T(\varrho) \tag{6.25}
\end{equation*}
$$

Proof. Since

$$
\begin{equation*}
\left(\sum a_{n}\right)^{a} \leqslant \sum a_{n}^{a} \quad\left(a_{n}>0,0 \leqslant \alpha \leqslant 1\right) \tag{6.26}
\end{equation*}
$$

we find that

$$
\begin{align*}
& \left(\left\|\left(f^{2}-g^{2}\right)\right\|_{\mathscr{Y}, 12}^{*}\right)^{1 / 2} \equiv \int_{\mathscr{F}}\left|f^{2}-g^{2}\right|^{1 / 2} d r d \theta=\left(\left\|\left((g+(f-g))^{2}-g^{2}\right)\right\|_{\mathscr{Y}, 1 / 2}^{*}\right)^{1 / 2} \\
& =\left(\| \mid\left(2 g(f-g)+(f-g)^{2} \|_{*, 1 / 2}\right)^{1 / 2}\right. \\
& \leqslant\left(\|2 g(f-g)\|_{\xi, 1 / 2}^{*}\right)^{1 / 2}+\left(\left\|(f-g)^{2}\right\|_{\xi, 12}^{*}\right)^{1 / 2}  \tag{6.27}\\
& \equiv\left(\|2 g(f-g)\|_{\mathcal{Y}, 12}^{*}\right)^{1 / 2}+\|(f-g)\|_{\mathcal{F}_{x, 1}}^{*} \\
& \leqslant 2^{1 / 2}\left(\|g\|_{k, 1}^{*}\right)^{1 / 2}\left(\|f-g\|_{s, 1}^{*}\right)^{1 / 2}+\|f-g\|_{s, 1}^{*}
\end{align*}
$$

This formalism means that when $f$ and $g$ are close in 1-norms, they are close in $\frac{1}{2}$ norms.
To control notation, we will write $\boldsymbol{G}, \boldsymbol{H}$ and $\varphi$ in place of $\boldsymbol{G}_{\boldsymbol{m}}(\zeta)=\boldsymbol{H}_{\boldsymbol{m}}\left(\varphi_{m}(\zeta)\right)$, and $K$ in place of $K_{m}$; and $G_{1}, H_{1}$ and $\varphi_{1}$ for $G_{m+1}(\zeta)=H_{m+1}\left(\varphi_{m+1}(\zeta)\right)$ and $K_{1}$ for $K_{m+1}$.

Finally, much as in (4.57), we let

$$
\begin{equation*}
w=\Phi(\zeta)=\varphi_{1}^{-1} \circ \varphi(\zeta), \quad \zeta=\Psi(w) \tag{6.28}
\end{equation*}
$$

Here are the key steps needed to obtain (6.25):

$$
\begin{equation*}
\int_{\mathscr{A}[m]}\left|\frac{K^{\prime}}{K}-\frac{G^{\prime}}{G}\right| d u d v \leqslant C\left(A^{\prime}\right)^{-2 h} T(\varrho) \tag{6.29}
\end{equation*}
$$

(with similar inequality for $K_{1}$ and $G_{1}$ );

$$
\begin{align*}
& \int_{\mathscr{A}\{m]}\left|\frac{G^{\prime}}{G}(\zeta)\left(1-\left(\varphi_{1}\right)_{w}\right)\right| d u d v<C \gamma^{9} T(\varrho),  \tag{6.30}\\
& \int_{\mathscr{A}\{m]}\left|\frac{G_{1}^{\prime}}{G_{1}}(w)\left(1-\varphi_{\zeta}\right)\right| d u d v<C \gamma^{9} T(\varrho), \tag{6.31}
\end{align*}
$$

and finally that

$$
\begin{equation*}
\int_{\mathscr{A}[m]}\left|\left[\left(\frac{G_{1}^{\prime}}{G_{1}}(w)\right) \varphi_{\zeta}\right]^{2}-\left[\left(\frac{G^{\prime}}{G}(\zeta)\right)\left(\varphi_{1}\right)_{w}\right]^{2}\right|^{1 / 2} d u d v<\left(C(\eta)+C \gamma^{9}\right) T(\varrho)<C \gamma^{9} T(\varrho) \tag{6.32}
\end{equation*}
$$

Note that (1.24) and (6.12), (6.29)-(6.32) give (6.25), since by (6.26) and (6.27),

$$
\begin{aligned}
\int_{\mathscr{A} A m \mathrm{l}} \left\lvert\,\left(\frac{K^{\prime}}{K}\right)^{2}\right. & -\left.\left(\frac{K_{1}^{\prime}}{K_{1}}\right)^{2}\right|^{1 / 2} d u d v \leqslant\left\{\left\|\left(\frac{K^{\prime}}{K}\right)^{2}-\left(\frac{G^{\prime}}{G}\right)^{2}\right\|_{1 / 2}^{*}\right\}^{1 / 2} \\
+ & \left\{\left\|\left(\frac{G^{\prime}}{G}\right)^{2}-\left(\frac{G^{\prime}}{G}\left(\varphi_{1}\right)_{w}\right)^{2}\right\|_{1 / 2}^{*}\right\}^{1 / 2}+\left\{\left\|\left(\frac{G^{\prime}}{G}\left(\varphi_{1}\right)_{w}\right)^{2}-\left(\frac{G_{1}^{\prime}}{G_{1}} \varphi_{\zeta}\right)^{2}\right\|_{1 / 2}^{*}\right\}^{1 / 2} \\
+ & \left\{\left\|\left(\frac{G_{1}^{\prime}}{G_{1}}\right)^{2}-\left(\frac{G_{1}^{\prime}}{G_{1}} \varphi_{\zeta}\right)^{2}\right\|_{1 / 2}^{*}\right\}^{1 / 2}+\left\{\left\|\left(\frac{K_{1}^{\prime}}{K_{1}}\right)^{2}-\left(\frac{G_{1}^{\prime}}{G_{1}}\right)^{2}\right\|_{1 / 2}^{*}\right\}^{2} \\
\leqslant & C\left\{\left(\left\|\frac{G^{\prime}}{G}\right\|_{\mathscr{H}, 1}^{*}\right)^{1 / 2}\left(\left\|\frac{K^{\prime}}{K}-\frac{G^{\prime}}{G}\right\|_{\mathscr{K}, 1}^{*}\right)^{1 / 2}+\left\|\frac{K^{\prime}}{K}-\frac{G^{\prime}}{G}\right\|_{\mathscr{H}, 1}^{*}\right\} \\
& +C\left\{\left(\left\|\frac{G^{\prime}}{G}\right\|_{\mathscr{K}, 1}^{*}\right)^{1 / 2}\left(\left\|\frac{G^{\prime}}{G}-\frac{G^{\prime}}{G}\left(\varphi_{1}\right)_{w}\right\|_{\mathscr{K}, 1}^{*}\right)^{1 / 2}+\| \frac{G^{\prime}}{G}\left(1-\left(\varphi_{1}\right)_{w} \|_{\mathscr{K}, 1}^{*}\right\}\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\int \|\left(\frac{G^{\prime}}{G}(\zeta)\left(\varphi_{1}\right)_{w}\right)^{2}-\left.\left(\frac{G_{1}^{\prime}}{G_{1}}(w) \varphi_{\zeta}\right)^{2}\right|^{1 / 2} d u d v \\
& +C\left\{\left(\left\|\frac{G_{1}^{\prime}}{G_{1}}\right\|_{\mathscr{K}, 1}^{*}\right)^{1 / 2}\left(\left\|\frac{G_{1}^{\prime}}{G_{1}}(w)\left(\varphi_{\zeta}-1\right)\right\|_{\mathscr{K}, 1}^{*}\right)^{1 / 2}+\left\|\frac{G_{1}^{\prime}}{G}\left(\varphi_{\zeta}-1\right)\right\|_{\mathscr{K}, 1}^{*}\right\} \\
& +C\left\{\left(\left\|\frac{G_{1}^{\prime}}{G_{1}}\right\|_{\mathscr{Y}, 1}^{*}\right)^{1 / 2}\left(\left\|\frac{G_{1}^{\prime}}{G_{1}}-\frac{K_{1}^{\prime}}{K_{1}}\right\|_{\mathscr{K}, \mathrm{l}}^{*}\right)^{1 / 2}+\left\|\frac{G_{1}^{\prime}}{G_{1}}-\frac{K_{1}^{\prime}}{K_{1}}\right\|_{\mathscr{K}, 1}^{*}\right\} \\
\leqslant & C T(4 A \varrho)\left\{\varkappa(A)\left(A^{\prime}\right)^{-h}+\gamma^{9 / 2}+\gamma^{9}\right\}<\gamma^{4} T(\varrho)
\end{aligned}
$$

Proof of (6.29). This follows from (5.32), (6.7) (with $A=2$ ) and (6.22):

$$
\int_{\mathscr{A}[m]}\left|\frac{K^{\prime}}{K}-\frac{G^{\prime}}{G}\right| d u d v \leqslant \sum^{N} \int_{\Omega A(m]}\left|\frac{1}{z-c}\right| d u d v \leqslant C\left(A^{\prime}\right)^{-2 h} T(\varrho) .
$$

Proof of (6.30). The functions $\Phi$ and $\Psi$ of (6.28) are holomorphic, and are compositions of maps each factor of which satisfies the estimate (6.16). Thus (1.24), (5.30) and Cauchy's estimates show that

$$
\begin{array}{ll}
\left|\left(\Phi^{\prime}(\zeta)-1\right)\right|<C \gamma^{10} & \left((20 A)^{-1 / 2} \varrho^{1 / 2}<|\zeta|<(20 A)^{1 / 2} \varrho^{1 / 2}\right)  \tag{6.33}\\
\left|\left(\Psi^{\prime}(w)-1\right)\right|<C \gamma^{10} & \left((20 A)^{-1 / 2} \varrho^{1 / 2}<|w|<(20 A)^{1 / 2} \varrho^{1 / 2}\right)
\end{array}
$$

(compare with (4.64)).
Let $h=\varphi_{\zeta}-1$ and $h_{1}=\left(\varphi_{1}\right)_{w}-1$, as suggested by (4.25). Estimate (6.16) applies to $h$ and $h_{1}$. Thus (5.30), (6.28), (6.33) and the chain rule give that

$$
\begin{align*}
\left|\left(\varphi_{1}\right)_{w}-1\right| & =\left|\left(\varphi_{1}\right)_{\zeta} \Psi^{\prime}(w)-1\right| \\
& \leqslant\left|\left(\varphi_{1}\right)_{\zeta}-1\right|+\left|\left(\varphi_{1}\right)_{\zeta}\left(\Psi^{\prime}(w)-1\right)\right|  \tag{6.34}\\
& \leqslant\left|h_{1}\right|+C \gamma^{10}\left|1+h_{1}\right|
\end{align*}
$$

and we deduce using (1.8) [or (1.11) with $\varepsilon=1$ ], (6.12) (with $A$ bounded), (6.16) and (6.34) that

$$
\begin{aligned}
\int_{\mathscr{A}[m]}\left[\left|\frac{G^{\prime}}{G}(\zeta)\left(1-\left(\varphi_{1}\right)_{w}\right)\right| d u d v\right. & \leqslant\left\|\frac{G^{\prime}}{G}\right\|_{\mathscr{A}, p}^{*}\left\{\left\|h_{1}\right\|_{\mathscr{A}, p^{\prime}}^{*}+C \gamma^{10}\left\|1+h_{1}\right\|_{\mathscr{A}, p^{\prime}}^{*}\right\} \\
& \leqslant\left\{C r^{1 / p-1} T(8 A \varrho)\right\}\left\{r^{1 / p^{\prime}}\left(C(\eta)+\gamma^{10}\right)\right\} \\
& \leqslant \varkappa(A)\left(C(\eta)+\gamma^{10}\right) T(\varrho)=\left(C(\eta)+\gamma^{9}\right) T(\varrho) \\
& \leqslant C \gamma^{9} T(\varrho)
\end{aligned}
$$

by the conventions (1.24) and (4.21).
Proof of (6.31). This is symmetric to that of (6.30), and is left to the reader.
Proof of (6.32). We use the definitions (5.28) for $G$ and $G_{1}$ (where $H$ and $H_{1}$ have small maximal dilatation) and the invariance suggested by (6.24) in $\mathscr{A}\lfloor m$ ] to obtain that

$$
G^{\prime}(\zeta)=H_{z} \varphi_{\zeta}+H_{z} \tilde{\varphi}_{\zeta}=\{1+C(\eta)\} H_{2} \varphi_{\zeta}
$$

and a similar formula for $G_{1}^{\prime}$; thus, on taking (6.28) into account we find that

$$
\begin{align*}
\frac{G^{\prime}}{G}(\zeta)^{2} & =\{1+C(\eta)\}\left[\frac{H_{z}(\varphi) \varphi_{\xi}}{H(\varphi)}\right]^{2} \equiv\{1+C(\eta)\}\left[\frac{H_{z}\left(\varphi_{1} \Phi\right) \varphi_{\xi}}{H\left(\varphi_{1} \Phi\right)}\right]^{2} \\
& \equiv\{1+C(\eta)\}\left[\frac{\left(H_{1}\right)_{z}\left(\varphi_{1} \Phi\right)}{H_{1}\left(\varphi_{1} \Phi\right)} \varphi_{\xi}\right]^{2}(!)  \tag{!}\\
& =\{1+C(\eta)\}\left[\frac{\left(H_{1}\right)_{z}\left(\varphi_{1}(w)\right)\left(\varphi_{1}\right)_{w}}{H_{1}\left(\varphi_{1}(w)\right)} \frac{\varphi_{\zeta}}{\left(\varphi_{1}\right)_{w}}\right]^{2} \quad(w=\Phi(\zeta)) \\
& \equiv\{1+C(\eta)\}\left[\frac{\left(H_{1} \circ \varphi_{1}\right)_{w}}{H_{1} \circ \varphi_{1}} \frac{\varphi_{\zeta}}{\left(\varphi_{1}\right)_{w}}\right]^{2} \\
& =\{1+C(\eta)\}\left[\frac{G_{1}^{\prime}}{G_{1}}(w) \frac{\varphi_{\zeta}}{\left(\varphi_{1}\right)_{w}}\right]^{2} .
\end{align*}
$$

Thus, if $\zeta \in \mathscr{A}\{m]$ and $w=\Phi(\zeta) \in \mathscr{A}\{m]$, we have that

$$
\left|\left(\frac{G_{1}^{\prime}}{G_{1}}(w) \varphi_{\zeta}\right)^{2}-\left(\frac{G^{\prime}}{G}(\zeta)\left(\varphi_{1}\right)_{w}\right)^{2}\right|^{1 / 2} \leqslant C(\eta)\left|\frac{G^{\prime}}{G}\left(\varphi_{1}\right)_{w}\right|
$$

and so (1.8) (or 1.11) with $\varepsilon=1$ ), (6.12), (6.16) and (6.34) give that

$$
\begin{align*}
\int_{\mathscr{A}(m \cap \cap \Psi(\Omega A(m))}\left|\left(\frac{G_{1}^{\prime}}{G} \varphi_{\zeta}\right)^{2}-\left(\frac{G^{\prime}}{G}\left(\varphi_{1}\right)_{w}\right)^{2}\right|^{1 / 2} d u d v & \leqslant C(\eta)\left\|\frac{G^{\prime}}{G}\right\|_{p}^{*}\left\|\varphi_{1}\right\|_{p^{\prime}}^{*}  \tag{6.35}\\
& \leqslant C x(A) C(\eta) T(\varrho)<C(\eta) T(\varrho) .
\end{align*}
$$

We next observe that $\mathscr{A}\lfloor\{m] \cap \Psi(\mathscr{A}\{m])$ is nearly all of $\mathscr{A}\{m]$. According to (5.11), (5.14) and (5.17), $\mathscr{A}[m]$ is a narrow annulus from which $Q(\lambda)$ rectangles $B_{o^{*}}$ have been removed:

$$
\begin{equation*}
\mathscr{A}[m]=\left\{\zeta ; s_{m+1}<|\zeta|<s_{m+1}^{\prime}, \theta_{j}+\sigma^{\#} \leqslant \arg \zeta \leqslant \theta_{j+1}-\sigma^{\#}\right\} \tag{6.36}
\end{equation*}
$$

where, by (5.9), (5.10) and (5.11), $\log \left(s_{m+1}^{\prime} / s_{m+1}\right)$ and $\sigma^{\#}$ are comparable to $\sigma$. Thus
(5.30) and (6.28) ensure that there are numbers $r^{\prime}<1<r^{\prime \prime}$ and $\theta_{1}^{\prime}<\theta_{1}^{\prime \prime}<\ldots \theta_{j}^{\prime}<\theta_{j}^{\prime \prime}<$ $\theta_{j+1}^{\prime}<\ldots \theta_{N}^{\prime \prime}<\theta_{1}^{\prime}+2 \pi(N=Q(\lambda))$ such that

$$
\begin{equation*}
\log \frac{r^{\prime \prime}}{r^{\prime}}+\sum_{1}^{q(\lambda)} \theta_{j}^{\prime \prime}-\theta_{j}^{\prime} \leqslant C \gamma^{10} \tag{6.37}
\end{equation*}
$$

(compare with (4.39)), and such that

$$
\begin{align*}
\{\triangle A m]-\Phi(\mathscr{A} I m])\} & \cup\{\Phi(\mathscr{A}\{m])-\otimes A I m]\} \subset\left\{r^{\prime} s_{m+1}<|\zeta|<r^{\prime \prime} s_{m+1}\right\} \cup\left\{r^{\prime} s_{m+1}^{\prime}\right. \\
& \left.<|\zeta|<r^{\prime} s_{m+1}^{\prime \prime}\right\} \cup\left\{\frac{1}{2} s_{m+1}<|\zeta|<2 s_{m+1}^{\prime} ; \theta_{j}^{\prime}<\arg \zeta<\theta_{j}^{\prime \prime}\right\} . \tag{6.38}
\end{align*}
$$

Then (6.20) may be used to show that the contribution to (6.32) from the sets (6.38) is negligible. We choose $p$ slightly larger than one in (6.20). For example, let $\mathscr{L}=\left\{r^{\prime} s_{m+1}<|\zeta|<r^{\prime \prime} s_{m+1}\right\}$. Then using (6.34), we find that

$$
\begin{aligned}
\int_{\mathscr{L}}\left|\frac{G^{\prime}}{G}(\zeta)\left(\varphi_{1}\right)_{w}\right| d u d v & \leqslant \int_{\mathscr{L}}\left|\frac{G^{\prime}}{G}\right|\left(1+\left|h_{1}\right|+C \gamma^{10}\left|h_{1}\right|\right) d u d v \\
& \leqslant\left\{\int_{\mathscr{L}}\left|\frac{G^{\prime}}{G}\right|^{p} d u d v\right\}^{1 / p}\left\{\int_{\mathscr{A}}\left[1+\left|h_{1}\right|+C \gamma^{10}\left|h_{1}\right|\right]^{p^{\prime}} d u d v\right\}^{1 / p} \\
& \leqslant \varkappa(A) \gamma^{19 / 2} T(\varrho)<\gamma^{9} T(\varrho) .
\end{aligned}
$$

Similarly,

$$
\int_{\mathscr{L}}\left|\frac{G_{1}^{\prime}}{G_{1}} \varphi_{5}\right| d u d v<\gamma^{9} T(\varrho)
$$

and these manipulations may be applied on the remaining $Q(\lambda)$ choices of $\mathscr{L}$. This proves that the contribution from (6.38) may be absorbed in the right side of (6.32), so (6.32) follows from this and (6.35).

This proves the lemma.

## 7. Completion of proof

7.1. Maximum-modulus and $H_{1 / 2}$-norms. We begin with an elementary consequence of Cauchy's inequality:

Lemma 7.1. Let $y>0$ be fixed and for $k>0$, let $k B=k B\left(z_{0}\right)$ be the logarithmic rectangle

$$
\max \left(\left|\log \left(\frac{r}{r_{0}}\right)\right|,\left|\theta-\theta_{0}\right|\right) \leqslant k y \quad\left(z_{0}=r_{0} e^{i \theta_{0}}, z=r e^{i \theta}\right)
$$

If $h$ is holomorphic in B with

$$
\begin{equation*}
\int_{B}|h|^{1 / 2} d r d \theta<p \tag{7.1}
\end{equation*}
$$

then

$$
\begin{equation*}
\max |h(z)| \leqslant \frac{C p^{2} e^{2 y}}{y^{4} r_{0}^{2}} \quad\left(z \in \frac{1}{2} B\right) \tag{7.2}
\end{equation*}
$$

Proof. Since $|h|^{1 / 2}$ is a subharmonic function of $w=\log z$, we have

$$
\begin{aligned}
\left|h\left(w_{1}\right)\right|^{1 / 2} & \leqslant \frac{1}{\pi t^{2}} \int_{\left|w-w_{1}\right| \leqslant t}|h|^{1 / 2}|d w|^{2}=\frac{1}{\pi t^{2}} \int|h|^{1 / 2}\left|\frac{d w}{d z}\right|^{2}|d z|^{2} \\
& =\frac{1}{\pi t^{2}} \int|h|^{1 / 2} \frac{d r d \theta}{r}
\end{aligned}
$$

so long as $\left|w-w_{1}\right|<t$ is contained in $B$. Let $w_{1}=\log z_{1}$, with $z_{1} \in \frac{1}{2} B$. We may then take $t=\frac{1}{2} y$ and observe that $r \geqslant r_{0} e^{-y}$. Thus

$$
\left|h\left(w_{1}\right)\right|^{1 / 2} \leqslant \frac{C e^{y} p}{y^{2} r_{0}}
$$

from which (7.2) follows.
7.2. Analysis of Laurent coefficients. Recall the functions $K=K_{m}$ and the Laurent expansions of (6.21), where $\alpha_{l}=\alpha_{l}(m)$. The next result indicates that these coefficients are nearly independent of $m$.

Lemma 7.2. Let $\tau_{1}, 0<\tau_{1}<1$ be given. Then the Laurent coefficients $\alpha_{1}(m)$ of (6.21) satisfy.

$$
\begin{equation*}
\left|\alpha_{l}(m)-\alpha_{l}(m+1)\right| 1 \leqslant C 2^{\mid n^{1} s_{m}^{-(l+1)}} \sigma^{\tau_{1}} \varrho^{-1 / 2} T^{2}(\varrho) \tag{7.3}
\end{equation*}
$$

where $s_{m}$ is given in (5.26).
Remark. In this chapter, we view the $K$ 's as the main object of study, and so write $K(z)\left(z=r e^{i \theta}\right)$ in place of $K(\zeta)$.

Proof. The modified annuli $\mathscr{A}^{\circ}=\mathscr{A}_{m}^{\circ}$ and $\mathscr{A}=\mathscr{A}_{m}$ have been described in (5.25)-(5.27). The mappings $\psi$ (cf. (5.23)) are rigid in the sense (5.30). Thus there exist $O\left(\sigma^{-1}\right)$ rectangles $\boldsymbol{B}_{\sigma}\left(z_{i}\right)(1 \leqslant i \leqslant p)$ such that


Fig. 2

$$
\begin{equation*}
B_{o}\left(z_{i}\right) \subset \mathscr{A}_{m} \quad\left(1 \leqslant i \leqslant p, p \leqslant C \sigma^{-1}\right) \tag{7.4}
\end{equation*}
$$

$\mathrm{U}_{\frac{1}{10}} B_{\sigma}\left(z_{i}\right)$ is a continuum with winding number 1 about the origin

$$
\begin{equation*}
B_{o}\left(z_{i}\right) \subset \mathscr{A}_{m}^{*} \cap \mathscr{A}_{m+1}^{*} \quad(i \notin \mathscr{U}) \tag{7.5}
\end{equation*}
$$

where $\mathscr{U}$ is a set of at most $Q(\lambda)$ indices $i$. Let $\mathscr{B}_{\sigma}^{+}(m)$ be the union of these rectangles $B_{o}\left(z_{i}\right)$. Similarly, we let $\mathscr{B}_{\sigma}^{-}(m+1)$ be rectangles as in (7.5) and (7.6), with $B \sigma\left(z_{i}\right) \subset \mathscr{A}_{m+1}^{\circ}$.

Next, let (for $j=m, m+1) \gamma_{j}$ be a curve contained in $\mathscr{B}_{\sigma}^{+}(m)$ or $\mathscr{B}_{\sigma}^{-}(m+1)$ with $n(\gamma, 0)=1$ (winding number) such that if $\gamma_{j} \cap B_{\sigma}\left(z_{i}\right) \neq \varnothing$, then $\gamma_{j} \cap B_{\sigma}\left(z_{i}\right)$ has length comparable to the side-length of $\boldsymbol{B}_{o}\left(z_{i}\right)$. We can assume that $\gamma_{m}=\gamma_{m+1}=\gamma$ for $z$ in all but $Q(\lambda)$ rectangles of $\mathscr{B}_{\sigma}^{+}(m) \cup \mathscr{B}_{\sigma}^{-}(m+1)$. (See Fig. 2.) The interior of

$$
U_{m}\left[\left(\gamma_{m}-\gamma\right) \cup\left(\gamma_{m+1}-\gamma\right)\right]
$$

contains the $Q(\lambda)$ excluded rectangles $B_{\sigma^{*}}$ of (5.27).
According to Cauchy's formula,

$$
\begin{equation*}
\alpha_{l}(m)=\frac{1}{2 \pi i} \int_{\gamma_{m}}\left(\frac{K_{m}^{\prime}}{K_{m}}\right)^{2}(z) z^{-(l+1)} d z \tag{7.7}
\end{equation*}
$$

with a similar formula for $\alpha_{t}(m+1)$. We will use (7.7) to get (7.3).
Suppose (7.6) holds for $B_{o}\left(z_{i}\right)$. Let

$$
\int_{B_{o}\left(z_{i}\right)}\left|\left(\frac{K_{m}^{\prime}}{K_{m}}\right)^{2}-\left(\frac{K_{m+1}^{\prime}}{K_{m+1}}\right)^{2}\right|^{1 / 2} d r d \theta=p_{i} ;
$$

then (6.25) shows that $\Sigma p_{i} \leqslant C \gamma^{4} T(\rho)$, and so $\Sigma\left(p_{i}\right)^{2} \leqslant\left(\Sigma p_{i}\right)^{2} \leqslant C \gamma^{8} T^{2}(\rho)$ (summation only over all $B_{o}\left(z_{i}\right)$ which satisfy (7.6)). Because of (5.17), we have that the length of $\gamma_{j} \cap B_{o}\left(z_{i}\right)$ is at most $C(A \varrho)^{1 / 2} \sigma$ and each $B_{\sigma}$ lies in $|z| \geqslant\left(A^{-1} \varrho\right)^{1 / 2}$. When $i \notin \mathscr{Q}, \gamma_{m+1}=\gamma_{m}=\gamma$, and since $\sigma<1$, (1.24), Lemma 7.1 and (7.5) give that

$$
\begin{align*}
& \sum_{i \oplus थ} \int_{\gamma \cap B_{o \sigma 2}\left(z_{i}\right)}\left|\left(\frac{K_{m}^{\prime}}{K_{m}}\right)^{2}-\left(\frac{K_{m+1}^{\prime}}{K_{m+1}}\right)^{2}\right||d z| \leqslant \varkappa(A) e^{2 o} \sum_{i \in \mathscr{\varkappa}} \frac{p_{i}^{2}}{\sigma^{4} \varrho}\left(\sigma \varrho^{1 / 2}\right) \leqslant x(A)\left(\sigma^{3} \varrho^{1 / 2}\right)^{-1} \sum\left(p_{i}\right)^{2} \\
& \leqslant \varkappa(A)\left(\sigma^{3} \varrho^{1 / 2}\right)^{-1} \gamma^{8} T^{2}(\varrho)=\varkappa(A) \gamma^{7} \varrho^{-1 / 2} T^{2}(\varrho), \tag{7.8}
\end{align*}
$$

where $\varkappa$ is a function of polynomial growth.
We now control the contributions from $\gamma_{j} \cap B_{\sigma}\left(B_{i}\right)$ with $i \in \mathscr{U}$.
Consider the rectangles $B_{\sigma}\left(z_{i}^{2}\right)$, where $z_{i}^{2} \in \mathfrak{A}_{\sigma}^{*}$ (cf. (4.2)). Then two modifications of $f$ in $\Delta\left(z_{i}^{2}, \frac{1}{3} \sigma\right)$ are $L(w)$ and $(T(\varrho))^{-1} \log K\left(w^{1 / 2}\right) \quad\left(w \in \Delta\left(z_{i}^{2}, \frac{1}{3} \sigma\right)\right)$ where $L$ is given by (4.44), and $K$ by ( 5.31 ) (it is now possible to take a logarithm since the $\Delta$ 's are simplyconnected). Thus we are in the precise situation (4.54) with (4.55), and obtain from Lemma 4.7 and (6.24) that $(T(\varrho))^{-1} \log K\left(w^{1 / 2}\right) \equiv \pm L(\Phi(w)), w \in \Delta\left(z_{i}^{2}, \frac{1}{3} \sigma\right)$, where $\Phi$ is rigid as in (4.57) and (6.33); i.e. that

$$
\begin{equation*}
\frac{K^{\prime}}{K}(z)= \pm 2 z L^{\prime}\left(\Phi\left(z^{2}\right)\right) \Phi^{\prime}\left(z^{2}\right) T(\varrho) \quad\left(z \in \Delta\left(z_{i}, \frac{1}{3} \sigma\right)\right) \tag{7.9}
\end{equation*}
$$

The factor $\Phi^{\prime}$ is well-controlled by (6.33), and (4.48) gives a trivial upper bound for $L^{\prime}$, which is not adequate for our purposes. What saves us is that we are able to apply (4.89) with $\frac{1}{2}<\tau_{0}<1$. In order to apply (4.89), it is necessary to check that (4.88) is satisfied, where $z_{0}=\varphi\left(z_{i}\right)^{2}$ and hence some history must be reviewed. The $B_{\sigma}\left(z_{i}^{2}\right)(i \in \mathscr{U})$ are contained in the rectangles $B^{\#}$ of (5.12) which have been removed as in (5.14). According to (5.11), (5.13) and (5.30), the noneuclidean distance from $z_{i}^{2}$ to $B^{*}$ is comparable to $\sigma$. Finally, our construction (3.21), (3.22) of $B^{\#}$ implies that each $B$ of $B^{*}$ meets $\cup\left(\partial \mathscr{D}_{i}\right)$. Thus (5.30) implies that

$$
d\left(\varphi\left(z_{i}\right)^{2},\left(\cup \partial \mathscr{D}_{i}\right)\right) \leqslant C \gamma^{5}+d\left(z_{i}^{2},\left(\cup \partial \mathscr{D}_{i}\right)\right) \leqslant C \sigma
$$

and so we have from (4.91) and Cauchy's estimates that

$$
\left|L^{\prime}\left(z^{2}\right)\right| \leqslant C \sigma^{\tau_{0}} T(\varrho)\left(\sigma\left|z_{i}^{2}\right|\right)^{-1} \quad\left(z \in B_{\frac{1}{5} \sigma}\left(z_{i}\right)\right)
$$

This information is used in (7.9), and we conclude using (6.33) that

$$
\begin{aligned}
& \int_{\substack{B_{1} \sigma_{\left(z_{i}\right)}}}\left|\frac{K^{\prime}}{K}\right| d r d \theta \leqslant C T(\varrho) \int_{\substack{B_{1}\left(\sigma_{i}\right)}}\left|z L^{\prime}\left(z^{2}\right)\right| d r d \theta \\
& \leqslant C\left|z_{i}\right| \sigma^{\tau_{0}} T(\varrho)\left(\sigma\left|z_{i}^{2}\right|\right)^{-1} \sigma^{2}\left|z_{i}\right| \\
& \leqslant C \sigma^{1+\tau_{0}} \boldsymbol{T}(\varrho) \text {. }
\end{aligned}
$$

According to Lemma 7.1, this gives the uniform bound

$$
\left|\frac{K^{\prime}}{K}\right|^{2} \leqslant \frac{\sigma^{2+2 \tau_{0}} T^{2}(\varrho)}{\sigma^{4}\left|z_{i}\right|^{2}} \leqslant x(A) \sigma^{2 \tau_{0}-2} \varrho^{-1} T^{2}(\varrho) \quad\left(z \in B_{\frac{1}{10} \sigma}\left(z_{i}\right)\right)
$$

Finally, on summing over the $Q(\lambda)$ rectangles $B_{\sigma}\left(z_{i}\right)$ of $\mathscr{U}$ and recalling (7.5), we deduce that

$$
\begin{equation*}
\int_{\gamma_{m}-\gamma}\left|\frac{K_{m}^{\prime}}{K_{m}}\right|^{2}|d z| \leqslant C \sigma^{2 \tau_{0}-1} \varrho^{-1 / 2} T^{2}(\varrho) \tag{7.10}
\end{equation*}
$$

of course, (7.10) also holds when $m$ is replaced by ( $m+1$ ). We choose $\tau_{0}$ in (4.98) so that $2 \tau_{0}-1>\tau_{1}$, where $\tau_{1}$ appears on the right side of (7.3).

In order to obtain (7.3) from (7.8) and (7.10), we consider the integrand in (7.7) and estimate $|z|^{-(l+1)}$ on the contour by: $|z|^{-(l+1)} \leqslant 2^{|l|+1} s_{m}^{-(l+1)} A$, and use (1.24) to absorb the factor $\varkappa(A)$ into $\sigma^{\tau_{1}}$.
7.3. Analytic continuation of the Laurent expansions. There are only $C=Q(\lambda)$ modified subannuli $\mathscr{A}_{m}^{*}$, so if $A=A_{n}$ in (1.10) is sufficiently large, we may find $y^{\#}, y^{\circ}$, and $y^{\prime}$ with

$$
\begin{gather*}
A^{1 / 2} \varrho<\left(y^{\prime}\right)^{2}<\frac{1}{16} A \varrho \\
4 \varrho<\left(y^{\circ}\right)^{2}<100 C \varrho  \tag{7.11}\\
16 A^{-1} \varrho<\left(y^{\#}\right)^{2}<A^{-1 / 2} \varrho
\end{gather*}
$$

such that

$$
\begin{align*}
& \mathscr{A}^{\prime}=\left\{1 y^{\prime} \leqslant|z| \leqslant 4 y^{\prime}\right\} \subset \mathscr{A}_{j^{\prime}}^{*}  \tag{7.12}\\
& \mathscr{A}=\left\{\frac{1}{4} y^{\circ} \leqslant|z| \leqslant 4 y^{\circ}\right\} \subset \mathscr{A}_{j}^{*} \tag{7.13}
\end{align*}
$$

and

$$
\begin{equation*}
\mathscr{A}^{\#}=\left\{\frac{1}{4} y^{\#} \leqslant|z| \leqslant 4 y^{\#}\right\} \subset \mathscr{A}_{j^{\#}}^{*} \tag{7.14}
\end{equation*}
$$

for some $j^{\prime}, j^{\circ}$ and $j^{\#}$ (perhaps not all distinct).
We first record an $O(1)$ form of Lemma 7.2.
Lemma 7.3. The Laurent coefficients $\alpha_{l}\left(j^{\prime}\right), \alpha_{l}\left(j^{\circ}\right)$ and $\alpha_{l}\left(j^{\#}\right)$ satisfy for any fixed $\varepsilon>0$

$$
\begin{gather*}
\left|\alpha_{l}\left(j^{\prime}\right)\right| \leqslant C \frac{T^{2}(\varrho)}{\varrho}\left(\frac{\left(y^{\prime}\right)^{2}}{\varrho}\right)^{2 \lambda+\varepsilon-1} 3^{-|l|}\left(y^{\prime}\right)^{-l}  \tag{7.15}\\
\left|\alpha_{l}\left(j^{\circ}\right)\right| \leqslant C \frac{T^{2}(\varrho)}{\varrho} 3^{-|l|} \varrho^{-l / 2} \tag{7.16}
\end{gather*}
$$

and

$$
\begin{equation*}
\left|\alpha_{l}\left(j^{\#}\right)\right| \leqslant C \frac{T^{2}(\varrho)}{\varrho}\left(\frac{\left(y^{\#}\right)^{2}}{\varrho}\right)^{2 \lambda-\varepsilon-1} 3^{-11}\left(y^{\#}\right)^{-l} . \tag{7.17}
\end{equation*}
$$

Proof. According to (1.8), (6.7), (6.22), (6.23), (6.12) and (7.11)-(7.14),

$$
\begin{align*}
\int_{\mathscr{A}}\left(\left|\frac{K_{j^{\prime}}^{\prime}}{K_{j^{\prime}}}\right|^{2}\right)^{1 / 2} d r d \theta \equiv & \int_{\mathscr{A}}\left|\frac{K_{j^{\prime}}^{\prime}}{K_{j^{\prime}}}\right| d r d \theta \leqslant \int_{\mathscr{A}}\left|\frac{G^{\prime}}{G}\right| d r d \theta+\sum \int_{\mathscr{A}} \frac{1}{|z-c|} d r d \theta \\
\leqslant & C T\left(\left(6 y^{\prime}\right)^{2}\right)+C A^{2}\left(A^{\prime}\right)^{-2 h} T(\varrho) \leqslant C\left(\frac{\left(y^{\prime}\right)^{2}}{\varrho}\right)^{\lambda+\varepsilon / 2} T(\varrho),  \tag{7.18}\\
& \int_{\mathscr{A}}\left(\left|\frac{K_{j^{\prime}}^{\prime}}{K_{j^{\prime}}}\right|^{2}\right)^{1 / 2} d r d \theta \leqslant C T(\varrho)
\end{align*}
$$

and

$$
\begin{aligned}
\int_{\Omega f^{\#}}\left(\left|\frac{K_{j^{\#}}^{\prime}}{K_{j^{\#}}}\right|^{2}\right)^{1 / 2} d r d \theta & \leqslant C T\left(\left(6 y^{\#}\right)^{2}\right)+C\left(A^{\prime}\right)^{-2 h} T(\varrho) \\
& \leqslant C\left(\frac{\left(y^{\#}\right)^{2}}{\varrho}\right)^{\lambda-\varepsilon / 2} T(\varrho)
\end{aligned}
$$

These inequalities with Cauchy's estimates, (7.7) and (7.2) give (7.15)-(7.17).
Lemma 7.3 may be used to estimate the terms of the Laurent series in (6.21) when $|\eta|$ is large. Thus (7.11), (7.15) and the Pólya peak inequality (1.8) (or the weak form (1.11)) show that if $t<y^{\prime}$, then

$$
\begin{equation*}
\sum_{L}^{\infty}\left|\alpha_{l}\left(j^{\prime}\right)\right| t^{\prime} \equiv \sum_{L}^{\infty}\left|\alpha_{l}\left(j^{\prime}\right)\right|\left(y^{\prime}\right)^{l}\left(\frac{t}{y^{\prime}}\right)^{l} \leqslant C\left(\frac{\left(y^{\prime}\right)^{2}}{\varrho}\right)^{2 \lambda+\varepsilon-1}\left(\frac{\left(y^{\prime}\right)^{2}}{t^{2}}\right)^{-\frac{1}{2} L} \frac{T^{2}(\varrho)}{\varrho} \tag{7.19}
\end{equation*}
$$

where, if we use (1.11) instead of (1.8), it is possible that $C=C_{\varepsilon}$.
Since we may pass from $\mathscr{A}^{\prime}$ to $\mathscr{A}$ or $\mathscr{A}^{\#}$ (cf. (7.12)-(7.14)) by passing through at most $Q(\lambda)$ of the $\mathscr{A}_{j}^{*}$, we use (7.19), (7.3) and (7.11) to obtain for example that if $|L-4 \lambda|<5$ then

$$
\begin{align*}
\sum_{L}^{\infty}\left|\alpha_{l}\left(j^{\circ}\right)^{l}\right|\left(y^{\circ}\right)^{l} & \leqslant \sum_{L}^{\infty}\left|\alpha_{l}\left(j^{\prime}\right)\right|\left(y^{\circ}\right)^{l}+\sum_{L}^{\infty} \sum_{m}^{*}\left|\alpha_{l}\left(j_{m+1}\right)-\alpha_{l}\left(j_{m}\right)\right|\left(y^{\circ}\right)^{l} \\
& \leqslant C \frac{T^{2}(\varrho)}{\varrho}\left[\left(\frac{\left(y^{\prime}\right)^{2}}{\varrho}\right)^{2 \lambda+\varepsilon-1}\left(\left(\frac{y^{\prime}}{y^{\circ}}\right)^{2}\right)^{-\frac{1}{2} L}+\sigma^{\tau_{1}} \sum_{m}^{*}\left\{2^{\mid l l}\left(\frac{y^{\circ}}{s_{m}}\right)^{l}\right\}\right]  \tag{7.20}\\
& \leqslant C \frac{T^{2}(\varrho)}{\varrho}\left[\left(\frac{\left(y^{\prime}\right)^{2}}{\varrho}\right)^{2 \lambda+\varepsilon-1-\frac{1}{2} L}+\sigma^{\tau_{1}} \sum_{m}^{*}\left\{\sum_{L}^{\infty} 2^{l l}\left(\frac{y^{\circ}}{s_{m}}\right)^{l}\right\}\right]
\end{align*}
$$

where $\Sigma^{*}$ refers to a sum over $Q(\lambda)$ indices $m$ which correspond to those $s_{m}$ with $3 y^{0} \leqslant s_{m} \leqslant(A \varrho)^{1 / 2}$ (note (7.13), which implies that $\mathscr{A}$ is well disjoint from the circles $\left\{|z|=s_{m}\right\}$ ). Thus, if $2 \lambda+\varepsilon-1-\frac{1}{2} L \leqslant 0,(7.11)$ and (7.20) yield that

$$
\begin{equation*}
\sum_{L}^{\infty}\left|\alpha_{l}\left(j^{\circ}\right)\right|\left(y^{\circ}\right)^{\prime} \leqslant C \frac{T^{2}(\varrho)}{\varrho}\left[\left(A^{1 / 2}\right)^{2 \lambda+\varepsilon-1-\frac{1}{2} L}+C \sigma^{\tau_{1}}\right] \tag{7.21}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
\sum_{L}^{\infty}\left|\alpha_{l}\left(j^{\#}\right)\right|\left(y^{\circ}\right)^{l} \leqslant C \frac{T^{2}(\varrho)}{\varrho}\left[\left(A^{1 / 2}\right)^{2 \lambda+\varepsilon-1-\frac{1}{2} L}+C \sigma^{\tau_{1}}\right] \tag{7.22}
\end{equation*}
$$

This argument is symmetric in the sense that we may start with the $\alpha_{l}\left(j^{\#}\right)$ and work to the $\alpha_{l}\left(j^{\prime}\right)$. Thus, start with (7.17) in place of (7.15), use (1.8) (or (1.11)), (1.24) and (7.11). Then, if $t>y^{\#}$ we have

$$
\begin{aligned}
\sum_{-\infty}^{M}\left|\alpha_{l}\left(j^{\#}\right)\right| t & \leqslant C \frac{T^{2}(\varrho)}{\varrho}\left[\left(\frac{\left(y^{\#}\right)^{2}}{\varrho}\right)^{2 \lambda-\varepsilon-1} \sum^{M}\left(\frac{t}{3 y^{\#}}\right)^{l}\right] \\
& \leqslant C \frac{T^{2}(\varrho)}{\varrho}\left[\left(\frac{\left(y^{\#}\right)^{2}}{\varrho}\right)^{2 \lambda-\varepsilon-1}\left(\left(\frac{y^{\#}}{t}\right)^{2}\right)^{-\frac{1}{2} M}\right]
\end{aligned}
$$

Thus if $2 \lambda-\varepsilon-1-\frac{1}{2} M \geqslant 0$ but $|M-4 \lambda|<5$, we deduce from (7.3) and (7.11) that

$$
\begin{align*}
\sum_{-\infty}^{M}\left|\alpha_{l}\left(j^{\circ}\right)\right|\left(y^{\circ}\right)^{l} & \leqslant C \frac{T^{2}(\varrho)}{\varrho}\left[\left(\frac{\left(y^{\#}\right)^{2}}{\varrho}\right)^{2 \lambda-\varepsilon-1}\left(\frac{\left(y^{\#}\right)^{2}}{\varrho}\right)^{-\frac{1}{2} M}+\sigma^{\tau_{1}}\right] \\
& \leqslant C \frac{T^{2}(\varrho)}{\varrho}\left[\left(A^{-1 / 2}\right)^{2 \lambda-\varepsilon-1-\frac{1}{2} M}+\sigma^{\tau_{1}}\right]  \tag{7.23}\\
& \sum_{-\infty}^{M}\left|\alpha_{l}\left(j^{\prime}\right)\right|\left(y^{\prime}\right)^{l} \leqslant C \frac{T^{2}(\varrho)}{\varrho}\left[\left(\frac{\left(y^{\#}\right)^{2}}{\varrho}\right)^{2 \lambda-\varepsilon-1}\left(\left(\frac{y^{\#}}{y^{\prime}}\right)^{2}\right)^{-\frac{1}{2} M}+\sigma^{\tau_{1}}\right] .
\end{align*}
$$

7.4. Proof that $2 \lambda$ is an integer. In this section we obtain the first part of the theorem. We first need a result which is a modification of Fuchs's lemma 3.2 of [16]. We consider $K^{\prime} / K$ (where $K=K_{j}$ ) in the annulus $\mathscr{A}^{\circ}$ of (7.13), which is close to $\left\{|z|=\varrho^{1 / 2}\right\}$. For $c>0$, let $c \mathscr{A}^{\circ}=\left\{(4 c)^{-1} y^{\circ}<|z|<4 c y^{\circ}\right\}$, with similar definitions of $c \mathscr{A}^{\prime}$ and $c \mathscr{A}^{\#}$ (these annuli were introduced in (7.12) and (7.14)).

Lemma 7.4. There is a constant $c$, which depends only on $f$, when $n$ in (1.8) is large, such that

$$
\begin{equation*}
\int_{\frac{1}{2} \otimes \infty}\left|\frac{K^{\prime}}{K}\right|^{2} d r d \theta \geqslant c \geqslant c \varrho^{-1 / 2} T^{2}(\varrho) \tag{7.24}
\end{equation*}
$$

Proof. Inequality (7.24) is a consequence of Schwarz's inequality and

$$
\begin{equation*}
\int_{\frac{1}{2} \otimes \infty}\left|\frac{K^{\prime}}{K}\right| d r d \theta \geqslant c T(\varrho) \tag{7.25}
\end{equation*}
$$

since $\int_{\frac{1}{2} \otimes P} d r d \theta \geqslant c \varrho$. We recall $G$ from (5.28) and (6.22). According to (5.28) and formulae such as (4.6)-(4.8), each circle $|z|=r$ must have a point $r e^{i \theta(r)}$ such that $|\log | G\left(r e^{i \theta(r)}\right) \|>c T\left(r^{2}\right)>c T(\varrho)$. Also, since each circle $|z|=r$ must meet $\mathscr{D}_{i}$ for at least two indices $i$, we may find $\theta^{\prime}(r)$ with $|\log | G\left(r e^{i \theta^{\prime}(r)}\right)||=|\log \varepsilon|$. Choose $r$ such that

$$
\begin{equation*}
\varrho^{1 / 2}<r<100 C \varrho^{1 / 2} \tag{7.26}
\end{equation*}
$$

where $C=Q(\lambda)$ is the number of modified annuli $\mathscr{A}$. Then we have that

$$
\begin{equation*}
c T\left(r^{2}\right)<\int_{0}^{2 \pi}\left|\frac{G^{\prime}}{G}\right| r d \theta \tag{7.27}
\end{equation*}
$$

so, since $T$ is increasing and (7.26) holds,

$$
c T(\varrho)<\int_{\frac{1}{2} \notinfty \mathcal{E}}\left|\frac{G^{\prime}}{G}\right| d r d \theta
$$

This, (6.7) (with $A=4$ ), (6.22), (6.23) and (7.26) give (7.25), for

$$
\begin{aligned}
\int\left|\frac{K^{\prime}}{K}\right| d r d \theta & \geqslant \int\left|\frac{G^{\prime}}{G}\right| d r d \theta-\sum \int\left|\frac{1}{z-c}\right| d r d \theta \\
& \geqslant c T(r)-C\left(A^{\prime}\right)^{-2 h} T(\varrho)>c T(\varrho)
\end{aligned}
$$

This proves the lemma.

We now apply (7.24) to prove assertion (1.4):
Lemma 7.5. Under the hypotheses (1.2) and (1.3), it follows that

$$
\begin{equation*}
2 \lambda \text { is a positive integer. } \tag{7.28}
\end{equation*}
$$

Proof. The first goal is to show that

$$
\begin{equation*}
4 \lambda \text { is a positive integer, } \tag{7.29}
\end{equation*}
$$

by using (7.22) and (7.23).
Choose integers $M$ and $L$ and $\varepsilon_{0}>0$ so that

$$
\begin{equation*}
M \leqslant 2\left(2 \lambda-1-2 \varepsilon_{0}\right) \leqslant 2\left(2 \lambda-1+2 \varepsilon_{0}\right) \leqslant L . \tag{7.30}
\end{equation*}
$$

If $\Lambda=4 \lambda-2$ is an integer, take $M=\Lambda-1, L=\Lambda+1$; otherwise, choose $\varepsilon_{0}$ so small that (7.30) is possible with $L=M+1$. Then $|L-4 \lambda|<5$ and $|M-4 \lambda|<5$, so (7.22) and (7.23) hold in $\mathscr{A}^{\mathcal{P}}$, and thus ( $K=K_{j}$ ).

$$
\begin{equation*}
\left|\left(\frac{K^{\prime}}{K}\right)^{2}-\alpha_{\Lambda} z^{\Lambda}\right| \equiv|S(z)| \leqslant C \sigma^{\tau_{1}} \frac{T^{2}(\varrho)}{\varrho} \quad\left(z \in \frac{1}{2} \Delta \mathbb{A}\right) \tag{7.31}
\end{equation*}
$$

where we take $\alpha_{\Lambda}=0$ if $\Lambda$ is not an integer. Thus if $\alpha_{\Lambda}=0$ in (7.31), we would have from (7.24) and (7.31) that ( $K=K_{j}$ )

$$
C \varrho^{-1 / 2} T^{2}(\varrho) \leqslant \int_{\frac{1}{2} \& \infty}\left|\frac{K^{\prime}}{K}\right|^{2} d r d \theta \leqslant C \sigma^{\tau_{1}} \varrho^{-1 / 2} T^{2}(\varrho),
$$

which is a contradiction. This proves (7.29), and, moreover, $\alpha_{\Lambda}$ cannot be too small:

$$
\begin{equation*}
\left|\alpha_{\Lambda}\right| \geqslant c T^{2}(\varrho) \varrho^{-1-\frac{1}{2} \Lambda} . \tag{7.32}
\end{equation*}
$$

Now we recall from (6.21) that the $\alpha^{\prime}$ s are coefficients of $\left(K^{\prime} / K\right)^{2}$, where $K^{\prime} / K$ is single-valued in $\mathscr{A}$. It follows from (7.31) and (7.32) that ( $K^{\prime} / K$ ) is a non-vanishing in $\frac{1}{2} \mathscr{A}$. Choose the branch of square-root of $K^{\prime} / K$ so that

$$
\left|K^{\prime} / K-\alpha_{\Lambda}^{1 / 2, \frac{1}{r^{\prime}}}\right| \leqslant C \sigma^{\frac{k_{1} r_{1}}{}} T(\varrho) \varrho^{-1 / 2}
$$

in the intersection of $\frac{1}{2} \mathscr{A}$ with the positive axis and continue this branch through $\mathscr{A}$ to the negative axis in the positive and negative directions of rotation. If $\frac{1}{2} \Lambda$ is not an integer, then (7.31) and (7.32) yield that

$$
\begin{aligned}
\left|\left(\frac{K^{\prime}}{K}\right)\left(r e^{i \pi+}\right)-\left(\frac{K^{\prime}}{K}\right)\left(r e^{i \pi-}\right)\right| & \geqslant 2\left|\alpha_{\Lambda}^{1 / 2}\right| r^{1 \Lambda}-C \sigma^{\tau_{1}} T(\varrho) \varrho^{-1 / 2} \\
& \geqslant c T(\varrho) \varrho^{-1 / 2}
\end{aligned}
$$

which contradicts the fact that $K^{\prime} / K$ is single-valued. This proves the lemma.

Corollary. Let $f(z)$ satisfy (1.2) and (1.3). Then there is a fixed integer $N \geqslant 2$ such that all Pólya peaks of $T(r, f)$ have order $\lambda=\frac{1}{2} N$. In particular, (1.11) holds for all large $\varrho$ and $r$.

Proof. Lemmas 7.4 and 7.5 show that all Pólya peaks must have order $\frac{1}{2} m$ with $m$ an integer. But $\mathscr{P}=\{\lambda ; T(r)$ has Pólya peaks of order $\}$ is connected [7], and hence some $m=N$ works for all peaks.

Since Weitsman [26] has shown that (1.2) and (1.3) imply that $\lambda$ in (1.8) must always be at least one, it follows that $N \geqslant 2$.
7.5. Growth of the functions $G$. We apply the last results, in particular the corollary, to analyse the $G_{m}(z)$ which were constructed in Chapter 5 (cf. (5.28)). The next result is much like Lemma 4.4.

Lemma 7.6. Let $r_{1}<\frac{1}{2} r_{2}$ be such that the annulus

$$
\begin{equation*}
\mathscr{A}\left(\frac{1}{4} r_{1}, 4 r_{2}\right) \equiv\left\{\frac{1}{4} r_{1}<|z|<4 r_{2}\right\} \subset \mathscr{A}_{m} \tag{7.33}
\end{equation*}
$$

for some $\mathscr{A}_{m}$ of (5.27). Let $G=G_{m}$ be associated to $f$ by (5.28). Then if $\frac{1}{2} r_{1} \leqslant t_{1} \leqslant t_{2} \leqslant 2 r_{2}$, with

$$
\begin{equation*}
t_{2}>(1+\sigma) t_{1} \tag{7.34}
\end{equation*}
$$

we have

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} \int_{t_{1}}^{t_{2}}|\log | G\left(r e^{i \theta}\right) \| r^{-1} d r d \theta \leqslant C \log \frac{t_{2}}{t_{1}} T\left(\left(2 t_{2}\right)^{2}\right) \tag{7.35}
\end{equation*}
$$

Proof. Assumptions (5.30) and (7.34) guarantee that the image of the annulus $\left\{t_{1}<|z|<t_{2}\right\}$ under $\varphi$ is contained in $\left\{(1-\sigma) t_{1}<|z|<(1+\sigma) t_{2}\right\}$. Let $w=\varphi(z)^{2}=s e^{i t}$, so that $z=\psi\left(w^{1 / 2}\right)$, let $W=w^{1 / 2}$ and $s=|w|$. Then (5.28), (4.24), (5.29), and (1.24) give that

$$
\begin{align*}
\int_{0}^{2 \pi} \int_{t_{1}}^{t_{2}}|\log | G\left(r e^{i \theta}\right) \| r^{-1} d r d \theta & =\int_{0}^{2 \pi} \int_{t_{1}}^{t_{2}}|\log | \omega\left(f\left(\varphi(z)^{2}\right)\right) \| r^{-2} r d r d \theta \\
& \leqslant C \int_{0}^{2 \pi} \int_{\left((1-\sigma) t_{1}\right)^{2}}^{\left((1+\sigma) t_{2}\right)^{2}}|\log | \omega(f(w)) \|\left(\frac{s}{|\psi|}\right)^{2}\left|\psi_{w}\right|^{2} s^{-1} d s d t \\
& \leqslant C \int_{0}^{2 \pi} \int_{\left((1-\sigma) t_{1}\right)^{2}}^{\left((1+\sigma) t_{2}\right)^{2}}|\log | \omega(f(w)) \|\left|\psi_{w}\right|^{2} s^{-1} d s d t \tag{7.36}
\end{align*}
$$

Let $\left((1-\sigma) t_{1}\right)^{2} \leqslant s \leqslant\left((1+\sigma) t_{2}\right)^{2}$. Now $\int_{E} \log ^{+}\left|1 /\left(f\left(s e^{i t}\right)-a\right)\right| d t$ is small unless $a \in\left\{a_{i}\right\}_{1}^{q}$ and $E$ is contained in the sets $\cup \mathscr{D}_{i}(m)$ of Lemma 5.2, and the construction of $H$ in Lemma 5.2 has the precise effect that if $E \subset \mathscr{D}_{i}(m) \cap\{|z|=s\}$ and $E^{1 / 2}$ is one of the two preimages of $E$ in $\mathscr{A}_{m}^{\prime}$, then

$$
\begin{equation*}
\int_{E^{\prime 2}}|\log | H\left(r e^{i \theta}\right)\left\|d \theta=\int_{E}|\log | f\left(s e^{i \theta}\right)-a_{i} \mid\right\| d t \tag{7.37}
\end{equation*}
$$

Thus (7.35) follows from (7.36) in a routine way, using (1.11) (compare with (4.38)).
7.6. Asymptotic expansions of the functions $G$. There are only $Q(\lambda)$ subannuli $\mathscr{A}^{\circ}$ in $\S 5.3$ (see (5.25)) and $\cup \mathscr{A}^{\circ}$ has $\log$ arithmic length $>c \log A$. Thus there are subannuli $\mathscr{A}$ whose logarithmic length is large. Such subannuli are not necessarily centered at $\varrho^{1 / 2}$ (where $\varrho$ is the Polya peak), but now Lemma 7.5 (and its corollary) show that (1.11) holds, and this is good enough.

Thus, let

$$
\begin{equation*}
A_{1}=\log A \tag{7.38}
\end{equation*}
$$

It follows that we may choose pairs $s_{1}, t_{1}$, and $s_{2}, t_{2}$ with

$$
\begin{equation*}
A^{-1 / 4} \varrho^{1 / 2}<s_{1}<\left(A_{1}\right)^{-3} \varrho^{1 / 2}, \quad A_{1}^{3} \varrho^{1 / 2}<s_{2}<A^{1 / 4} \varrho^{1 / 2}, \quad t_{i}=A_{1}^{2} s_{i} \tag{7.39}
\end{equation*}
$$

and such that each annulus $\left\{\left(A_{1}\right)^{-2} s_{i} \leqslant r \leqslant A_{1}^{2} t_{i}\right\}(i=1,2)$ is contained in one of the annuli $\mathscr{A}_{m}$ of (5.27). We choose the "center"' $u_{i}$ by

$$
\begin{equation*}
u_{i}^{2}=s_{i} t_{i} \quad(i=1,2) \tag{7.40}
\end{equation*}
$$

Choose $\gamma>0$ so that

$$
\begin{equation*}
2 \lambda+\frac{1}{4}-(1-\gamma)(2 \lambda+1)<-\frac{1}{2} ; \tag{7.41}
\end{equation*}
$$

this is equivalent if $\gamma<\frac{1}{4}(2 \lambda+1)^{-1}$. We then define

$$
\begin{equation*}
\mathscr{B}_{i}=\left\{A_{1}^{-\gamma} u_{i}<|z|<A_{1}^{\gamma} u_{i}\right\} \quad(i=1,2) \tag{7.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{C}_{i}=\left\{A_{1}^{-2} s_{i} \leqslant|z| \leqslant A_{1}^{2} t_{i}\right\} \quad(i=1,2) \tag{7.43}
\end{equation*}
$$

Thus $\mathscr{B}_{i}$ is nested well inside $\mathscr{C}_{i}$.
We recall the definition (5.31) of $K=K_{i}=G_{i} P_{i}(i=1,2)$ which is valid in each $\mathscr{C}_{i}$. Each function $K$ is holomorphic and zero-free in its $\mathscr{C}$ and has a "Laurent" expansion.

$$
\begin{equation*}
\log K(z)=\sum_{-\infty}^{\infty} \gamma_{l} z^{l}+\gamma^{*} \log \left(\frac{z}{u}\right) \quad\left(z \in \mathscr{C}_{i}\right) \tag{7.44}
\end{equation*}
$$

since $\operatorname{Re}\{\log K\}$ is single-valued, $\gamma^{*}$ is real. We use weak estimates of these coefficients $\gamma$ to get good asymptotic formulae in the $\mathscr{R}_{i}$,

Lemma 7.7. In each expansion (7.44) $\left(i=1\right.$ or 2 ) we have ( $u=u_{i}$ )

$$
\begin{equation*}
\left|\gamma^{*}\right|<\left(A_{1}\right)^{-2 \lambda-1 / 4} T\left(u^{2}\right) \tag{7.45}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\log K-\gamma^{*} \log \left(\frac{r}{u}\right)-\gamma_{2 \lambda} z^{2 \lambda}\right|<C A_{1}^{-1 / 2} T\left(u^{2}\right) \quad\left(z \in \mathscr{B}_{i}\right) \tag{7.46}
\end{equation*}
$$

while

$$
\begin{equation*}
\left|\gamma_{2 \lambda}\right|>c u^{-2 \lambda} T\left(u^{2}\right) \tag{7.47}
\end{equation*}
$$

Proof. We first show (7.45). Now since $K \neq 0, \infty$ in $\mathscr{C}_{i}$, we have that

$$
\gamma \equiv \frac{1}{2 \pi i} \int_{|z|=r} \frac{K^{\prime}}{K}(z) d z \quad\left(A_{1}^{-2} \cdot s_{i}<r \leqslant A_{1}^{2} t_{i}\right)
$$

so that, in the notation (6.3), $|\gamma| \leqslant C\left\|K^{\prime} / K\right\|_{B, 1}$, where $B$ is any annulus $\left\{s_{0}<|z|<2 s_{0}\right\}$ which is contained in $C$. By taking $s_{0}$ close to $A_{1}^{-2} s_{i}$, we deduce from (1.11), (6.22), (6.23), (7.39), (7.40), (6.7) and (6.12) that

$$
|\gamma| \leqslant C\left\{\left\|\frac{G^{\prime}}{G}\right\|_{B, 1}^{*}+\sum\left\|(z-c)^{-1}\right\|_{B, 1}^{*}\right\} \leqslant C T\left(\left(4 A_{1}^{-2} S_{i}\right)^{2}\right)+C\left(A^{\prime}\right)^{-h / 2} T(\varrho)
$$

$$
\begin{aligned}
& =C T\left(\left(4 A_{1}^{-3} u\right)^{2}\right)+C\left(A^{\prime}\right)^{-\frac{1}{2} h} T(\varrho) \\
& =C\left(A_{1}^{-3}\right)^{2 \lambda-\varepsilon} T\left(u^{2}\right)
\end{aligned}
$$

and this implies (7.45).
The next goal is to bound $|\operatorname{Re}| K|\mid$ locally; this is much like the situation in Lemma 4.5, now that we know (7.45). In terms of the local coordinates in $\S 4.4$ and the definitions (4.1), we find that if $\frac{1}{4} A_{1}^{-1} s_{i} \leqslant\left|z_{0}\right| \leqslant 4 A_{1} t_{i}$, then

$$
\log \left|K\left(z_{0}\right)\right|=\int_{C\left(z_{0}, t\right)} \log |K(z)| d \varphi
$$

so that (5.31) and (4.49) give

$$
\begin{aligned}
|\log | K\left(z_{0}\right) \| & \leqslant C \int_{\Delta\left(z_{0}, \frac{1}{2}, \frac{3}{3}\right)}|\log | K(z) \| d \varphi t^{-1} d t \\
& \leqslant C \int_{\Delta\left(z_{0}, \frac{1}{2}, \frac{1}{3}\right)}|\log | P\left\|t^{-1} d t d \varphi+C \int_{\Delta\left(z_{0}, \frac{1}{2}, \frac{1}{3}\right)}|\log | G\right\| t^{-1} d t d \varphi \\
& \leqslant C\left(A^{\prime}\right)^{-h} T(\varrho)+C \int_{\Delta\left(z_{0}, \frac{1}{2}, \frac{1}{3}\right)}\|\log \mid G\| t^{-1} d t d \varphi
\end{aligned}
$$

The local $(t, \varphi)$ coordinate system is related to the standard system by $\left(z=r e^{i \theta}\right): z-z_{0}=t\left|z_{0}\right| e^{i \varphi}$. In $\Delta\left(z_{0}, \frac{1}{2}, \frac{2}{3}\right)$, we have $\frac{1}{2}<t<\frac{2}{3}$ and $\frac{1}{2} r_{0}<r<2 r_{0}\left(r_{0}=\left|z_{0}\right|\right)$. Thus

$$
t^{-1} d t d \varphi=t^{-2} t d t d \varphi=\left(t r_{0}\right)^{-2} r d r d \theta \leqslant C r^{-1} d r d \theta
$$

and we may rewrite our last step as

$$
\begin{align*}
\left|\operatorname{Re} \log K\left(z_{0}\right)\right|=|\log | K\left(z_{0}\right)| | & \leqslant C\left(A^{\prime}\right)^{-h} T(\varrho)+C \int_{0}^{2 \pi} \int_{c r_{0}}^{C_{0}}|\log | G \| r^{-1} d r d \theta  \tag{7.49}\\
& \leqslant C T\left(r_{0}^{2}\right) \quad\left(A_{1}^{-2} s_{i} \leqslant\left|z_{0}\right| \leqslant A_{1}^{-2} t_{i}\right)
\end{align*}
$$

where we use (1.11), (1.24) and (7.35) to obtain the last line. According to the BorelCarathéodory inequality, (7.49) implies that

$$
\begin{equation*}
\left|\log K(z)-\log K\left(z_{0}\right)\right| \leqslant C T\left(r_{0}^{2}\right) \quad\left(z \in \Delta\left(z_{0}, \frac{1}{2}\right)\right) \tag{7.50}
\end{equation*}
$$

so long as $\frac{1}{4} A_{1}^{-1} s_{i} \leqslant\left|z_{0}\right| \leqslant 4 A_{1} t_{i}$.

We use (7.50) and (1.11) to prove that

$$
\begin{equation*}
\left|\log K(z)-\gamma^{*} \log \frac{r}{u}\right| \leqslant C A_{1}^{-2 \lambda+1 / 4} T\left(u_{i}^{2}\right) \quad\left(|z|=\frac{1}{4} s_{i}, i=1,2\right) \tag{7.51}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\log K(z)-\gamma^{*} \log \frac{r}{u}\right| \leqslant C A_{1}^{2 \lambda+1 / 4} T\left(u_{i}^{2}\right) \quad\left(|z|=4 t_{i}, i=1,2\right) \tag{7.52}
\end{equation*}
$$

Because of (7.45), it suffices to prove (7.51) and (7.52) in the slit annuli $\left\{\frac{1}{4} s_{i} \leqslant|z| \leqslant 4 t_{i},|\arg z|<\pi\right\}$, and so we show that

$$
\begin{array}{ll}
|\log K(z)| \leqslant C A_{1}^{-2 \lambda+1 / 4} T\left(u_{i}^{2}\right) & \left(|z|=\frac{1}{4} s_{i}, \arg z \mid<\pi\right) \\
|\log K(z)| \leqslant C A_{1}^{2 \lambda+1 / 4} T\left(u_{i}^{2}\right) & \left(|z|=4 t_{i},|\arg z|<\pi\right) \tag{7.54}
\end{array}
$$

Choose a point $w_{0}$ on $|z|=\frac{1}{4} s_{i},\left|\arg w_{0}\right|<\pi$, and choose $\left|\arg K\left(w_{0}\right)\right| \leqslant \pi$. The circle $\left\{|z|=4 s_{i}\right\}$ may be covered by at most $C$ discs $\Delta\left(w_{i}, \frac{1}{4}\right)(1 \leqslant i \leqslant C)$ where $w_{i+1} \in \Delta\left(w_{i}, \frac{1}{5}\right)$, so we may start with (7.49) [with $\left.r_{0}=\frac{1}{4} s_{i}\right]$ and obtain (7.53) by using (1.11) and (7.50) on each of these circles.

The proof of (7.54) is similar, once we know that our branch of $\log K$ also satisfies

$$
\begin{equation*}
\left|\arg K\left(w_{m}\right)\right| \leqslant C A_{1}^{2 \lambda+1 / 4} T\left(u_{i}^{2}\right) \tag{7.55}
\end{equation*}
$$

for some $w_{m}$ with $\left|w_{m}\right|=4 t_{i}$. We obtain (7.55) from (7.50) and (1.11), by moving from $w_{0}$ to $w_{m}$ by $m \leqslant C \log \left(t_{i} / s_{i}\right)$ discs $\Delta=\Delta\left(w_{i}, \frac{1}{4}\right)$, and to do this efficiently, we arrange this so that $\left|w_{i}\right| \geqslant(11 / 10)\left|w_{i-1}\right|, i \geqslant C$. In this chain of discs, suppose that $w_{h}, \ldots, w_{m}$ satisfy $\left|w_{j}\right| \geqslant u_{i}$. Then (1.11), (7.39) and (7.50) show that

$$
\begin{aligned}
\left|\arg K\left(w_{m}\right)-\arg K\left(w_{h}\right)\right| & \leqslant \sum_{h}^{m-1}\left|\arg K\left(w_{j+1}\right)-\arg K\left(w_{j}\right)\right| \\
& \leqslant C \sum_{h}^{m-1} T\left(\left|w_{j}\right|^{2}\right) \leqslant C T\left(u_{i}^{2}\right) \sum_{h}^{m}\left(\frac{w_{j}}{u_{i}}\right)^{2 \lambda+1 / 4} \\
& =C T\left(u_{i}^{2}\right)\left(\frac{w_{m}}{u_{i}}\right)^{2 \lambda+1 / 4} \sum_{h}^{m-1}\left(\frac{w_{j}}{w_{m}}\right)^{2 \lambda+1 / 4} \\
& \leqslant C\left(\frac{w_{m}}{u_{i}}\right)^{2 \lambda+1 / 4} T\left(u_{i}^{2}\right) \\
& \leqslant C A_{1}^{2 \lambda+1 / 4} T\left(u_{i}^{2}\right)
\end{aligned}
$$

and we control the contribution from the $\left|w_{i}\right|<u$ in an analogous manner. This proves (7.53) and (7.54), and thus (7.51) and (7.52).

We now observe from (7.41), (7.45), (7.52) and Cauchy's estimates that $(|z|=r)$

$$
\begin{aligned}
\left|\sum_{2 \lambda+1}^{\infty} \gamma_{l} z^{\prime}\right| & \leqslant C A_{1}^{2 \lambda+1 / 4} T\left(u_{i}^{2}\right) \sum_{2 \lambda+1}^{\infty}\left(\frac{r}{A_{1} u_{i}}\right)^{l} \\
& \leqslant C A_{1}^{2 \lambda+1 / 4} T\left(u_{i}^{2}\right) \sum_{2 \lambda+1}^{\infty}\left(A_{1}^{\gamma-1}\right)^{l} \\
& \leqslant C A_{1}^{2 \lambda+1 / 4-(1-\gamma)(2 \lambda+1)} T\left(u_{i}^{2}\right) \\
& \leqslant C A_{1}^{-1 / 2} T\left(u_{i}^{2}\right) \quad\left(A_{1}^{-\gamma} u_{i}<r<A_{1}^{\gamma} u_{i}\right)
\end{aligned}
$$

and, similarly, using (7.51) with (7.41) and (7.45), we have that

$$
\left|\sum_{-\infty}^{2 \lambda-1} \gamma_{l} z^{l}\right| \leqslant C A_{1}^{-1 / 2} T\left(u_{i}^{2}\right) \quad\left(A_{1}^{-\gamma} u_{i}<r<A_{1}^{\gamma} u_{i}\right)
$$

These estimates give (7.46).
Finally, $\log K$ is holomorphic in $\Delta\left(z_{0}, t\right)$ if $t<\frac{1}{2}$ so that when $\frac{1}{2} u_{i} \leqslant|z|=r \leqslant 2 u_{i}$, we have that

$$
\left|\frac{K^{\prime}}{K}(z)\right| \leqslant \frac{1}{2 \pi}\left|\int_{C(z, t)} \frac{\log K(\zeta)}{(\zeta-z)^{2}} d \zeta\right|
$$

Thus (7.44)-(7.46) give that

$$
\left|\frac{K^{\prime}}{K}(z)\right| \leqslant 2 \lambda\left|\gamma_{2 \lambda}\right| r^{2 \lambda-1}+C T\left(u_{i}^{2}\right) r^{-1}\left[A_{1}^{-1 / 2}+A_{1}^{-2 \lambda-1 / 4}\right]
$$

However, (7.27), (6.7) (with $A=4$ ), (6.22) and (6.23) now show that

$$
\begin{aligned}
c T\left(u_{i}^{2}\right) & \leqslant \int_{\frac{1}{2} u_{i}}^{2 u_{i}} \int_{0}^{2 \pi}\left|\frac{G^{\prime}}{G}\right| r d \theta \frac{d r}{r} \\
& \leqslant \iint\left|\frac{K^{\prime}}{K}\right| d r d \theta+\sum^{N} \iint\left|\frac{1}{z-c}\right| d r d \theta \\
& \leqslant C\left|\gamma_{2 \lambda}\right| u_{i}^{2 \lambda}+C A_{1}^{-1 / 2} T\left(u_{i}^{2}\right)
\end{aligned}
$$

since $A_{1} \rightarrow \infty$, this is a contradiction unless (7.47) holds.

Corollary. For $i=1,2$, define $\mathscr{B}_{i}$ as in (7.42). Then each $G_{i}(i=1,2)$ satisfies

$$
\begin{equation*}
\log G_{i}(z)=\gamma_{2 \lambda} z^{2 \lambda}-\sum^{N} \pm \log \left(1-\frac{z}{c}\right)+S, \quad\left(z \in \mathscr{B}_{i}\right) \tag{7.56}
\end{equation*}
$$

where the c's are the zeros and poles of $G_{i}$ in $\mathscr{B}_{i}\left(\right.$ so that $\left.N \leqslant C\left(A^{\prime}\right)^{-2 h} T(\varrho)\right)$ and

$$
\begin{equation*}
|S(z)| \leqslant C A_{1}^{-1 / 2} T\left(r_{0}\right)^{2} \quad\left(\frac{1}{2} r_{0}<|z|<2 r_{0}\right) \tag{7.57}
\end{equation*}
$$

The coefficient $\gamma_{2 \lambda}$ satisfies (7.47).
Proof. This is just rewriting (7.44) using (7.45)-(7.47).
7.7. Behaviour of $f$ near the Pólya peak. Recall the $\mathscr{B}_{i}(i=1,2)$ from (7.42). Let $\mathscr{B}$ be one of these annuli. Then (7.47), (7.56), (7.37) and the explicit relation between $G=G_{j}$ and $f\left(z^{2}\right)$ (described above in $\S 5.3$, centering on (5.28)), determine $f(z)$ in each $(\mathscr{B})^{2}$. Thus, each circle $|z|=r\left(A_{1}^{-\gamma} u_{i}<r<\left(A_{1}^{-\gamma} u_{i}, i=1,2\right)\right)$ divides into $4 \lambda$ intervals $I_{j}$, in which $\operatorname{Re}(G(z))$ is alternately small and large. According to the formulae in $\S 4.2$ (especially (4.6)-(4.8) where $\omega\left\{a_{i}, a_{j}\right\}=\{0, \infty\}$ ) the $4 \lambda$ intervals on which $|\log | G(z) \|$ is large correspond (after the map $w=z^{2}$ ) to $2 \lambda$ intervals $I_{j}$ on which $f$ is near the various deficient values. Further, (1.24) with (7.47), (7.56) and (7.57) shows that $\left|\int_{I_{j}} \log \right| G\left(r e^{i \theta}\right)|d \theta|$ is [within error $C A_{1}^{-1 / 2} T\left(u_{i}^{2}\right)$ ] independent of $j$. In fact

$$
\begin{equation*}
\int_{I_{j}} \log \left|G\left(r e^{i \theta}\right)\right| \sim(2 \lambda)^{-1} T\left(r^{2}\right) \sim \frac{1}{2} \int_{2 I_{j}} \log ^{+} \frac{1}{\left|f\left(r^{2} e^{i \theta}\right)-a_{j}\right|} d \theta \tag{7.58}
\end{equation*}
$$

Thus, we may choose $\psi_{1}$ and $\psi_{2}$ and define $\theta_{j, 1}$ (relative to $\left.\left(\mathscr{B}_{1}\right)^{2}\right)$ and $\theta_{j, 2}$ (relative to $\left(\mathscr{B}_{2}\right)^{2}$ ) with

$$
\theta_{j, 1}=\psi_{1}+\pi j \lambda^{-1}, \quad \theta_{j, 2}=\psi_{2}+\pi j \lambda^{-1}
$$

$(0 \leqslant j \leqslant 2 \lambda-1)$. For each $\tau>0$ let

$$
I_{j, 1}(\tau)=\left\{\left|\theta-\theta_{j, 1}\right|<\frac{\pi}{2 \lambda}-\tau\right\}, \quad I_{j, 2}(\tau)=\left\{\left|\theta-\theta_{j, 2}\right|<\frac{\pi}{2 \lambda}-\tau\right\},
$$

where $I_{j, 1}, I_{j, 2}$ are used in place of $I_{j, 1}(0)$ and $I_{j, 2}(0)$. We deduce that if $\tau$ is fixed (but small) and $n$ in (1.8) is large, then each $I_{j, i}(\tau) \cap \mathscr{B}_{i}^{2}$ is contained in some $D \in \cup \mathscr{D}_{j}$, where the $\cup \mathscr{D}_{j}$ are the significant components of $f$ from Lemma 2.3, say $D=D_{j(i)}$.

According to (7.39), $\mathscr{B}_{1}^{2}$ is well inside the bounded component of the complement of $\mathscr{\mathscr { O }}_{2}^{2}$. Let us correspond the integers $k, 1 \leqslant k \leqslant 2 \lambda$ to components $D=\Phi_{1}(k)$ of $\cup \mathscr{D}_{i}$ by:
$\Phi_{1}(k)=D$ if $I_{k, 1}(\tau) \subset D$. Similarly, we may define $\Phi_{2}(k)$ by identifying the $D \in \cup \mathscr{D}_{i}$ with the integer $k$ such that $I_{k, 2}(\tau) \subset D$.

We call these $D$ strongly significant in $\mathscr{B}_{1}^{2}$ or $\mathscr{B}_{2}^{2}$.
Lemma 7.8. Let $D \in \cup \mathscr{D}_{i}$ and suppose $\Phi_{1}\left(k_{1}\right)=\ldots=\Phi_{1}\left(k_{r}\right)=D$. Then there are $r$ distinct integers $k^{\prime}, 1 \leqslant k^{\prime} \leqslant 2 \lambda$ with $\Phi_{2}\left(k^{\prime}\right)=D$.

Proof. Suppose there were a component $D^{*}$ of $D$ in $\left\{A_{1}^{-2 \gamma} u_{1}^{2}<|z|<A^{\prime} \varrho\right\}$ such that

$$
\begin{equation*}
\partial D^{*} \subset\left\{\left|f-a_{i}\right|=\varepsilon\right\} \cup\left\{|z|=A_{1}^{-2 \gamma} u_{1}^{2}\right\} \tag{7.59}
\end{equation*}
$$

(thus $D^{*}$ does not meet $\left\{|z|=A^{\prime} \varrho\right\}$ ). Choose $r^{*}$ with $A_{1}^{-2 \gamma} u_{1}^{2}<r^{*} \leqslant 2 A_{1}^{-2 \gamma} u_{1}^{2}$ and such that [22, p. 25]

$$
\begin{equation*}
\sum_{1}^{q}\left|\log ^{*} \frac{1}{\left|f(z)-a_{i}\right|}\right| \leqslant C T\left(2 A_{1}^{-2 \gamma} u_{1}^{2}\right) \quad\left(|z|=r^{*}\right) \tag{7.60}
\end{equation*}
$$

Let $\Omega=\left\{r^{*}<|z|<A^{\prime} \varrho\right\} \cap D^{*}$, and consider the estimate (2.32). We estimate the Green functions by (2.33) and the boundary integral by (7.60). Thus (1.11), (1.24) and (7.59) yield that

$$
\begin{equation*}
m\left(r, a_{i}, D^{*}\right) \leqslant C\left(A^{\prime}\right)^{-5 h} T(\varrho)+C T\left(2 A_{1}^{-2 \gamma} u_{1}^{2}\right) \leqslant C\left(2 A_{1}^{-2 \gamma}\right)^{(\lambda-\varepsilon)} T\left(u_{1}^{2}\right) \tag{7.61}
\end{equation*}
$$

If we take $r$ close to $A_{1}^{2 \gamma} u_{1}^{2}$ and compare (7.61) with (7.58) and use (1.11) once more, we are led to the contradiction that

$$
\begin{equation*}
C A_{1}^{2 \gamma(\lambda-\varepsilon)} T\left(u_{1}^{2}\right) \leqslant C \lambda^{-1} T\left(A_{1}^{2 \gamma} u_{1}^{2}\right) \leqslant C A_{1}^{-2 \gamma(\lambda-\varepsilon)} T\left(u_{1}^{2}\right) \tag{7.62}
\end{equation*}
$$

Thus if $\Phi_{1}(k)=D$, then $D$ may be joined to $\left\{|z|=A^{\prime} \varrho\right\}$ from $\mathscr{B}_{1}^{2} \cap I_{k, 1}$ without entering the other $I_{j, 1}(\tau)$.

Our argument gives a little more. Not only does each component $D^{*}$ of $D \cap\left\{|z| \geqslant A_{1}^{-2 \gamma} u_{1}^{2}\right\}$ which is the range of $\Phi_{1}$ meet $|z|=A^{\prime} \varrho$ (and so pass through $\mathscr{G}_{2}^{2}$ ) but when it enters $\mathscr{B}_{2}^{2}$ it cannot be contained in the small sectors of $\mathscr{B}_{2}^{2}$ defined by $2 \pi-\cup I_{j, 2}(\tau)$. For if $D^{*} \cap\{|z|=r\}$ were contained in $2 \lambda$ intervals of opening $\tau$ where $A_{1}^{-2 \gamma} u_{2}^{2}<r<A_{1}^{2 \gamma} u_{2}^{2}$ then the useful "small arcs" Lemma of Edrei-Fuchs [12, p. 322] and (1.11) would show that

$$
\begin{align*}
m\left(r, a_{i}, D^{*}\right) & \leqslant C \tau \log \tau^{-1} T\left(A_{2}^{2 \gamma} u_{2}^{2}\right) \\
& \leqslant C \tau^{1 / 2} T(A \varrho) \leqslant C \tau^{1 / 2} A^{2(\lambda+\varepsilon)} T\left(A^{-1} \varrho\right)  \tag{7.63}\\
& \leqslant C A_{1}^{-(\lambda-\varepsilon)} T\left(u_{1}^{2}\right)
\end{align*}
$$

so long as, using the notions of (1.24),

$$
\begin{equation*}
\tau_{n}<A_{n}^{-1} \tag{7.64}
\end{equation*}
$$

(for example, we could choose $\tau_{n}=\sigma_{n}$ ), and we would reach a contradiction just as in our analysis of (7.62)).

Finally, suppose $\Phi_{1}\left(k_{1}\right)=\ldots=\Phi_{1}\left(k_{p}\right)=D$. We claim that $p$ distinct components $D^{*}$ of $D \cap\left\{|z| \geqslant A_{1}^{-\gamma} u_{1}\right\}$ meet $\mathscr{R}_{2}^{2}$. The simpler case is to assume that

$$
\begin{equation*}
k_{l}-k_{l}, \equiv 1 \quad(\bmod 2 \lambda) \tag{7.65}
\end{equation*}
$$

for any choice of $l$ or $l^{\prime}$. Then if our claim was false, then two $D^{*}$ would have to merge before encountering $\mathscr{B}_{2}^{2}$. Hence some strongly significant component $D^{* *}$, of $\cup \mathscr{D}_{i} \cap\left\{|z| \geqslant A_{1}^{-2 \gamma} u_{1}^{2}\right\}$ in $\mathscr{P}_{1}^{2}$ is 'trapped"' by $D^{*}$, so that $D^{* *} \cap\left\{A_{1}^{-2 \gamma} u_{1}^{2}<|z|<A^{\prime} \varrho\right\}$ would have a component $D^{\#}$ such that (7.59) holds with $D^{\#}$ in place of $D^{*}$. Thus (7.58) and (7.61) would both hold for $D^{\#} \cap \mathscr{B}_{1}^{2}$, and this is a contradiction exactly as in (7.62).

It remains to show that (7.65) always is satisfied. Suppose (7.65) were false. Then for some $k, k^{\prime}$ with $k-k^{\prime} \equiv 1(\bmod 2 \lambda)$ we have $I_{k, 1}(\tau) \subset D, I_{k^{\prime}, 1}(\tau) \subset D$ for some $D \in \mathscr{D}_{i}$. Let $\Omega$ be the region $\mathscr{B}_{1}^{2} \cap\left\{\left|\theta-\theta_{0}\right| \leqslant \tau\right\}$, where $\theta_{0}$ is chosen so that $\bar{\Omega} \cap \bar{I}_{k, 1}(\tau) \neq \varnothing$ and $\bar{\Omega} \cap \bar{I}_{k^{\prime}, 1}(\tau) \neq \varnothing$. According to (5.28), (7.47), (7.56) and (7.57), we have ( $l=k$ or $k^{\prime}$ ):

$$
\begin{equation*}
\log \frac{1}{\left|f(z)-a_{i}\right|}=\gamma r^{2} \cos \lambda\left(\theta-\theta_{l, 1}\right)+S+\sum^{N} \pm \log \left|1-\frac{z}{a}\right| \quad\left(z \in I_{l, 1}(\tau)\right) \tag{7.71}
\end{equation*}
$$

where $N<C\left(A^{\prime}\right)^{-h} T(\varrho),|S| \leqslant C A_{1}^{-1 / 2} T(\varrho)$ and $|\gamma|>c u^{-\lambda} T(u)$. Further, we may take $\gamma$ to be real, since the $I_{l, 1}$ are chosen so that the function $G_{i}$ is small only near $\partial I_{l, 1}$.

It is easy to see from (7.71) that the change in $\arg \left(f(z)-a_{i}\right)$ along $\left|\arg z-\theta_{0}\right|=\tau(-\tau)$ is negative (positive), and the contribution from $\left\{\left|\arg z-\theta_{0}\right|=\tau\right\} \cap\{r<|z|<2 r\}$ in absolute value is comparable to $T(r)$. Also, $m\left(r, a_{i}, \Omega\right)$ satisfies (7.63), and hence, by differentiating the proximity function (cf. (2.40)), we may ensure that

$$
\left|\Delta \arg \left(f(z)-a_{i}\right)\right| \leqslant C A_{1}^{-(\lambda-\varepsilon)} T\left(u_{1}^{2}\right)
$$

on $|z|=h$, with $h$ nearly $A_{1}^{ \pm 2 \gamma} u_{1}^{2}$. Thus, by (1.24) and the argument principle we have

$$
\begin{aligned}
n(\infty, \Omega)-n\left(a_{i}, \Omega\right) & \geqslant C T\left(u_{1}^{2}\right)-C A_{1}^{-(\lambda-\varepsilon)} T\left(u_{1}^{2}\right) \\
& \geqslant C T\left(u_{1}^{2}\right)
\end{aligned}
$$

and similarly, $n\left(a_{j}, \Omega\right)-n\left(a_{i}, \Omega\right) \geqslant C T\left(u_{1}^{2}\right)$ for all $j \neq i$. Thus

$$
\sum n\left(r, a_{j}, \Omega\right) \geqslant(q-1) S(r, \Omega) \quad\left(\frac{1}{2} A_{1}^{2 \gamma} u_{1}^{2} \leqslant r \leqslant A_{1}^{2 \gamma} u_{1}^{2}\right)
$$

Since $(q-1)>(q-2)$, this and (2.14) contradict (1.3). Thus (7.65) cannot hold, and we have proved Lemma 7.8.

Remark. Lemma 7.8 and the representation (7.56) (subject to (7.57) and (7.47)) show that in the region $\left\{A_{1}^{-2 \gamma} u_{1}^{2}<|z|<A_{1}^{2 \gamma} u_{2}^{2}\right\}$, the only significant contribution to $m\left(r, a_{i}\right)$ come from components $D$ of $\cup \mathscr{D}_{i}$ which are in the range of $\Phi_{1}$ or $\Phi_{2}$, since (7.64) holds. We summarize our results in

Lemma 7.9. There is a $1-1$ correspondence between strongly significant components in $\mathscr{B}_{1}^{2}$ and $\mathscr{B}_{2}^{2}$, so that the set $B^{*}$ of (3.16) is disjoint from

$$
\begin{equation*}
\mathscr{B}^{*}=\left\{A_{1}^{-3} \varrho_{n} \leqslant|z| \leqslant A_{1}^{3} \varrho_{n}\right\} \tag{7.71}
\end{equation*}
$$

where, as in (7.38), $A_{1}=\log A$. Thus (7.56), (7.57) and (7.47) hold for all $z \in \mathscr{B}^{*}$. In particular, the annulus $\left\{\frac{1}{36} \varrho_{n}<|z|<36 \varrho_{n}\right\}$ is divided into $2 \lambda$ disjoint sectors $I_{j}=$ $\left\{\left|\theta-\alpha_{j}\right|<\pi / 2 \lambda\right\}$ such that

$$
\begin{equation*}
\log \frac{1}{\left|f\left(r e^{i \theta}\right)-a_{j}\right|}=\left(\frac{r}{\varrho}\right)^{\lambda} \cos \lambda\left(\theta-\alpha_{j}\right)+R+\sum^{N} \pm \log \left|1-\frac{z}{a}\right| \quad\left(\theta \in I_{j}\right) \tag{7.72}
\end{equation*}
$$

for some $a_{j} \in\left\{a_{i}\right\}_{i}^{q}$ where $N<C\left(A^{\prime}\right)^{-h} T(\varrho)$ and $|R| \leqslant C A_{1}^{-1 / 2} T(\varrho)$.
Let us check a few of these assertions. The bounds in (7.71) follow from (7.38) and (7.39). Next, consider the set $B^{*}$ of (3.16), which is a union of rectangles from §3.3. Since the strongly, significant components link $\mathscr{B}_{1}^{2}$ to $\mathscr{B}_{2}^{2}$, it follows that $B^{*} \cap \mathscr{B}^{*}=\varnothing$. Thus in (7.39) we may take $s_{1}=A_{1}^{-1} \varrho^{1 / 2}$ and $t_{1}=A_{1} \varrho^{1 / 2}$, and observe that $\left\{A_{1}^{-2} s_{1}<r<A_{1}^{2} t_{1}\right\}$ is contained in some annulus $\mathscr{A}_{m}$ of (5.27). Since $\varrho=s_{1} t_{1}$ the representation (7.56) subject to (7.57) and (7.47) applies and gives (7.72) (cf. (7.71)).
7.8. Proof of the theorem. We have already shown (1.4), and (1.5) follows from the asymptotic expansions (7.58).

Finally, consider (1.6). Thus far, we have centered all attention on subannuli (1.10) of (1.9), where the $\left\{\varrho_{n}\right\}$ satisfy (1.8).

Now that (1.11) is known for all $\varepsilon$, we modify the original $\varrho_{n}$ by

$$
\begin{equation*}
\varrho_{n}=2^{n} \tag{7.73}
\end{equation*}
$$

and use (1.11) with $\varepsilon=\frac{1}{4}$. Then the developments of Chapters $2-5$ apply to slowly expanding annuli centered at the $\varrho_{n}$, and for each $n$, a sequence $G_{m, n}$ may be constructed in the modified annuli $\mathscr{A}_{m, n}$ as in (5.25)-(5.29). Next, we obtain subannuli $\mathscr{B}_{1}(n), \mathscr{B}_{2}(n)$ for $n$, as in (7.42), which lie well on opposite sides of $\left\{|z|=\varrho_{n}\right\}$. Lemma 7.4 (§7.4) is a global statement, and only it and (1.11) are used after §7.4. Thus (7.56), subject to (7.57) and (7.47), (7.58) and Lemma 7.9 apply, and we deduce that (7.72) holds in each annulus

$$
\left\{\frac{1}{36} \varrho_{n}<|z|<36 \varrho_{n}\right\} .
$$

Since now $\varrho_{n}$ satisfies (7.73), we see that these annuli overlap, and thus (1.6) follows at once. This completes the proof.
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