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1. Introduction 

In his fundamental work on diophantine equations f (x, y)=0, Siegel [18] remarks that in 

the case when the curve defined by this equation is irreducible and of positive genus, it 

is possible to find an explicit bound for the number of integer solutions. He then says 

"Man kann nun vermuten, dass sich sogar eine Schranke finden liisst, die nur vonder  

Anzahl der Koeffizienten abhiingt", i.e. one may conjecture that a bound may be 

derived which depends only on the number of coefficients. 

In this form, the conjecture is not true. Chowla [2] showed that for given k4:0, the 

number Nk(h) of solutions of x3+ky3=h has Nk(h)=f2k(loglogh), i.e. there is a number 

~,k>0 such that Nk(h)>ykloglogh for infinitely many positive values of h. More general- 

ly, consider cubic Thue equations, i.e. equations 

F(x, y) = h, (1.1) 

where F is a cubic form with integer coefficients which is irreducible over the rationals. 

According to Mahler [11], the number N~(h) of solutions of such an equation has 

NF(h)=~F(logl/4h), and this was improved to NF(h)=~F(logV3h) by Silverman [19]. In 

fact, Silverman shows the existence of infinitely many (non-equivalent) cubic forms F 

as above with NF(h) =f~F(logV3h). On the other hand it is conceivable that the number 

N'e(h) of primitive solutions (i.e. solutions with coprime x, y) of a cubic Thue equation 

(1.1) is under some absolute bound. Also, it is possible that Siegel's conjecture is true 

for curves of genus > 1. 
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Siegel in his paper goes on to show that the number of solutions of the cubic Thue 

equation (1.1) is bounded by a function Of h only, i.e. a function independent of F. 

In what follows, let F(x, y) be a form of degree r~>3 with integer coefficients which 

is irreducible over Q. Evertse [5] was the first to give a bound for the number of 

solutions of (1.1) which depends on r and h only. More recently, Bombieri and Schmidt 

[1] have shown that when h has v distinct prime factors, the equation (1.I) has 

<< r l+v (1.2) 

primitive solutions. Here and below, unless indicated otherwise, the constants implicit 

in << will be absolute and effectively computable. 

Suppose now that F is a form as above of degree r~>3, which has not more than 

s+ 1 nonzero coefficients, so that(l) 

F(x, y) = ~ aixriy r-ri (1.3) 
i=0 

with O=ro<r~<...<rs_~<rs=r. A modified version of Siegel's conjecture for the special 

case of Thue equations, first mentioned to one of the present authors by Bombieri, 

would be that the number of solutions of (1.1) may be bounded in terms of s and h only. 

Then the number of solutions of the inequality 

IF(x, y) l<~h (1.4) 

may also be bounded in terms of s and h. Going somewhat in this direction, the second 

of the present authors [17] has established that (1.4) has 

<< (rs) 1/2 h2/~(1 +log h l/r) (1.5) 

solutions for h ~ l .  When h= l  this gives <<(rs) m, which contains the bound <<r  

coming from (1.2) with v=0. 

The modified version of Siegel's conjecture for s= l ,  i.e. for binomial forms 

F=ax'-by r, was proved in different ways by Hyyr6 [6], then by Evertse [4], then by 

Mueller [13]. For such forms, the number of solutions of (1.1) or of (I.4) may be 

bounded in terms of h. The case s=2, i.e. the case of trinomial forms F, was settled by 

the present authors in [14]. Here we will establish the conjecture in general. In fact we 

have 

(l) Our  notat ion here  differs f rom the one  in [14] or  [17]. 
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THEOREM 1. The number o f  solutions of(1.4) is 

<< s2h2/r(1 + log h l/r). 

209 

In view of (1.5) it is natural to conjecture that the theorem would remain true with 

the factor s 2 in (1.6) replaced by s. Such a stronger version would imply the bound (1.5). 

But such a version may still not be optimal, since the coefficient c2 in (1.7) below is in 

fact <<  1 when r>~s log s. 

It is easily seen that the factor h 2/r in (1.6) is necessary, but the logarithmic factor is 

probably not. We can prove this when r>~4s: 

where 

THEOREM 2. Suppose that r~4s. Then the number o f  solutions of(1.4) is 

<~ cl(r, s) h 2/r. 

More precisely, suppose that r~>2(e-l+ 1)s where 0<e~< 1. Then the number o f  solutions 
of  (1.4) is 

<7.< C 2 h~% ( c3/e) h o +~)/r, 

C 2 = c2(r ,  S) = (rs2)  2s/r, c 3 = c3(r ,  s )  = s 2 e  (3300sl~ (1 .8)  

Note that c2<< 1 and c3<<s 2 when r~s log 3 s. Thus when 

r i> max (4s, s log 3 s), (1.9) 

the number of solutions of (1.4) is 

<<  s2h 2/r. 

Since (1.5) implies (1.6) when (1.9) is violated, Theorem 1 will follow once we have 

established Theorem 2. 

The set of (~, r/) E R 2 with ]F(~, r/)[~<l was shown by Mahler [10] to have finite area 

Av. Then the set ~ of (~, r/) with 

IF(~, 77) 1-- < h (1. t0) 

has area AF(h)=AF h2#. One should expect that the number Zr(h) of solutions of (1.4) in 

integers is close to Av(h). In fact Mahler [10] has shown that for fixed F we have the 

asymptotic relation 

(1.7) 

(1.6) 
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ZF(h ) = AFh~r + O(h u<~-t)) 

as h--->~, and this was generalized by Ramachandra [15] to norm form equations. But 

here the "constant" implicit in O may depend on F. 

THEOREM 3. When r>-4s we have 

A F < <  (rs2) 2s/r, ( I .  11) 

so that in particular AF<< 1 when r~s  log s. We further have 

]ZF(h) -AFh2/r I <~ c4(r, s)(hl/(r-2S)+hl/rlog h l/r) (1 .12 )  

with 

c4(r, s )  = min (e 34~176176 cs(s)), 

where cs(s) depends on s only. 

We have h~/rloghtlr<<rh ~/('-2~), which introduces a factor r, but one of the main 

features of the theorem is that c4(r, s)<<.cs(s), so that it again implies the modified 

Siegel's conjecture. The function cs(s) depends on a quantity arising in work of 

Khovansky [7], and at the present state of knowledge may apparently be taken to be y~2 

with a suitable absolute constant y>  I. 

Our method is not a straightforward generalization of the cases s=l  and s=2 

treated earlier, and we cannot prove the analogues of certain results in [13] or [14]. We 

are unable to generalize Lemma 4.3 of [14] and we have to substitute the "operation 

flip" (in section 8) which is not quite as effective. 

Let H be the height of F, so that 

$ 

H = m a x  lai I. 
i=0 

Mueller [13] showed that for a binomial form F and for h<~H l-wr)-~ with 9>0, the 

number of primitive solutions of (1.4) is ~<c6(0). The present authors [14] proved that 

for a trinomial form F and for h<~H 1-t2/~)-~ the number of primitive solutions is ~<c~(Q). 

We conjecture that with F of the type (1.3) and with 

h <<- H l-~s/~)-~ 

the number of primitive solutions of (1.4) is <~cr(s, O). 
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Throughout, write 

2. Outline of the paper 

$ 

f(z)  = F(z, 1) = E a i  zri. (2.1) 
i=0 

Section 3 contains a discussion of the "Newton polygon" and its application to the 

distribution of the roots of polynomials such asf(z) with only s+ 1 coefficients. It turns 

out that the roots are located in not more than s fairly narrow annuli centered at 0. This 

fact, which may be of independent interest, is essential for deriving our estimates. 

Put 

x=(x ,y ) ,  Ixl--max(Ixl, lYl), (x)--min(Ixl, lyl). 

Relative to two quantities YL, Ys depending on F and h which will be defined below, a 

solution x=(x, y) of (1.4) will be called 

large if Ixl>YL, 
medium if Ixl ~ EL and (x) I> ITs, 

small if (x) < Ys. 

PROPOSITION 1. The number o f  primitive large solutions is <<s. 

PROPOSITION 2. When r>2s, the number o f  primitive medium solutions is 
<<S2(1 +log hilt). 

PROPOSITION 3. When r>-4s, the number o f  small solutions is 

< <  c2h21r + c3 h ll(r-2s) 

where c2, c3 are given by (1.8). 

One will find a proof of Proposition 1 in w 4, of Proposition 2 in w167 5-9, and of 

Proposition 3 in w167 10-11. Finally the proof of Theorem 3 will be contained in w 12. 

We remark here that Theorem 2 follows from the above three propositions by a 

partial summation argument. First we note that when 0<e~<l and r>~2s(e-l+l), then 

r-2s>~r/(l+e), so that the total number P(h) of primitive solutions of (1.4) has 

P(h ) << c 2 h~r + c3 h (l +e)/r. (2.2) 

The number ~r(h) of primitive solutions of (1.1) is given by zc(h)=P(h)-P(h-1) (where 

we set P(0)=0). With [ ] denoting the integer part we have 
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h 

Z~h)  = Z z(n) [(h/n) l/r] 
n=l 

h 
<~ hl/r Z ~(n) n - l / r  

n=l 
h 

= hl/r Z (P(n) - P ( n -  I)) n -l/~ 
n = l  

h-1 

= e(h) +hl/r Z P(n) (n-l/r-(n+ 1) -l/r) 
n=l 

h-I 
<< P(h) + h Ilrr-I Z P(n) n-  l-(l/~). 

n=l 

Substituting (2.2) we get 

Z F (h) <<  c 2 h 2/r + (c 3/e) h (I +~)/r, 

i.e. Theorem 2. 

In both Proposition 1 and 2 we have to deal with integer points in the long "spidery 

legs" of the domain (1.10). This is intrinsically the harder part and will be dealt with by 

diophantine approximation methods. However, because of the results of a long develop- 

ment begun by Thue and by Siegel which we are able to use here, our proof of 

Proposition 1 may appear to be fairly easy. For  both Proposition 1 and 2 we will 

proceed by three steps, as follows. 

Step 1. To show that when x=(x, y) is a solution of  (1.4) with y4=0, then x/y is a 

good rational approximation to some root c~ i of the polynomial 

f(z) = F(z, 1) = as (Z-al) ... (Z-ar) (2.3) 

of (2.1). 

Step 1 a. To show that we may restrict ourselves to just  a few of the roots ai. In 

other words, there is a set S of  roots of a cardinality which is bounded in terms of s 

only, such that when x is a solution of (1.4) with y=#0, then x/y is a good(l) rational 

approximation to some ai lying in S. 

Step 2. To give a bound for the number of good rational approximations x/y (with 

coprime x, y) to a given ai. 

(t) but  perhaps  not  quite as good as in Step 1. 
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In Proposition 3 we have to deal with integer points in the relatively fat domain of  

(~, r/) E R 2 with 

IF(~, r/) I -< h, min ([~1, Jr/l) ~< Ys. 

Here the basic idea is that the number  of  integer points differs from the area by not 

much more than Ys. 

Finally we have to specify the quanities YL, Ys introduced above. Unfortunately 

their definitions are complicated. Put 

R = e 800t~ (2.4) 

C = (2rl/2M) r Rh ,  (2.5) 

where M is the Mahler height of  F. Pick numbers a, b with 0 < a < b < l  and set 

t = V~( r+a2) ,  z = bt, 

2 = 2~(t-z) ,  (2.6) 

A =  2 ~_rt2(logM+2 ) =  1 r a---/(log M+-~-), (2.7) 

( r t 2+r2_2) / ( r_ l )  2 b 2 - a  2 = - ( 2 . 8 )  
r - 1  r+a 2 " 

If a, b were chosen sufficiently small, then 

for r~>3. We now set 

We further set 

with 

It follows that 

r-~, = r - ( ~ / ( 1 - b ) )  > 0 

EL = (2C)l/(r-~) ( 4eA) "~/(r-~)" (2.9) 

Ys = y1/(r-2~) (2.10) 

Yo = (e6s) r R2~h. (2. I 1) 

ur _6_n2~/r,_Ur (2.12) Vs > Y~ = ~ ~ " = e6s (rs )  2`lrhllr. 
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Let 

3. The location of  roots in annuli 

f ( Z )  ~ rl rs 1 rs a o + a l z  +. . .+as_nz  - +asz  (3.1) 

be a polynomial with 0=r0<r~<.. .<rs=r,  and with all the coefficients ~:0. Construct the 

points 

e i  = (ri, - l og  lail) (i = 0 ..... s) 

and their convex hull C. The N e w t o n  po lygon  of f consists of the "lower boundary" of 

C, i.e. elements (x, y) E C having (x, y*) r C for every y*<y.  The Newton polygon will 

then consist of certain vertices 

Po = Pi(o), Pi(I),'.-, Pico = Ps (3.2) 

with 0=i (0)<i (1)< . . .< i ( l )=s ,  and the segments between adjacent vertices. We define 

a function o(i) for iE {i(1), i(2) ..... i(l)}: namely, when i=i(k), we define a(t3 to be the 

slope of the line segment Pitk_l),Pick). Similarly we define a function a§ for 

i E {frO), i(I) ..... i(/-1)): namely, when i=i(k), then a§ be the slope of the line 

segment Pick), Pick+l). Thus a§ - 1))=o(i(k)) for 0<k<l,  and the Newton polygon will 

have slopes 

o+(/(0)) = ~(i(I)) < a+(/(1)) = a(i(2)) < . . .  < a§ - 1)) = cr(i(l)). 

The inequalities come from the fact that the Newton polygon is convex. See Figure 1. It 

is "known" that rick) -rick_~) of the roots of f will have modulus approximately equal to 

e ~ (l~k~<l). (In the p-adic case this holds with equality.) In order to make this 

precise, and for technical expediency, we will introduce "strong vertices" and a 

"modified Newton polygon". 

The point is that, e.g., the vertices/'2 and P4 in the picture are not useful, since the 

slopes of the segments to their left and right differ by little. So let us define a vertex Pick) 

to be strong i f  

a§ +20 ( 0 < k < l ) ,  (3.3) 

where 

0 = log 3. (3.4) 
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Po=Qo 
�9 PI P T /  

�9 . ~  

"""- P5 / 
~ ' - . ,  p ..... P5___.-~6 

QJ P4 

(o, o) 

P8 = 03 

r,0) 

Fig. 1. Example with s=8, /=5, i(0)=0, i(1)=2, i(2)=3, i(3)=4, i(4)=6, i(5)=8. The modified polygon is 
drawn with a dashed line and has p=3, i[0] =0, i[1] =3, i[2] --6, i[3] =8. 

Also, by definition, Po and Ps will be called strong. 

Let  

Qo = P0 = ei[0], Ql = Pill] ..... Qp = ei[pl = Ps 

with 0 - - i [0 ]< i [ l ]< . . .< i [p ] - - s  be the  sequence of  strong vertices. It is a subsequence of  

(3.2). The number  p will be in l<~p<~s. The modi f i ed  N e w t o n  po lygon  is the polygon Q0, 

Ql . . . . .  Qp. 

Put R k = ri[k] , A k = lai[k]l (0<~k~<p); then Qk = (Rk,-l~ Set 

Then 

and in fact 

M k = e ~ (k = I ..... p), (3.5) 

N k = e ~ (k = 0 . . . . .  p -  1). (3.6) 

No<~MI < N 1 < ~ M 2 < . . . < ~ M p _ I  <Np_I<~Mp,  

N k > e2~ = 9 M  k (0 < k < p), 

since Qk is a strong vertex. 

LEMMA 1. (i) Every  root a o f f  has �89 p. 

(3.7) 



2 1 6  J .  M U E L L E R  A N D  W .  M.  S C H M I D T  

(ii) For 0<k<p,  there are exactly Rk roots with lal<3Mk, and exactly r -Rk  roots 

with [al>3-1Nk. (Here roots are counted with multiplicities.) 

Proof. Let us do the upper bounds first. I ff(z)  is given by (3.1), suppose we 

substitute z with Iz{=Mk. Then the ith term in (3.1) will have modulus 

vki = la, 

We will show that (as an easy consequence of the geometry of the Newton polygon) 

vk ,  itkj = m a x  vki. 
i 

Namely, let a(i,j~ for O<~i,j<.s and i* j  be the slope of the segment Pi, Pj" Thus 

a(i,j) = -( log la, I-log }aj I)/(ri-rj). 

Then by the convexity of the Newton polygon 

a(i[k], i) >~ o+(i[k]) for i >  itk], (3.8) 

a(i, i[k]) ~< o(i[k]) for i < i[k]. (3.9) 

Now 

log (Vki/Vk,  i[k] ) = log lai l-log laitkj [+(r i -r i tk  I ) o(i[k]) 
= ( r  i --ri[k] ) (tr(i[k]) -tr(i, i[k])). 

(3.10) 

Thus when we substitute z with ]zl=Mk into (3.1), the i[k]th term will dominate the ith 

terms with i<i[k], but it will greatly dominate the ith terms with i>i[k]. The idea now is 

that if we substitute z with Izl somewhat larger than Mk, then the i[k]th term will greatly 

dominate each other term, and hence will exceed the sum of the other terms. 

When i<i[k], the first factor is <0 and the second is I>0 by (3.9), so that 

Vki/Vk, it~l <<- I (i<i[k]). (3.11) 

When i>i[k], the first factor on the right hand side of (3.10) is >0, and the second is 

~<tT(i[k])-tr+(i[k]) < - 2 0  by (3.8), (3.3), so that in fact 

~/ki . . . .  -(ri-r'Ik]) ( i> i[k]). (3.12) IVk ,  i[k] <" ~ 
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To begin with, when z = M p w  with Iwl~2, then the i[p]th term (i.e., since i[p]=s,  

the last term) will dominate: 

If(z) I ~ las Zr'l - l a s _ l z r ' - ' l - . . .  - l a0 I 
= [wl ' s - ,  Vp, itpl lwlr" - Vp, s_l - . . . -  Vpo 

Vp, itp~ (Iwl r' - Iwl ~'-' - ' " -  1) 
> 0  

by (3.11) and since Iwl~2. Thus in fact every root a has [al<2M p, which is the upper 

bound in assertion (i). 

We now turn to the upper bound in (ii). By part (i), applied to the polynomial 

f ,  (z) = a o +a  I z q +...-l'-ai[kl Z r'lkl, 

this polynomial has all its ritkl = R  k roots in the disc Iz l<2Mk<3M k. In order to show that 

f(z) itself has R k roots in the disc Izl<3Mk, it will suffice, in view of Rouch6's Theorem, 

to show that 

But 

If(z) -A(z)l < IA(z)l  for Izl = 3Mk. 

Ilk(z) I-If(z) --fk(z) I ~> la,i,1 Z~'~*'I-- ,~, lai zr'l, (3.13) 
i,ilk] 

and we have to make good on our claim that the term ai[k] Z r'~kJ will dominate. But when 

]zl=3Mk, the right hand side of (3.13) is 

3"t'1V - - Z 3 r i v k i - - Z 3 r i  ~> 3r'l*l _ ,,,t,J v,, v,,,tk~ ~ r, 3 Vk, i[k] Z 3ritt'l -(r~-r,ikl) V k  ' i[k] 
i < i[k] i > i[k] i < i[k] i > i[k] 

by (3.11) and by (3.12). We get 

If,(z) l - I f ( z )  -fk(z) I > 3 r'~*~ Vk. ,tkl (1 --2(3-l+ 3-Z+...)) = 0. 

The lower bounds of the lemma may be proved similarly. Alternatively, one could 

use the reciprocal polynomial 

r--rs_ 1 f (w )  = wrf(w - l )  = a s +as_ l w + . . .+ao  WL 

The Newton polygon (resp. modified Newton polygon) o f f  is obtained from the Newton 

polygon (or modified Newton polygon) o f f  by reflection on the line x=r/2.  In this 
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transformation, Ro, R l . . . . .  Rp will change into r - R p ,  r - R p _  l . . . . .  r - R  0. The reflection 

changes slopes into minus themselves, so that by (3.5), (3.6), M 1 . . . . .  Mp, N O . . . . .  Np_ l 

will change respectively into N~l l  . . . . .  No  l, M~ l . . . . .  M11. Thus by what we have already 

shown, every root /3 o f f  will have [/3{<2N~ l, so that every root a o f f  has [al>XN0 . 

Similarly, for O<l<p, exactly r - R p _  I roots o f f  have 1/31<3N~z. Thus for O<k<p, pre- 

cisely r - R  k roots/3 of f have [/31<3N~ -1, so that r - R  k roots a of f have lal>3-1Nk. 
Lemma 1 has been established. 

For  k= 1 . . . .  ,p, let 92k be the annulus 

9Ak: 3-1Nk-i < Izl < 3Mk. (3.14) 

By (3.7), these annuli are disjoint. Each root a of f has lal>3-1N0, and R 1 

of the roots have {a[<3M I. Therefore 92 1 contains exactly R 1 roots. All the other roots 

have lal>3-1Nl. Since there are R 2 roots with lal<3M2, there m u s t  be precisely 

R 2 - R  1 roots in ~2. And so forth. Thus we have 

LEMMA 2. The annulus 9Ak (where l<.k<.p) contains exactly Rk--Rk-1 roots o f f .  

Suppose now that a E 9~k; then ~= log lal lies in the interval 

tr+(i[k - 1]) - 0  < ~ < o(i[k]) +0.  (3.15) 

There may be vertices Pi~t) of the Newton polygon between Pitk-t~ and P,xkl; say 

Pitk- 11 = e l (a) ,  ei(a+ 1) . . . . .  Pith) = P,Ikl 

are adjacent vertices. Then 

a+(i[k - 1]) = ~r+(i(a)) = o(i(a+ 1)) < o+(i(a+ I)) = o(i(a+ 2)) < . . .  

= a ( i ( b -  1)) < a+(i(b - 1)) = cr(i(b)) = cr(i[k]). 

Since there are no strong vertices between P,tk-~l, P~tkl, we have 

r <~ff(i(t)) +20 (a<t<b) .  

Thus for every ~ in the interval (3.15) there is a t in a<t<~b with [r We have 

proved 

LEMMA 3. For  every root a o f f  there is a t in l<~t<<.l with 

I log lal-o(i(t))l ~< 0. (3,16) 
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4. Large solutions 

As we remarked in Section 2, the proof of Proposition 1 will be in three steps. For Step 
1 we simply quote Lemma 1 of [1]: 

LEMMA 4. For any (x, y) with (1.4) and y~0, there is a root a i o f f  with 

min (I, lai-~-I) ~< (2rV2M) r h lxl -r, 

where M is the Mahler height of  F. 

For Step 1 a, we begin by quoting Lemma 9 of [17]: 

LEMMA 5. Let f(z) be a polynomial of  degree r with real coefficients. Let a=A +Bi 

be a root o f f  with B>0 and suppose that J[x)f'(x)<O for real x in the interior of  

A <-x<A+(9r)hB, (4.1) 

where h is a positive integer. Then f has at least e v~/16 roots in the square consisting of  

z=x+iy with (4.1) and O<y<.(9r)hB. 

Put 

R 1 --  e 790|~ R --  e s001~ ( 4 . 2 )  

LEMMA 6. Let f(z) be a polynomial of  degree r with real coefficients. Suppose that 

f(x) f '(x) :i:O for real x in I, where I is an interval XI <x <X2, or a half line x <X2, or x>X r 

Suppose there are m>~ 1 roots aj =xj +iyj (j= 1 .. . . .  m) with real parts xjE I. Then there 

is a root a t among these m roots such that for every real ~, 

[~-all<R rain I~-a,I. 
l<~i<~m 

Proof. Replacing f(x) by f ( - x )  if necessary, we may suppose thatf(x)f'(x)<O in 1, 

so that If(x) [2 decreases in I. Then I cannot contain arbitrarily large x, hence must be of 

the type XI<x<X2 or x<X2. We claim that 

ly,.I ~>RII(X2-xi) (i= 1 .... , m). (4.3) 

For otherwise there is a root z=A+Bi with A<X2 and 

Inl < RV'(Xz-A). 



220 J. MUELLER AND W. M. SCHMIDT 

There will be such a root  with B>0.  We set 

h = [260 log z r]. 

Then 

A + ( 9 r ) h B < A + R I B < X 2 .  

The hypotheses of  the preceding lemma are satisfied, so that f has at least 

eV-~/16roots. But h>2561og2r, so that we would get more than r roots,  which is 

impossible. Therefore  (4.3) is indeed true. 

Now let a e be among a 1 . . . . .  a m with a minimum value of lYel. Then for l<.i<~m, by 

(4.3), 

lae-ail ~ IXe-gilA-lYe-Yil 

IX2 - xil + IX2 - gel + 2 lYil 

~< R~lYel +R~lYel +2ly~l 
< 4RllYi[. 

Thus for real ~, 

It-al l  ~ I~-a~l+lae-a,I < I~-ail+4g,ly;I 

< Rl~-ail. 

LEMMA 7. Let  f(z) be a polynomial o f  degree r with real coefficients and having 

<~s+ 1 nonzero coefficients. Then there is a set S o f  roots at o f f  o f  cardinality IS1~<6s+4 

such that for  any real 

min I -a,I min I -a,I. (4.4) 
alES 1 <~i<~r 

Proof. It is easily seen that f has ~<2s+ 1 real zeros,  and also f '  has ~<2s+ 1 real 

zeros, so t h a t f f '  has ~<4s+2 real zeros. Thus the real numbers x w i t h f f ' ( x ) * 0  fall into 

~<4s+3 intervals (or half lines) I. Let  S consist on the one hand of  the real zeros o f f ,  

and on the other  hand for each interval I as above for which there are roots o f f  with real 

part in I, pick an a t according to Lemma 6. The set S so attained will have 

Isl~2s+ l + 4 s + 3 = 6 s + 4 ,  and clearly (4.4) is valid. 
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Remark.  In our work [14] we showed that for s=2, the arguments of the roots o f f  

are well distributed. More generally, Khovansky [8] has shown (see also [9], [16]) that 

for polynomials with ~<s+ 1 coefficients, the arguments of the roots are fairly well 

distributed. This fact, together with information on the moduli of the roots as given in 

Lemma 2, could also be used to obtain a lemma like our Lemma 7. But our present 

knowledge about certain bounds of Khovansky is poor, so that in this way the set S 

could only be shown to have cardinality <~r with some constant ~ > I .  

Combining Lemmas 4 and 7, and recalling (2.5), we get 

LEMMA 8. There is a set S o f  roots o f f  o f  cardinality ~<6s+4, such that for  any 

(x, y) with (1.4) and ya~O, there is a root a i E S with 

m i n ( l , l a , - y l ) ~ < C l x l  -r. (4.5) 

This completes Step 1 a for large solutions. Step 2 will be accomplished via the 

Thue-Siegel principle. 

LEMMA 9. Given a root r i o f f ,  the number o f  reduced fractions with (4.5) and with 

max (Ix[, [y[) > YL is << 1. 

Proof. With the notations (2.6), (2.8), the number in question is 

<24  l~ (6-1(2-2)-1) 
log ( r -  1) 

(4.6) 

by [1, w In [1] we had C=(2fl/2M) r rather than (2.5), both in (4.5) and in the 

definition [I, (2.9)] of YL, but clearly this does not matter. Now by (2.6), 

if b is sufficiently small, and 

2 - ~ > V - 7 -  
t(1-b) 1 - b  

r 2 
6-~< 

2(b2-a2)" 

Hence the quantity in (4.6) is bounded. 

Proposition 1 is an immediate consequence of Lemmas 8 and 9. 
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5. Medium solutions 

In contrast to large solutions, the bulk of  the work on medium solutions will be in Step 1, 

i.e. to show that each medium solution of (1.4) is such that x/y is a good rational 

approximation to some ai. 

LEMMA I0. Let x, y satisfy (1.4), and let a be an element of  {al . . . . .  at} with 

Ix-ayl = rain Ix-aiy I. (5.1) 
1 ~ j ~ <  r 

Suppose that y*O and that f(U)(a)#:O with u in l<~u<<.r. Then 

x r [ 2~h ~ v. [ a - - -  <~-- - -  - . (5.2) 
y[ 2 ~lf(")(a)y'l) 

Proof. The symbol ~ will denote an ordered subset of {1 . . . . .  r} or cardinality 

I l=u. There are r ( r -1 ) . . . ( r - u+ l )~<r"  such subsets. Introducing 

f~(z) = a~ I-[ (z-aj) 

where the product is ove r j  in l<~j<~r w i t h i e S ,  we have 

f(~) (z) = E f ~  (z). 

Hence there is a set ~ with 

If(,) (a)[ <~ r~lf$ (a)[. (5.3) 

Such a set ~ will be fixed in what follows. 

so that 

For any j ,  

ly(a-aj)  I ~ Ix-ayl+lx-ajyl ~ 21x-%yl, 

[y'-~f~(a)l ]a~lI~ ly(a-ai)l-.~2 [a~l]-] lx-ajyl, 
jr jr 

and further by (5.3), 
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[y~-"f (~) (a) l ~< r"2~-"las II-[ Ix-ajYl �9 
j ~  

ff we multiply by Ilje ~ [x-ajyl, we obtain 

( j~e~ Ix-aJyl ) lYr-"f'") (a) l <~ r"2~-"lF(x' Y)l <~ e'2r-"h" 

But this yields 

]x-ay]"lyr-"f 0') (a) I ~< rUT-Uh 
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and (5.2). 

Lemma I0 will be useful provided we can show that some derivative f ~") (a) is large. 

This will be our next task. 

6. Estimation of derivatives 

The aim of this section is to show that for each root a o f f  there is a u, l<<-u<-r, such that 

If (u) (a)l is large: 

LEMMA 1 I. Suppose (1.4) holds with y~O, and let a be a root o f f  with (5. I). Let 
K=K(a) and k=k(a) be certain integers to be defined below. Then there is a u in 
l <<.u<~i(K) with 

If  (u) ( a)] >I l (2s2r)l-s lai(holla( '~-". (6.1) 

Also, there is a v in l<_v<.s-i(k) with 

if(o) (a)[ I> -~s(2S2r)l-s [ai(k)llal r"k,-~ (6.2) 

Recall the vertices (3.2) of the Newton polygon. We now define K(a), k(a) as 

follows. We set K(a) =I if a+(i(l - 1)) =o(i(l)) =o(s) < log [a[+ log s+3. When o(s) t> 

loglal+logs+3,  we let K=K(a) be least in O<~K<~l-1 with a+(i(K))~>logla[+ 

log s+3. Similarly, we set k(a) =0 ifo+(0) =a+(i(0)) =o(i(1)) > log ]a I-  log s -3 .  When 

a+(0)~<log]al- logs-3,  we let k(a) be the largest integer in l<.k<.l with o(i(k))<. 
log [a[-log s - 3 .  It is then clear that k(a)<.K(a). In fact we claim that 

k(a) < K(a). (6.3) 

15-888286 Acta Mathematica 160. Imprim6 le 20 mai 1988 
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For it may not actually happen that K(a)=O, for this would mean that o(/(I))= 

o+(/(0))~>loglal+logs+3, which is incompatible with Lemma 3. Similarly it may 

not happen that k(a)=l .  But if we had O<k(a )=K(a)<l ,  then o( i ( k (a )+ l ) ) )=  

tr +(/(k(a))) = o +(i(K(a)))>1 log l al + log s + 3, o(i(k(a)))<<, log s -  3, and there could be no t 

with (3.16), in contradiction to Lemma 3. 

In what follows, set K = K ( a ) ,  k=(a).  

Before giving a proof of  Lemma 11, we will try to give motivation for (6.1), (6.2) 

and their proofs. Suppose 

s+t 
g(z) = ~ ai zr' 

i=m 

is a polynomial involving t+  1 powers z r" . . . . .  z r'+' with r s < . . .  <rs+ r For  given a4:0, the 

system of relations 

g(a)  = g ' (a)  = . . .  = gtO (a) = 0 

is equivalent to 

g(a) = ag'(ct) = . . .  = atg tt) (a) = 0. (6.4) 

This is a system of t+  1 homogeneous linear equations in the t+  1 coefficients a r The 

matrix of this system of  equations has columns ar'r~ with 

ri 

r[  = r i (r i - 1) (m <. i <~ m + t). (6.5) 

r i (r i - 1)..'.(r i - t +  1) /  

The determinant det(rtm . . . . .  rts+t) with columns rtm . . . . .  rtm+t is a certain obvious Van 

der Monde determinant,  so that 

det (r~ . . . . .  rts+t ) = N ( r j - r  i) 4=0. (6.6) 
m~i<j~m+t 

Thus when a4:0, the relations (6.4) are impossible unless g vanishes identically. In a 

similar manner one can see that if the coefficients of  g are not small, then Ig(a)l, 

[g'(a) I . . . . .  Ig~t)(a)l cannot all be small. In particular when a is a root of  g, then 

Ig'(a)[ . . . . .  Ig~t)(a)l cannot all be small. 
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Suppose now that a is a root o f f .  Suppose further that the term a i a  r' in f(a)  is 

"dominan t" ,  i.e. that 

lai ari[ >> max lak ar' l .  
k 

Then if no cancellations arise, we can expect that 

I f  (u) (a) l >>  laillal"-14. 

P r o o f  o f  L e m m a  11. Set 

gl(z) = ~ ai zri, g2(z) = ~ ai zri. 
i<~i(lO i>~i(k) 

If  we consider gl as the main part o f f  and apply the ideas discussed above to gl, we will 

be led to (6.1); on the other hand by considering g2 we will be led to (6.2). 

Put 

tl = i (IO,  t2 = s - i ( k ) .  (6.7) 

(v) be the column For v =  1,2, for O<<.u<~tv and  O<~i<~s, let % 

[ ri 

r(~.) = r i ( r  i --  l ) ( r  i - -  U + 2) 141 " ' "  

r i (r  i --  1). . .  (r  i - - u )  

\ r  i (r i - 1)... ( r  i - - t  v + 1)i 

(~) is the column (6.5) with t=t~  and with the (u+ 1)st row removed. Put Note that rui 

E(2) u+tl (I) p(l) t.(l) = ( - 1 )  det (r~0, ) (O<<-u<<.tl), " u l  ' " " '  ~ u , i ( l O - I  

E t2) = ( -  I)14% det (I,(2) .(2) r(2) ~ (0 ~< U ~< t 2 ). 
Xau,  i ( k ) + l  ' " " '  ~ u , s - l '  ~us  I 

Then(l) for O<~j<~s, 

(l) With rj (rj - l ) . . . ( r j  - u + l )  understood to be 1 when u=O. 



226 J.  MUELLER AND W.  M. SCHMIDT 

l I 

E E l .  1) r ( r .  . ,  tl tl = / - ) (1 )  . j ,  j - 1 ) . . . ( r j - u + l ) = d e t ( r ~ , . ,  ri(K)_l,r j ) ~ j  , 
u = 0  

say, and 

12 
t 2 t 2 t 2 x E E(u2) r j  (r j  - I) . . .  (rj - u + 1) = d e t  (rit(2k) +1 . . . . .  rs- l, L ,  r j  ) 

u=O 

= / ' ) ( 2 )  
- - j  

say. As a consequence, 

E E(~) z"f(")(Z) = t~jlJj~ r~(v) Z rj" 
u = 0  j = 0  

(v= 1,2). 

Now D) 1)=0 when j<i(K) and D)2)=0 when j>i(k). Since f (a )=0 ,  we obtain 

11 

E E("I) aUf(U)(a) /')(1) _ri( lO = ai(K) L~i(K) Ct dr- E (1) ry aiD) a ,  (6.8) 
u =0 j>i(K) 

h 
E E(ff ) a~f(~)(a) = ,~ ~(2) r~(k) • "i(k) ~ i (k)  ~ 7- E (2) aiD) a .  (6.9) 
u = 1 j < i(k) 

There are no te rmsj>i (K)  in (6.8) when K=I. When K<! we wish to show that the first 

term on the right hand side of  (6.8) dominates. To this end we introduce the quotients 

w ~ j l )  _ ~ / ~ ( 1 )  r j / ~  / - ) (1)  , ~ , ( ~  I (j > i(K)). 
�9 t a j L J j  tx , ~ i ( l O ~ t . . i ( l O ~  I 

Similarly, when k>0 we put 

W • j 2 )  _ r l  / ) ( 2 )  r f J  [ r t  / '1(2) 
�9 - w - J  ~ " i ( k ) ' - ' i ( k )  ar'(')l (J < i ( k ) ) .  

By the product formula (6.6) and in view of Irj-r w I~lr,.(~ o -rw I+lrj-ri(hol we have 

Dj(,)/n(,)l= [-[ IrJ -r~ I-I (1+ ri-ri( hO ) 
..-'~(x)~ w~i(r)l r~Er ~ <<- - -  �9 w < i(IO \ ] ri(K) - -  rw I 

Note that w<i(K) yields r~(x)-rw~i(K)-w, so that 

i(K) 
jD)l)/r~(l)  "'i(tO[ <" 1--[ (l+m-llrJ -ri(IO l) 

m = l  

and 
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i(/o 
(1) (1) _< < (r _ri(lo) (l + log s) log 119) /Di(I 01 "~ ( r j  - ri(iO ) E m-I 

m = l  

for j>i(K). Similarly, 

for j<i(k). 
Forj>i(K) we have 

lr~(2) / lr~(2) - -  rj) (I + log s) log L,j tL,,i(k) < (ri(K) 

log WJj 1) < (rj -ri(lO ) (log la I + 1 +log s) +log l aj l- log l a,.oo I 
= (rj -ri(x)) (log lal+ 1 +log s -o ( j ,  i(K))), 
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where (as in Section 3), cr(i,j~ for O<.i,j<.s and i* j  denotes the slope of the segment 

Pi, Pj. Since j>i(K),  and by the convexity of the Newton polygon, 

a(j, i(K)) I> o+(i(K)) I> log lal+log s+3, 

so that 

log wJjl)< -2(rj  -ri(lO), 

i.e. 

w~jl) ~ e -2 ( r j - r i (K ) ) ,  

E W~i 1) < e-Z+e-4+"" < 1 "  
j > i(x) 2 

and therefore 

Because of (6.8) and the definition of W~j 1) we may conclude that 

t 1 

Z E(2 ) a~f(~)(a) 
u = l  

I a D (1) a r~t~ 
> 2 ~(~o i(h3 1. (6.10) 

In analogous manner, (6.9) yields 

t 2 

Z E~f ) a"f(u)(a) 
u = l  

,-, D ( 2 )  �9 > 2 "~i(k) i(k) ar'(k)[ �9 (6.11) 

In the next section we will show that 
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s 2 s - I  (I) I ))l <. 2 (s r) IDithol (1 <~ u ~< tl), 

IE~2) } ~< T(s2r) ~-1 n(2) --'i(k) l (1 ~< u ~< tz). 

Subst i tut ing this in to  (6.10) we see  tha t  the re  is a u in l<.u<-tl with 

if(u ) (a )  l i> l ( 2 s 2 r ) l _  , lai(h~llalr,(,o-.. 

Similar ly (6.11), (6.13) yield a v in l<.v<_t2 with 

I f  (~ (a) l I> l(2s2r)l-s lag,)llal r'(*,-~ 

(6.12) 

(6.13) 

7.  E s t i m a t i o n  of  d e t e r m i n a n t s  

LEMMA 12. Let ml ..... mr be integers with O<<-mj<~j (j= l . . . . .  T) and m i - m i * i - j  
for l<<.j<i<~T. Then 

m l + m 2 +  ... + m r  ~< T. 

Proof. This  is c lear  fo r  T = I .  W h e n  T > I  and  mj*j  for  j = l  . . . . .  T, then  m I =0 .  

F u r t h e r m o r e  m 2 = m  2 - m  1 . 2 - 1 = 1 ,  so tha t  also rn 2 =0 .  Cont inu ing  in this way we get  

m j = 0  ( j = l  . . . . .  T) .  S u p p o s e  then  tha t  T > I  and  mi=i fo r  s o m e  par t i cu la r  i, and  tha t  

mj<j for  j<i. I t  fo l lows in the  s a m e  m a n n e r  as above  tha t  m~ = . . . = m i - i  =0 .  F o r  

k=l,2 ..... T - i  and  t = 0 , 1 ,  . . . , i - 1  we have  mi+k=mi+k--mt*i+k--t, so tha t  O<~mi+k<-k. 

Apply ing  the l e m m a  wi th  T - i  in p lace  o f  T we get  

mi+ 1 + m i +  2 + , . .  + m r s <  T - i ,  

Since m 0 +m~ + ... + m  i = 0 +  ... + 0 + i ,  the  asse r t ion  fol lows.  

Cons ide r  var iab les  r0, r I . . . . .  r j  and  vec to r s  

F o r  O<<.v<<.J+l put  

aj=(rJo,rJl ..... rj) ( j =  0,1 . . . .  ). 

Go= d e t ( a 0 , a  t . . . . .  ao_t ,ao+ t . . . . .  aj+~).  

In  par t icular ,  Gj+ 1 is the  V a n  der  M o n d e  d e t e r m i n a n t  

M= I--[ (r. -rw). 
O<~w<u<~J 
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LEMMA 13. 

Go=Sj+l_oM (O<.v<.J) 

where S j+l_ v is the e lementary symmetr ic  funct ion  in r o . . . . .  rj o f  degree J+  1 - v .  

Proof. G o vanishes when r~=r w for  some u~:w, so that G o is divisible by M, say 

G o = G ' M ,  Comparison of  degrees shows that G* is homogenous of  total degree 

J + l - v  and of  degree 1 in each r;. Since Go/M is invariant under  permutations of  

r 0 . . . . .  rj, the quotient G* is a constant  multiple of  Sj+~_ o, so that G o =coSj+~_oM with 

constant c o. Since G o, Sj+~_ o and M are polynomials with integer coefficients having no 

nontrivial common divisors (in fact the coefficients are among 1 , - I ,  0), we have 

c o = + l .  Now when r 0 . . . . .  rj is a rapidly increasing sequence,  the main term in 

G o will be r I ~ . . .  ro~ 1 r~+l ... r~ +1, and G o >0,  M>0 ,  Sj+l_ o >0,  so that c o >0  and there- 

fore c o = 1. 

Consider the vectors 

bj = (r0(r 0 - 1)... (r 0 - j +  1) . . . . .  rj(rj - 1)... (rj - j +  1)) ( j  = 0,1 . . . .  ), 

with b 0 to be interpreted as (1,1 . . . . .  1). For  O<~u<.J+ 1, put 

LEMMA 14. 

H~= det(bo, b I . . . . .  b~_l,b~+ 1 . . . . .  bj+l). 

Hu=Nj+l_uM, 

where Nj+I_,, is a polynomial  in r o . . . . .  rj o f  degree J+  l - u ,  with integer coeff icients 

whose moduli  have a sum 

2J+l(J+ 1)2r 

Proof. It is clear that H~ is divisible by M, and comparison of  degrees shows that 

H~/M is of  degree J + l - u .  The hard part is to estimate the coefficients. Observe that 

r ( r - 1 ) ( r - 2 )  ... ( r - j +  1) --- ~ ( -  1)~-icjn r j 
n~0  

where c~= 1, and for O<<.n<j, 
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i = �9 < (j2/2)J-n. 

O<il < , . .  <ij_n < j 0 < i < j  

(7.1) 

We have 

bj = ~ ( -1)n-Jc j .  aj 
n = 0  

and therefore 

= 2 
U~nu+ 1 ~<u+l 

H~ = det(a  o, a I . . . . .  au_ 1 , b~+ 1 . . . . .  b j +  1 ) 

E ( -  1)~ c.+1,~+ ... c1+l,~j+ det (ao, al . . . . .  a._l, a~+~ . . . .  , a~+,) 
//~< nj+ 1 ~<J+l 

with p = ( u +  1 -nu+~ )+ ... + ( J +  1 -nj+~ ). The determinant on the right hand side vanish- 

es unless nu+ ~ . . . . .  nj+~ are distinct, in which case it is a determinant G o. By Lemma 13 

the quotient Hu/M=Ns+I_  u is a polynomial whose " leng th"  L(Nj+I_u),  i.e. the sum of 

the moduli of its coefficients, is 

~<2s+l E ... E cu+l,..+ ' 
u<~nu+l~U+l u<~nj+l <~J+l 

nu+l, ..., n j+ 1 distinct 

since L(Sj+l_o)~<2 TM. We set T = J + l - u  and 

mj = u + j - n u +  j (I ~<j~< T), 

so that  by (7.1) 

and 

�9 ' '  C j + l , n j + l  

c~+j,,,,+~ <~ ((u +j)2/2)-j ~< ( ( j+  1)2/2)-i 

L(Ns+I_ . )  ~< 2 J + t E*  ((J+ 1)z/2)m~ 

where the sum E* is over 0~<mj ~<j (= 1 . . . . .  T) with m i - m j  ~ : i - j  when i:t:j. The number 

of summands is 2 r, so that by Lemma 12, 

L(Nj+I_o) <~ 2r+J+l((J+ I) 2/2) r = 2J+l(j+ 1)2(J+l-u). 
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We now turn to the proof of (6.12). Setting J = i ( K ) - I  we have 

D(I_) 1"-[ (r w --ro) = M H (ri(lO -ro)" i( K ) -'~ 
O<v<w<~J+l O<v<~J 

Substituting integers with 0=r0<r  I < ... <ri(m<-r we get IDI~]o]>~M>O. On the other 

hand, Er ), except for the sign, is the same as H u with J = i ( K ) - I ,  so that by Lemma 14 

1 2) 1 -< 2J+l(J+ 1)2(J+l-u) rJ+,-UM. 

For l~u<<.t~=i(K)<.s we have J+l<~s and J + l - u < . s - 1 ,  so that 

E(u 1)/F~(l) 

which establishes (6.12). The relation (6.13) is shown similarly. 

8. Good rational approximations 

We will complete Step 1 for medium solutions. Let q be the smallest number with 

]%1 = max lajl = H. (8.1) 
O<~j<~s 

Then Pq is the lowest vertex (or the left one of two equally low vertices) of the Newton 

polygon. 

LEMMA 15. Suppose (1.4) holds with y~=0, and let a be a root o f f  with (5.1). 

Suppose that q<i(K) where K=K(a). Pick u according to Lemma 11. Then 

l a - y l <  l ((rs)2S(2e3s)rh~ l/u (8.2) 
H(l/u)  -(l/r) lylr ] 

Proof. By Lemma 10 in conjunction with Lemma 11, 

la-~X I < (- T(rs)2S h .~'/" 

Y \lai(tollal r'<m-"lylr] " 

We will show that 

has 

u) = la,.ollal 
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so that (8.2) will follow. 
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A(a, u) >>- (e3 s)-r H I-(u/r) , (8.3) 

By the construction of K(a), 

log lal I> a(ifK)) - l o g  s - 3 .  

Since u<.i(K)<~ri~h3 we have 

log A(a, u) =(ritr) -u) ( log  lal) +log lait~ol 
>- (ri~r) - u )  (o(i(K)) - log  s -3 )  +log lae~ol. 

In view of q<i(K) and the convexity of the Newton polygon, tr(i(K)) >~cr(q, i(K)) and 
thus 

log A(a, u) >I (ritio - u )  or(q, i(K)) +log ]ai~h.)l-rlog (e3s), (8.4) 

By the general identity 

rio(q, 0 +loglail = rqO(q, i) +loglaql ( i *  q), (8.5) 

the right-hand side of (8.4) is 

(rq -- U) tr(q, i(K)) +log l aq l -  r log ( e3s) . 

Now since Pq is the lowest (or one of the lowest) vertices of the Newton polygon, and 

since q<i(K), we have o(q, i(K))~0. Therefore in the case when rq>~U we get 

log A(a, u) I> log laql-r log (e3s) = log H - f l o g  (e3s), 

establishing (8.3). On the other hand when rq<U, we note that a(q, i(K))<.o(q, s) and we 
obtain 

log A(a, u) >- (r q - u )  o(q, s) +log la q l - r  log ( e3 s) 

= -(rq -u) log la s I-log I% I +log laq I - d o g  (e3s) 
r s - rq 

= ( 1 -  U--rq ~ loglaql + U-rq loglasl_rlog(e3s ) 
\ I s - r q  ] r s - rq 

>~(1 - : - r r : ) l og laq l - r l og (e3s )  
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since r s =r. But u<.r, so that (U-rq) / ( r - r  q)<.u/r and 

log A(a, u) >i (1-(u/r))  log H - r  log (e3s), 

i.e. (8.3). 

LEMMA 16. Suppose (1.4) holds with x4=O and 

[Yl >~ 2(rs) 2s/' hl/r. (8.6) 

Let  a be a root o f f  with (5.1), and suppose that i(k)<q. Pick v according to L e m m a  11. 

Then 

with 

Here 

[ (rs) 2" (4e3s) ' h l/o 

Proof. By (6.2) in conjunction with Lemma 10, 

A *  = A * ( a ,  v )  = Iai dIal ''*,-~ 

(8.8) 

by (8.6), so that 

]x I < ]2ay]. (8.9) 

log (lalVA*(a, v ) )  = rick) log lal +log [a,(k) I. 

When k=O we get ri(o)=ro=O and log[a~(k)[=loglaol>>-O. When k>O we have log[a[>_- 

o(ffk)) + logs+3 ,  so that 

log (la[~ v)) > ri(,) a(i(k)) +log lai(,)l 

> rick) a(O, i(k)) +log lai(k)l = log la0] I> 0. 

Inserting this into (8.8) we get 

la__~i<la l (2r(rs )2Sh) l /v  
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Now comes "operation flip". From (8.8), 

< ( 2r(rs)2S______~h~ ,/o 1 
a-'--'-'~-I= ~ Ct--~ kiai(,)Nalr"/ ixllyl(r/v,_l �9 

Now by (8.9), and with the notation 

r(a,  v) = lai~k)llal -~r-'ck' 

we obtain 

ict_l__~ < ( 4r(rs)2S h ~1/o 
j �9 

Lemma 16 will follow once we have shown that 

F(a, o) I> (e3s)-rH I-(~ �9 (8.10) 

The proof of this is "dual"  to the proof of (8.3). The number v of Lemma I 1 has 

v~s--i(k)<-r--ri(k), and since a+(i(k))>log lal-log s - 3  by the definition of k, we have 

log F(a, v) I> (r-rick) - o) (-tT+(i(k)) - log  (e3s)) +log lai~k)l. 

But q>i(k), so that o(i(k), q)>-tr+(i(k)) and 

log F(a, v) >I - ( r -  rick) - v) a(i(k), q) +log l ai~k~l- r log (e3s) 

= - ( r -  rq-  o) cr(i(k), q) + log l aql-  r log (e 3s) 

by the identity (8.5). 

In the case when o<~r-rq, this is 

I> log laq I - r  log (e3s) = log H - r  log (e3s), 

since o(i(k), q) <.0. Thus (8.10) follows in this case. On the other hand tr(i(k), q) >~tr(O, q), 

so that in the case when v>r-rq ,  we obtain 

log F(a, v) I> - ( r - r q  - v) o(0, q) +log laq I - r  log (e3s) 

= (r-rq - o )  ((log laq I-log la0 I)/rq) +log laq I - d o g  (e3s) 

((r-- O)/r e ) log l aq l-- r log (e3s). 

But 
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(r-v)/rq >I (r-v)/r  = 1-(v/r), 

so that 

log F(a, v) ~> (1-  (v/r)) log H -  r log (e3s), 

whence again (8.10). 

Lemmas 15; 16 are essentially dual to each other. But the choice of a according to 

(5.1) is not symmetric in x,y  which necessitated "operation flip" in the proof of 

Lemma 16. In the trinomial case (the case s=2) [14] we were able to pick a (resp. 1/a) in 

a way which was symmetric in x, y; this is more difficult to do in the general case. 

9. The number of  medium solutions 

With Ys satisfying (2.12), Lemmas 15, 16 show that when (1.4) holds with 

(x) =min (Ix[, lYl) ~ Ys, 

there is either a root a ofF(x,1) with (8.2) or a root a -1 of F(1,y) with (8.7). Moreover, 

since (x)>~Y s, the right hand sides increase with u resp. v, so that we may replace u, o 

by s. 

Step 1 a for medium solutions is accomplished just as for large solutions. With R 

given by (2.4) and with the aid of Lemma 7, we see the following. 

LEMMA 17. There is a set S of  roots of  F(x,l) and a set S* of  roots of  F(l, y), both 
with cardinalities <~6s+4, such that any solution x of  (1.4) with (x)>~Ys either has 

a - y  < R f (rs) 2s ( 4e3 s)r h ) l/s 
nO/s)-(l/r) \ ~ (9.1) 

with some a E S, or has 

R (9.2) ct*----~ < n(t/s)_O/r)( (rs)2S (4e3s)r h') 'Is 
Ixl r / 

for some a* E S*. 

For Step 2 for medium solutions it will suffice without loss of generality to estimate 

the number of solutions of (9.1) with 

Ys<~ Y <<- YL" (9.3) 
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Now (9.1) implies that 

with 
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y a -  < 2Y m (9.4) 

K = 2R(rs)  2 (4e3s) r/s h i/~ H wr) -0/~) < R2(eSs)r/s hl/S n "-l12s, 

since we suppose r>2s .  Let xo/yo . . . . .  x,,/yv be the solutions of (9.3), 

g.c.d.(xi, Yi)= 1 and ordered such that 

Then (9.4) gives 

so that we have the "gap principle", 

Ys<~Yo <~...<~Yv<~ YL" 

1 K 

YiYi+l y~/S ' 

(9.5) 

(9.4) with 

Yi+I >~ K-lylr/s)-1 >t K-~ vWs)-2 ,. = K-~ .a/s ~ r/s ..l/2s 
�9 s : i  r6 Yi ~ e  n Yi 

by (2.10), (2.12), (9.5) (i=O . . . . .  v -  1). Thus Yv >>'(d/SHl/2s) vand 

log Y v >>" (v/2s) (r +log H). (9.6) 

On the other hand by (2.9) 

logy v ~<log YL = r_--~12 log2C+ r_-~(A + log 4). 

Here A<<X/7  and r - 2 > > r ,  so that in conjunction with (2.5), (2.7), 

log yv << r-~ log 2C+r-V2(A +log 4) 

<<  log M+log r+log h l/r + r-  trZ(log M + r) 
<< log H+rV2+log h l/r, 

since M<~(r+ 1)H (Mahler [12]). In conjunction with (9.6) this gives 

v << s( l + log h l/r ) , 

so that in fact the number of primitive solutions of (9.4) with (9.3) is < < s ( l + l o g h V ' ) .  

This is true for each a E S, and a similar situation pertains for each a* E S* in (9.2). 

Proposition 2 has been proved. 
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10. Small solutions 

We will suppose that r~4s.  

LEMMA 18. Given Y>~I, the number  o f  solutions of(1.4) with (x )<Y is 

<< C 2 (r, s)  h2/r +s  Y. 

From (2.10), (2.11) we have (on using r>-4s) 

s Ys << s(e6s) r/(r-2s) R2s/(r-2s) h v~,-2s) 

<• S2, s 4S/rR4s/rh ll(r- 2s) < $2. e(3300s log 3 r)/rh l/(r- 2s) (10.1) 

= c 3 (r, s) h t/(r-2s). 

Thus Proposition 3 is a consequence of Lemma 18. 

To prove the lemma, it will suffice by symmetry to estimate the number of 

solutions with 

0~<y< Y. (10.2) 

For given y, the real numbers x with (1.4) fall into a finite number of intervals. Since 

there are not more than 2s numbers x with F(x, y ) =  h, and similarly with F(x, y) = - h ,  

there are <~4s such intervals. For given y, the number of integers x with (1.4) then is 

~</~(y) +4s, 

where/~(y) is the measure of the set of real numbers x with IF(x, y)I<<-h. Therefore the 

number of integer pairs with (1.4) and (10.2) is 

~ ~ty)+4s)~ ~ ~(y)+8(r+l)s. 
y with (10.2) y = - ~  

In the next section we will show that 

~ # ( y )  << c 2 (r, s) h 2/', (10.3) 

so that Lemma 18 will follow. 

11. Estimation of measures 

For t~  I set 

t 

e,(ro, r, ..... r,) = ~ [ ( r , - ro) ( r , - r , ) . . .  ( r , - r ,_ , ) ]  [(ro-r,+,)(ro-ri+2)... ( 'o - r , ) ] ,  
/ =0  
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where the first bracket  is unders tood to be 1 when i=O, and the second bracket stands 

for 1 when i=t .  We claim that 

et(ro,  r 1 . . . . .  rt) = O. (11.1) 

This is seen by inspection when t= 1. When t>  1, 

t 

Pt (ro, rl . . . . .  rt ) = 2 (rt --ro) (rt --rl ) ' '"  (It --ri-1 ) (to --ri+l ) (rO --ri+2 )" "" (rO - r t )  
i=2  

+(r  o - r  I ) (ro - r  2) ... (r o - r t )  +(r  t - r  o) (r o - r  2) ... (r o - r  t) 
t 

= 2 (rt - r o  ) (rt - r l  ) ' '"  (rt - r i - I  ) (ro -r i+l  ) ( r O  --ri+2 ) ' ' "  (ro --r ,)  
i=2 

+(r  t - - r  I ) (r 0 --r2) (r 0 --r  3).. .  (r 0 --r,)  

= (rt --rl ) P t - i  (ro, r2 . . . . .  r , ) .  

Hence (11.1) follows by induction. 

Let  

p(z)  = A s Z rs "Jr- . . .  +A I Z rl d t -A  0 (11.2) 

be a polynomial with r=r  s >rs_ l > . . .  > r  I > r  0 =0. We have 

with 

pt(Z) = e l ( z )  z r1-1 

Pl(z)  = rsAs zrs-rl + rs-l "~s-la ~,'z rs-t-rl + �9 + r l A  r 

More generally, defining 

pi(z) = ~ ry(rj - r l  ) ... (rj - r i_  I ) A j z  rFri 
j=i 

we have po(Z)=p(z)  and 

Now for O<~l<.s, 

' ri+l (0 <~ i < S).  Pi (Z) ---- Pi+l(Z) Z -r,-I 

(O<~i<~s) 

$ $ 

rl ) "'" (r l - -rs)  = 2 rj 2 p ~ ( z )  z (r I - - r i+  l ) ( r l - r i +  2 AjZ  T(s, l , j )  
i=l j~l 

(11.3) 
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with 

Therefore 
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T(s, l , j )  = 2 rj(rj - r  1 ) . . .  (rj - -r i_l)  ( r  I - - r i+ l  ) (r  I - - r i+2 )  . . .  (r I - r ~ )  . 
i=l 

T(s, l, l) = rl(r l - r  1) . . .  (r t - r l _ l  ) (r I - r t+ l  ) ... (r I - r ~ )  . 

T(s,  l , j )  = T 1 (s, l , j )  T 2 (s, l , j )  

T 1 (s, l , j )  = rj (rj - r I ) . . .  (rj - r l_ 1 ) (rl - rj+ 1 ) (rl - rj+2 ) . . .  (rl - r~ ) ,  

T 2 (s, l , j )  = 2 (rj - - r l )  (rj -- rl+ 1 ) . . .  (rj --ri_ I ) (r  I --ri+ 1 ) (rl --ri+2 ) ' "  (rl - - r j )  
i=l 

= P y _ l ( r l ,  r l+  1 . . . .  , ! ) )  

= 0 .  

r i  
Pi(Z) Z (r I - r i+ 1 ) (r I --ri+ 2 ) . . .  (r I --r~) 

i=l 

r I 
= A t Z r I ( r  I - r I ) . . .  (r I - r t_  1 ) ( r l  - r l + i  ) . . .  ( r t  - r s ) .  

(11.4) 

LEMMA 19. L e t  p ( z )  be  a p o l y n o m i a l  as  above ,  w i th  real  coe f f i c i en t s  a n d  w i th  

A ~ O .  The  real  n u m b e r s  x w i th  

m a k e  up a se t  o f  m e a s u r e  

ho(x)l <~ h (11.5) 

# < lO(rs2) sir (h/~4s [)l/r . 

/~ ~< 20rs 2 IAs I-l/qAo I "/r)-tl/s) hl/S. 

(11.6) 

(11.7) 

W h e n  ~Ao l~2h ,  we  a l so  have  

16-888286 Acta Mathematica 160. Imprim~ le 20 mai 1988 
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Proof. We introduce a new pa rame te r  X. Number s  x with Ixl<.x make  up a set of  

measure  2X. We will now concent ra te  on numbers  x with 

Ixl > X,  (11.8) 

Observe that  p'(x)  assumes  a given value for  not more  than 2s real numbers  x; therefore  

the numbers  x with [o'(x)l>hs2/X consti tute not more  than 4s intervals and half  lines. 

The numbers  x with (11.5) lying in an interval with Lo'(x)l>hs2/X make  up a set of  

measure  ~<2X/s 2. Therefore  if we neglect a set of  measure  <~4s-2X/s2=8X/s, we may 

concentrate  on x with [p'(x)l>hs2/X, i.e. with 

~l(X) X q -11 <~ hs2/X. (11.9)  

We now repeat  the argument  with hs2/X in place of  h and with q(x) =p l (x )x  "~-i in place 

of  p(x). I f  we neglect  a fur ther  set  o f  measure  <.8X/s, we may concent ra te  on x with 

Iq'(x) I<-hs4/X 2. But 

t r I - - I  q'(x) = p t ( x ) x  +(r I --1)Pt(X)X rl-2. 

The second summand  here  is o f  modulus ~<(r ! - 1) h$2]X 2 by (11.8) and (11.9), so that  we 

get ~'l(X)X'~-~l<~r~ h s 4 / X  2, i.e. by  (11.3), 

Lo2(x) x r2 -21 < r I s4h/X 2. (11.10) 

We now deal with (11.10) the way we dealt  with (11.9). To do so we replace P i, rl, h by 

P2, r2 - 1, r~ s2hlX. So if we neglect  another  set  o f  measure  <.8X/s, we may suppose  that  

~03(x) x q -31 ~< r I (r 2 - 1) s6h[X 3. 

This argument  may be  continued. We see: except  for  

<~2X+s(8X/s) = 10X, the numbers  x with (11.5) have 

~i(x)  xr'-'l <~ r~ r 2 . . .  ri_ I $2ih/X i (i = 1 . . . . .  s) , 

a set o f  measure  

(where r 1 r 2 ... ri_ l --" 1 when  i= 1), and in fact  

[xl-~oi(x)x"l <<. r I r2... ri_ 1 sZih/X ~ (i = 1 . . . . .  s) 

by (11.8). Mindful o f  the identities (I 1.4), we may infer that  for  l= 1,2 . . . . .  s, 
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[At rt (rt - rl ) . . .  (rt - rl- 1 ) (rl - -  rl+ 1 ) " "  (rt -- rs ) I 
S 

-< Ix(-" r I r 2 . . .  ri_ 1 (r  I --ri+ 1 ) ( r  I --ri+ 2 ) . . .  ( r  I -rs) $2ih/XS. 
i=l 
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In particular, 

IAtl <~lxlS-r" 2rS-2sZSh/X s ( l=  1 . . . . .  s). (11.I1) 

]A s [ <~ 2" s2Sr~-2hlxV-rx -s ~ 2s2SrS-2hX -r. 

This is impossible unless X<~X o ----(2s2SrS-2/~4s D l/r. Therefore the numbers x with (11.5) 

make up a set of measure 

~< 10X 0 < lOs2S/'rs/r(h/[As l) t/', 

and (11.6) is established. 

say. We will set X = X ~  with 

lA, x"l  >I [Aol/(2s) = Q, 

and 

On the other hand when (11.5) holds and when [A 0 [~>2h, there is an I in l<~l<.s with 

(11.12) 

X l = 2s2rt-a/S)lA s ]- l/r QO/r) -WS) h VS" 

In the case when (11.12) holds with l=s ,  we have IAsx'I~>Q, so that Ixl (Q/   l) 

IAsx~-'l >I IA s [(QIIAs I) '-<̀ /') = IA s IS/" Q ~-<s/'). 

This is incompatible with (I I. I I) with l=s and X=X v Suppose then that (I I. 12) fails to 

hold for l=s but is true for some I in 1<~l<s. Then IA:"I>IAsX" l, so that Ixl'<IA/'I/IAsl. 
Therefore 

IAt:-Sl = IAj' llxl -s > [At: l'-<a')~As I s/" >~ Q'-fs/')[As laL 

This is incompatible with (11. I I) with X=X~. 

(When l=s ,  then (r t - r t+ 1 ) . . .  (r  t - r s )  means 1, etc.) Each summand on the right contains 

s - 1  factors linear in the rj, and each such factor has modulus <~r. The left hand side 

contains the factors ]rl(r I -rs)1>~�89 when l<s ,  and the factor rs=r when l=s .  Therefore 
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Thus when X=X1, the inequalities (11.5), (11.8), (11.11) are incompatible, and the 

numbers x with (11.5) have measure 

~< 10X l < 20s2riA~ I - l l r ~ x o  I (llr)-O/')hl/*" 

Proof o f  (lO.3). Given y, 

$ 

F(x, y) = E AiXri = p(x), 
i = O 

r - r  i say, with a i =aiy . We note that ~4~ I--la, II>1 and that ~A 0 [=[aoyrl>-ly[ r. Therefore by 

Lemma 19, 

and moreover 

when lyl>-(2h) l/r. We have 

E 
[Yl >~ ( rs2)drhl/" 

/~(y) < lO(rs2)S/~h vr, (11.13) 

/u(y) < 20rs2h l/Slylt-(~/s) 

E /z(y) < <  (rs2)2drh 2/r, 
lyl < (rsZY% I/' 

/*(Y) << rs2hVS E yl-(r/,) 
y > (rs2)slrh l/r 

<< rs2hVS((r/s) -2 )  -l ht2/r)-(v,)(rs2)('/~)(2-(~/')) 

<< r r__ 2s s3(rs2)Z~/r(rs2)-t h 2/~ 

< ----~(rs2)2s/rh 2/r. 
r - g s  

When r>_-4s, the assertion (10.3) follows. 

In the same way one sees that for r>2s 

f;| <<  r (rs2)2s/rh2/r, Y) dr r -2s  

and taking h=  1 we obtain 

A F < <  rr--~s(r$2) 2s/r. 

Assuming r~4s we get A v <<(rs2) 2sIr, i.e. (1.11). 

(11.14) 
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12. Proof of Theorem 3 

We will suppose throughout that r>~4s. Put 

Y = e Y  s. 

The domain ~ = ~ ( F ,  h) of (~, 0) ER2 with IF(~, 7/)I<~h is the disjoint union 

~ ( F , h ) =  ~ l  U ~2 U ~3, 

where ~ ,  ~2, ~a respectively consist of points in ~ with 

max(lr 10I) ~< Y, (12.1) 

min (l~l, 10l) -<- Y< max (l~l, 101), (12.2) 

min(l~l, 10{) > Y. (12.3) 

Since Y>Ys >(2sh) l/r, we may apply (11.I4) to obtain 

f~ l /~(0) do << rs2hl/S O l-(es) do < <  s3hl/Sy2-(r/s) 
JY 

< sahl/SYol/S = s3(e6s ) - r / sR  -2 < 1. 

Thus the part of ~ (F ,  h) with 0 > Y has measure << 1, so that by symmetry the part with 

max(l~l,101)>Y has measure <<1. Therefore if A i denotes the area of ~i, we have 

A 2 +A3<<l, and since A 1 +A 2 +A 3 =AF(h ) =AFh 2/~, we get 

A 1 = A F h 2 / r + o ( 1 ) ,  (12.4) 

with an absolute constant implicit in O. We write ZF(h) as 

Ze(h) = Z~ + 2  2 +Z3, 

where Z i denotes the number of integer pairs in ~ i ( i  = I, 2, 3). Not surprisingly, Z 1 will 

be the main term and Z 2, Z 3 will be error terms. 

Now ~ l  lies in the square (12.1) and is bounded in such a way that a line ~=const. 

or a line 0=const. ,  with the exception of the lines ~=_+Y, ~/=+_Y, contains <<s  

boundary points of ~1. This is true because of the special type of F. It follows, e.g. 

from work of Davenport [3], that 

IZl  - - A l l < <  S Y<< c3(r, s ) h  I/(r-2s) (12.5) 

by (I0.1). 
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We next turn to Z 3. Propositions 1, 2 give an estimate for the number of primitive 

integer points in ~3 but unfortunately not for the number of all integer points. A point 

xE ~3 may be written as x=lx 0 where x o is primitive and ! a positive integer. Clearly 

l<~l<.h l/'. Let Z3(u) be the number of xE ~3 where e~<~l<eU+l; then 

[ l o g h  ~/'] + l 

Z 3= ~.~ Z3(u). 
u~O 

For such x we have 

say. Further 

IF(xo) I = l-tiE(x) I ~< e-Urh = h(u), (12.6) 

domain 

0~<~<y ,  r/~>g, IF(~,rl)l~<h. (12.9) 

When h4=0, the polynomial F ( x , y ) - h  is irreducible over C, so that F ( x , y ) - h  and 

Fy(x, y) (where Fy denotes the partial derivative) have no nontrivial common factor. 

Therefore the system F(~, r l) =h, Fy(~, 7) =0 has only finitely many common solutions 

(~, r/), henceforth called critical points. Now on the one hand, by Bezout's Theorem, 

the number of critical points is ~<r 2, and on the other hand, by work of Khovansky [7] 

Z 3 << s2hl/r(1 +log h ltr ) (12.8) 

We next turn to Z2; by reasons of symmetry we may restrict ourselves to the 

min (IXo I, [Yo l) = l-I min (Ix[, lY[) >I l -~ Y >  e -u-~  Y (1 2 .7 )  

= e-Urs > e-Ur/~r-2s) Ys = rs(u), 

where Ys(u) is as Ys in (2.10), (2.11), but with h(u) in place of h. By Propositions 1, 2, 

with h(u) in place of h, the number of primitive x o with (12.6), (12.7) is 

<< s2(1 + log h t/'(u)) <~ s2(1 + log h llr ) .  

Given x 0 the number of possibilities for I is <e u+l. Thus 

Z3(u ) << s2e~(1 +log h l/r) 

and 



THUE'S EQUATION AND A CONJECTURE OF SIEGEL 245 

(see also [9], [16]), since each of F - h ,  Fy has ~<s+ 1 terms, the number of these points 

(t, rl) E R 2 is ~<c7(s). When (t*, r/*) lies on the curve F(t, r}) =h but is not a critical point, 

there is a unique function rl=r}(~), regular in a neighborhood of ~*, with )7(t*) =r}* and 

F(t, ~/(0)=h. Similar remarks may be made with regard to F(t, 77)=-h. Thus the 

domain (12.9) is the union of m domains (with disjoint interiors) 

where 

~i: ai <<- t <~ bi, r/n(~) ~< ~/~< r/,~(t) (i = 1 ... . .  m), 

m << ca(r, s) = min (r 2, C7(S)) , 

where rlil(t)<rl,2(t) in a~ <t<bi ,  and where each r/i~(t) in a i < t < b  i is either constant and 

equal to Y, or is a regular solution of F(t,  r}) =h or - h .  

For each domain ~i, either r/,2(t)-rlil(t) is constant in ai<t<b i (e.g., when 

rl,2(t)= Y, r/; t(O=- Y), or it is not. Consider now domains ~ where this difference is not 
p __ p constant, so that not identically rln(O-r/,2(t). We want to look at point pairs 

(to, rh ), (to, r/2)where ~/l =r/n(to),/72 =F]i2(tO) for ai<to<bi and where r/;t(to)=r/,~(to). 

For such pairs, the numbers to, ~h, 772 satisfy the three equations 

F~ (to, ~h) Fy (to, rh) 
F(t0, rh) = +h, F( t0 ,  r/2) = +h, Fx(~o,r]2)  Fy( t0 ,  r/2) = 0 .  

By what we said above, the solutions (t0, rh, r/2) of these equations of the type indicated 

above are isolated. By Bezout's Theorem, there are ~<r 3 such solutions, and by 

Khovansky's Theorem, there are <~c9(s) solutions. Therefore the domains @,. may be 

further split up such that (12.9) is the union of n domains (with disjoint interiors) 

~i: ai <~ t <<- bi,/Til(t) <~/] <~ )]~2(~) (i = 1 ..... n), 

where 

n < <  C l0  (r ,  s )  = min (r 3, c7(s) +Cg(S)), 

where the functions tin(t), ~/,~(~) have the properties enunciated above, and where 

moreover in each ~i either r/i2(O-r/n(O is constant, or r/~l(Oa~r/,~(t) in ai<t<b r 

The number of integer points in ~i is 

~< ~ 07,2(x)-~Tn(X) + I). 
a i ~ x ~ b  i 
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Now r/, 2 -r/i  I is monotonic in a i <~x<<.b~; say it is increasing. Then 

X (~]z2(x) --~il(X)) ~ (~112(~) --7]iI(~)) d~ +~]f2(bi) -l]il(bi). 
a i < ~ x < ~ b  i a i 

Here rl,~(b i) -r]il(bi) << (rsE)s/rh I/r by (l 1.13), so that the number of integer points in ~i is 

with 

<<  u i +v i + w  

f~ bi Ui= (r]~2(~) -rlil(~))d~, ui= b i - a  i +1,  w = (rs2)S/rh 1/r. 
a i 

Here El"= 1 u i is the area of (12.9) (which is contained in ~2), hence is ~< A 2 <<  1. Since for 

given ~ there are <<s  real numbers of r /with F(~, r/) = +h,  we have 

i~lOi = (b i - a  i) +n << sg+n .  
, =  

Thus the number of integer points in (12.9) is 

<<  s Y + n w  << s Ys +Clo(r, s) (rs2)S/rh l/r 

<< C 3 h I/(r-2s) + Clo(r, s) (rs2)S/rh 1/" 

~< Cll(r , s)h  l/(r-2s), 

where 

ctl(r, s) = min (e 34~176 cl2(s)). 

By symmetry reasons mentioned above we have 

Z 2 < <  Cll(r, s)h l/(r-Es). 

Combining this with (12.4), (12.5), (12.8) we obtain 

IZF(h) -Arh2/"  I < <  c4(r, s) (h l/(r-2s) +hl/rlog hi~r), 

i.e. Theorem 3. 
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