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## Chapter I. The Navier-Stokes equations and the scalar viscosity potential

## 1. Introduction

The mathematical theory of the Navier-Stokes equations has centered upon basic questions of the existence, uniqueness, and regularity of solutions of the initial value
problem for fluid motions in all of space or in a subdomain of finite or infinite extent. Such solutions, when they can be constructed or shown to exist, represent flows of a viscous incompressible fluid. In two space dimensions the theorem of existence, uniqueness and regularity was essentially completed thirty years ago by the work of Leray [21], Lions [22] and Ladyzhenskaya [18] who showed that a smooth solution of the inital value problem exists for arbitrary square-integrable initial data.

For viscous, incompressible fluid motions in three space dimensions, to be considered in this paper, the theorem of existence uniqueness and regularity has been proved only for sufficiently small initial data or in special cases such as cylindrical symmetry that essentially reduce the problem to two space dimensions in some sense. In his 1934 paper [21] Leray considered the possibility of singular solutions in which momentum locally and temporarily overpowers the smoothing effects of viscosity. Subsequently the problem of the existence of singular solutions has been widely studied $[3,6,7,10$, $11,12,15,16,18,27,28,30,32,34,35,36,37,39,40$ ] and many results obtained, but no conclusive resolution of the question has yet been achieved.

The evidence favouring the existence of singular solutions, apart from the possible implications of repeated failure to disprove their existence, is substantial and has continued to mount. On the purely physical and observational side, the phenomena of atmospheric dust devils, tornadoes and other vortices tend to support the conjecture that singular solutions do occur and to lend a certain significance to the bettter understanding of them in both their pure and applied mathematical contexts [34]. Ladyzhenskaya [20] has given an example which falls short of being a full singular solution only in a specific limitation of its spatial domain at the singular instant. Scheffer [27, 28] and Caffarelli, Kohn and Nirenberg [3] have studied the singular point set in space time and have shown that it has one-dimensional Hausdorff measure equal to zero. Scheffer [29] has recently demonstrated a 'Navier-Stokes inequality' which indicates that the magnitudes and solenoidal vectorial properties of a possible singularity are compatible with the equations as well. Foias, Guillopé and Temam [10] have shown for flows on a three-dimensional torus $T^{3}$ that certain new estimates must hold for the space derivatives of solutions of the Navier-Stokes equations. These estimates involve fractional power integrability over the time variable of a space norm, and are a seemingly natural extension to the higher derivative level of the well known energy estimates for the Navier-Stokes solutions.

The main result of this paper is to establish such fractional estimates in the case of a domain with boundary upon which the solution components vanish-the appropriate fixed-boundary condition for viscous flows. It will be seen that the key to this
extension is the consideration of time derivatives as well, so that a combined and extended set of estimates is obtained. The presence of a boundary brings in complications associated with the pressure variable, and in this paper the related scalar potential of the viscosity term is analyzed and estimated. Our estimates make possible a limited characterization of the pointwise behaviour of singular solutions, and also of the initial behaviour of solutions related to water hammer effects.

Because our estimates apply to Navier-Stokes solutions generally, with minimal regularity assumptions such as continuity off the singular set, it will follow that the behaviour of solutions generally will be restricted within a certain range of integrability and algebraic singular behaviour. Hopefully the more specific problems of characterization thus indicated will be found capable of still more precise resolution.

## 2. The Navier-Stokes equations

Let $x_{i}(i=1,2,3)$ denote Cartesian coordinates in $\mathbf{R}^{3}$ and let $t$ be time. Let $u_{i}(x, t)$ $(i=1,2,3)$ be the vector field of velocity components of a fluid flow, and let $p(x, t)$ denote the pressure variable. The constant viscosity coefficient is denoted by $v$. Then the equations of Navier-Stokes take the form [21]

$$
\begin{equation*}
\frac{\partial u_{i}}{\partial t}+u_{k} \frac{\partial u_{i}}{\partial x_{k}}=-\frac{\partial p}{\partial x_{i}}+v \Delta u_{i} \tag{2.1}
\end{equation*}
$$

where $i=1,2,3$ and $k$ is summed over $k=1,2,3$ by the Einstein convention for repeated indices.

The differential $d x$ denotes the volume element $d x_{1} d x_{2} d x_{3}$ and the Laplacian operator in $\mathbf{R}^{3}$ is denoted by $\Delta \equiv \sum_{i=1}^{3} \partial^{2} / \partial x_{i}^{2}$. Together with the three momentum equations there holds the incompressibility equation

$$
\begin{equation*}
\operatorname{div} u=\sum_{i=1}^{3} \frac{\partial u_{i}}{\partial x_{i}}=\frac{\partial u_{i}}{\partial x_{i}}=0 . \tag{2.2}
\end{equation*}
$$

The four equations together form a semi-linear elliptic-parabolic system.
Three initial conditions are appropriate:

$$
\begin{equation*}
u_{i}(x, 0)=u_{i 0}(x) . \tag{2.3}
\end{equation*}
$$

We consider initial values of integrable square on the spatial domain:

$$
\begin{equation*}
\left\|u_{0}\right\|_{2}^{2}=\sum_{i=1}^{3} \int_{\Omega}\left|u_{i 0}(x, t)\right|^{2} d x<\infty . \tag{2.4}
\end{equation*}
$$

Here and below integration will be taken over a suitable domain $\Omega \subseteq \mathbf{R}^{3}$. The boundary $\partial \Omega$ will when necessary be restricted as to smoothness, and three boundary conditions are also appropriate for viscous flow:

$$
\begin{equation*}
u_{i}(x, t)=0, \quad x \in \partial \Omega \tag{2.5}
\end{equation*}
$$

The pressure $p=p(x, t)$ satisfies a Poisson type equation deduced from (2.1) by taking the divergence and applying (2.2):

$$
\begin{align*}
\Delta p & =-\frac{\partial u_{k}}{\partial x_{i}} \frac{\partial u_{i}}{\partial x_{k}} \\
& =-u_{i, k} u_{k, i}  \tag{2.6}\\
& =-\left(u_{i} u_{k}\right)_{, i k}
\end{align*}
$$

where subscript commas denote derivatives with respect to $x_{i}(i=1,2,3)$. In view of (2.5) a boundary condition for $p$ can be deduced from (2.1) by simply taking limits on approach to the boundary:

$$
\begin{equation*}
\frac{\partial p}{\partial x_{i}}=v \Delta u_{i}, \quad x \in \partial \Omega \tag{2.7}
\end{equation*}
$$

The normal component

$$
\begin{equation*}
\frac{\partial p}{\partial n}=p_{, i} n_{i}=v \Delta u_{i} n_{i} \tag{2.8}
\end{equation*}
$$

alone provides a Neumann type boundary condition sufficient together with (2.6) to determine $p$ up to a constant when $u_{i}(x, t)$ are known at any instant of time.

The Lebesgue space $L^{p}(\Omega)$ is the set of vector valued functions on $\Omega$ with finite norm $\|u\|_{p}$, where

$$
\begin{equation*}
\|u\|_{p}^{p}=\int_{\Omega} \sum_{i=1}^{3}\left|u_{i}(x, t)\right|^{p} d x \tag{2.9}
\end{equation*}
$$

We shall also use the corresponding Lebesgue space of scalar functions. Throughout, these norms are all functions of time $t$. The inner product of two vector functions $u_{i}, v_{i}$ is

$$
\begin{equation*}
(u, v)=\int_{\Omega} \sum_{i=1}^{3} u_{i} v_{i} d x \tag{2.10}
\end{equation*}
$$

By Hölder's inequality, where $p$ and $q$ are dual indices: $1 / p+1 / q=1, p \geqslant 1, q \geqslant 1$, we have

$$
\begin{equation*}
|(u, v)| \leqslant\|u\|_{p}\|v\|_{q} . \tag{2.11}
\end{equation*}
$$

Frequent use will be made of Young's inequality [14, Theorem 37]:

$$
\begin{equation*}
a b \leqslant \frac{a^{p}}{p}+\frac{b^{q}}{q} \tag{2.12}
\end{equation*}
$$

where $a>0, b>0,1 / p+1 / q=1$, and of a version with $a$ replaced by $a \varepsilon, b$ by $b / \varepsilon$.
If $a_{j}>0, j=1, \ldots, n$ and $a_{j}$ has weight or degree $w_{j}$, then by a homogeneous extension of Young's inequality,

$$
\begin{equation*}
a_{1} \ldots a_{n} \leqslant \sum_{j=1}^{n} \frac{1}{p_{j}} a_{j}^{p_{j}} \tag{2.13}
\end{equation*}
$$

where $p_{j}=W / w_{j}, W=\sum_{j=1}^{n} w_{j}$. Every term on the right has weight $p_{j} w_{j}=W$.
We also use the inequality

$$
\begin{equation*}
\sum_{j=1}^{n} a_{j}^{p} \leqslant n\left(\sum_{j=1}^{n} a_{j}^{p / q}\right)^{q} \tag{2.14}
\end{equation*}
$$

where $a_{j}>0, j=1, \ldots, n$ and $p>0, q>1$. It is easily seen that $n\left(\max _{j} a_{j}\right)^{p}$ lies between the left and right sides.

Inequalities of the Sobolev type in three space dimensions will be used, the most frequently employed being the first derivative inequality for a vector function of compact support or vanishing on $\partial \Omega[1,19]$ :

$$
\begin{equation*}
\|u\|_{q} \leqslant C\|\nabla u\|_{p}, \quad \frac{1}{q}=\frac{1}{p}-\frac{1}{3} \geqslant 0 \tag{2.15}
\end{equation*}
$$

Here $\nabla$ denotes the gradient so that $\nabla u$ is a 9 component dyadic, with the norm including all such component derivatives. The constant $C$ in (2.15) is independent of $\Omega$ $[1,19,25]$. For $q=\infty$ we use an inequality of Nirenberg [1, 9, 25]:

$$
\begin{equation*}
\text { ess. } \max _{x \in \Omega}|u|=\|u\|_{\infty} \leqslant C\left(\|u\|_{6}^{1 / 2}\|\nabla u\|_{6}^{1 / 2}+\|u\|_{6}\right) \tag{2.16}
\end{equation*}
$$

For a domain extending to infinity the second term can be omitted.
In the Hilbert space $L^{2}(\Omega)$ a vector field $w_{i}(x)$ can be expressed as a sum of gradient and solenoidal components. Suppose $v_{i}$ is the component of $w_{i}$ orthogonal to all gradient vectors $\nabla \phi$ in the scalar product $(u, v)=\int u_{i} v_{i} d x$ :

$$
\left(v_{i}, \nabla_{i} \phi\right)=0
$$

where

$$
v_{i}=w_{i}-\nabla_{i} \phi_{0}
$$

and $\phi$ is an arbitrary smooth scalar function. We have

$$
\begin{aligned}
\left(v_{i}, \nabla_{i} \phi\right) & =\int_{\Omega} v_{i} \nabla_{i} \phi d x \\
& =\int_{\partial \Omega} \phi v_{i} n_{i} d s-\int_{\Omega} \phi\left(\nabla_{i} v_{i}\right) d x=0 .
\end{aligned}
$$

Since $\phi$ is arbitrary within $\Omega$ and on $\partial \Omega$ we conclude [19]

$$
\operatorname{div} v_{i}=\nabla_{i} v_{i}=0
$$

and

$$
v_{n}=v_{i} n_{i}=0
$$

where $\left\{n_{i}\right\}$ is the unit normal vector to the boundary surface $\partial \Omega$. Therefore

$$
\begin{equation*}
w_{i}=v_{i}+\nabla_{i} \phi_{0} \tag{2.17}
\end{equation*}
$$

expresses $w_{i}$ as a solenoidal vector field with vanishing normal component on $\partial \Omega$, plus a gradient field [19, p. 27].

The Stokes operator $\bar{\Delta}$ is defined by the solenoidal part of the Laplacian, as applied to a general vector field $w_{i}(x, t)$, or to a Navier-Stokes flow $u_{i}(x, t)$ :

$$
\begin{equation*}
\Delta u_{i}=\bar{\Delta} u_{i}+\nabla_{i} f \tag{2.18}
\end{equation*}
$$

We reserve the symbol $f$ for the scalar potential of the viscosity term, to be studied below. Since $\tilde{\Delta} u_{i}$ lies in the subspace $\mathscr{L}$ of $L^{2}(\Omega)$ solenoidal vector fields with vanishing normal component on $\partial \Omega$, we have $\operatorname{div} \Delta u_{i} \equiv\left(\bar{\Delta} u_{i}\right)_{i}=0$, at least in a weak or generalized sense, and similarly $\tilde{\Delta} u_{n}=0$ on $\partial \Omega$. If now $u_{i} \in C^{2}(\Omega), u_{i}=0$ on $\partial \Omega$ and $u_{i, i}=0$ in $\Omega$, then

$$
\begin{align*}
\left(\bar{\Delta} u_{i}, u_{i}\right) & =\left(\bar{\Delta} u_{i}+\nabla_{i} f, u_{i}\right)=\left(\Delta u_{i}, u_{i}\right) \\
& =-\left(\nabla_{j} u_{i}, \nabla_{j} u_{i}\right)  \tag{2.19}\\
& =-\|\nabla u\|_{2}^{2}
\end{align*}
$$

Hence if $\tilde{\Delta} u=0$ it follows that $\|\nabla u\|_{2}^{2}=0$ so that $u=$ constant $=0$ since $u=0$ on $\partial \Omega$. Consequently $\|\bar{\Delta} u\|_{2}$ acts as a norm on the set of solenoidal vector fields $u_{i}$ that vanish
on $\partial \Omega$. Hence we can define [35] the completion $H^{2}$ of $C^{\infty}$ solenoidal vector fields vanishing on $\partial \Omega$, in the $\|\tilde{\Delta} u\|_{2}$ norm. A Sobolev inequality of the special form

$$
\begin{equation*}
\|\nabla u\|_{6} \leqslant C\|\bar{\Delta} u\|_{2} \tag{2.20}
\end{equation*}
$$

holds in the space $H^{2}$; for a proof see [35, p. 194]. Then (2.16) becomes

$$
\begin{equation*}
\text { ess. } \max _{x \in \Omega}|u|=\|u\|_{\infty} \leqslant C\left(\|\nabla u\|_{2}^{1 / 2}\|\tilde{\Delta} u\|_{2}^{1 / 2}+\|\nabla u\|_{2}\right), \quad u \in H^{2} . \tag{2.21}
\end{equation*}
$$

Throughout our calculations the flow field $u$ will satisfy an energy inequality $\|u\|_{2} \leqslant K_{1}$ (see (3.1a) below) and a rate of dissipation inequality $\|\nabla u\|_{2} \geqslant K_{2}^{2}$ (see (3.12) below). Under these conditions the second term in (2.21) can be dropped, for by (2.19) and (3.1a),

$$
\|\nabla u\|_{2}^{2} \leqslant\|u\|_{2}\|\tilde{\Delta} u\|_{2} \leqslant K_{1}\|\bar{\Delta} u\|_{2} .
$$

Thus

$$
\begin{align*}
\operatorname{ess} . \max |u| & =\|u\|_{\infty} \leqslant C\|\nabla u\|_{2}^{1 / 2}\left(\|\bar{\Delta} u\|_{2}^{1 / 2}+\|\nabla u\|_{2}^{1 / 2}\right) \\
& \leqslant C\left(\|\nabla u\|_{2}^{1 / 2}\|\tilde{\Delta} u\|_{2}^{1 / 2}+\frac{1}{K_{2}}\|\nabla u\|_{2}^{3 / 2}\right) \\
& \leqslant C\left(1+\frac{K_{1}^{1 / 2}}{K_{2}}\right)\|\nabla u\|_{2}^{1 / 2}\|\tilde{\Delta} u\|_{2}^{1 / 2}  \tag{2.22}\\
& \leqslant C^{\prime}\|\nabla u\|_{2}^{1 / 2}\|\tilde{\Delta} u\|_{2}^{1 / 2} .
\end{align*}
$$

A similar result holds if $\Omega$ satisfies a Poincaré inequality $\|u\|_{2} \leqslant C\|\nabla u\|_{2}$ whence

$$
\begin{aligned}
\|\nabla u\|_{2}^{2} & \leqslant\|u\|_{2}\|\tilde{\Delta} u\|_{2} \\
& \leqslant C\|\nabla u\|_{2}\|\tilde{\Delta} u\|_{2}
\end{aligned}
$$

and the result also follows from (2.21).
The mixed Lebesgue spaces $L^{p_{1}, p_{2}}(\Omega)=L^{p_{2}}\left(0, T ; L^{p_{1}}(\Omega)\right)$ are defined with norms

$$
\begin{equation*}
\|u\|_{p_{1}, p_{2}}=\left(\int_{0}^{T}\|u(, t)\|_{p_{1}}^{p_{2}} d t\right)^{1 / p_{2}} \tag{2.23}
\end{equation*}
$$

In effect our result will imply that $u$ and its derivatives lie in certain mixed spaces of this type, usually with fractional values for $p_{2}$. When $p_{2}<1(2.23)$ is not a metric, as the triangle inequality does not hold for the mixed norm. We therefore study the space norms in $L^{2}(\Omega)$ of $u(x, t)$ and its various space and time derivatives as functions of time $t$.

That the $\|u\|_{\infty}$ norm in (2.16), (2.21) and (2.22) is actually a maximum for almost all $t$ in $(0, T)$ can be shown for unbounded $\Omega$ with the aid of the following auxiliary

Proposition. Let $\Omega \subseteq \mathbf{R}^{3}$ and let $v \in C(\bar{\Omega})$ be defined on $\Omega$ with $v=0$ on $\partial \Omega$. Also let $\|v\|_{2},\|\nabla v\|_{2}$ and $\|\Delta v\|_{2}$ be finite. Then $v \rightarrow 0$ as $x \rightarrow \infty$ in $\Omega$.

Proof. Let $\left\{\phi_{i}\right\}$ be a periodic, $C^{\infty}$, non-negative, locally finite partition of unity in $\mathbf{R}^{3}: \Sigma_{i} \phi_{i} \equiv 1$. Such a partition of unity can be constructed by periodic extension of a similar partition of unity on a three-dimensional torus or periodic parallelepiped $T^{3}$, every function $\phi_{i}$ having support within some translate of the parallelepiped. Let $v_{i}=v \phi_{i}$ so that $v=\Sigma_{i} \phi_{i} v=\Sigma_{i} v_{i}$ where at any point the sum is finite. Then

$$
\begin{align*}
\sup _{x \in \Omega}\left|v_{i}\right| \equiv\left\|v_{i}\right\|_{\infty} & \leqslant C\left\|\nabla v_{i}\right\|_{2}^{1 / 2}\left(\left\|\Delta v_{i}\right\|_{2}^{1 / 2}+\left\|\nabla v_{i}\right\|_{2}^{1 / 2}\right) \\
& \leqslant C\left(\left\|v_{i}\right\|_{2}^{1 / 4}\left\|\Delta v_{i}\right\|_{2}^{3 / 4}+\left\|v_{i}\right\|_{2}^{1 / 2}\left\|\Delta v_{i}\right\|_{2}^{1 / 2}\right) \tag{2.24}
\end{align*}
$$

since

$$
\begin{aligned}
\left\|\nabla v_{i}\right\|_{2}^{2} & =\int_{\Omega}\left(\nabla v_{i}\right)^{2} d x \\
& =-\int_{\Omega} v_{i} \Delta v_{i} d x \\
& \leqslant\left\|v_{i}\right\|_{2}\left\|\Delta v_{i}\right\|_{2}
\end{aligned}
$$

But

$$
\begin{aligned}
\|v\|_{2}^{2} & =\int_{\Omega} v^{2} d x=\sum_{i, j} \int_{\Omega} v_{i} v_{j} d x \\
& =\sum_{i} \int_{\Omega} v_{i}^{2} d x+\sum_{j \neq i} \int v_{i} v_{j} d x .
\end{aligned}
$$

Since $\int_{\Omega} v_{i} v_{j} d x=\int_{\Omega} \phi_{i} \phi_{j} v^{2} d x \geqslant 0$, we have $\Sigma_{i}\left\|v_{i}\right\|_{2}^{2}<\|v\|_{2}^{2}<\infty$ and consequently $\left\|v_{i}\right\|_{2} \rightarrow 0$ as $i \rightarrow \infty$. But

$$
\left\|\Delta v_{i}\right\|_{2} \leqslant \max \left|\Delta \phi_{i}\right|\|v\|_{2}+2 \max \left|\nabla \phi_{i}\right|\|\nabla v\|_{2}+\max \left|\phi_{i}\right|\|\Delta v\|_{2}<K
$$

where $\max \left|\Delta \phi_{i}\right|, \max \left|\nabla \phi_{i}\right|$ and $\max \left|\phi_{i}\right| \leqslant 1$, and therefore also $K$, are all bounded independently of $i$. It now follows from (2.24) that sup $\left|v_{i}\right| \rightarrow 0$ as $i \rightarrow \infty$. Thus the uniformly finite sum $v=\Sigma_{i} v_{i} \rightarrow 0$ as $x \rightarrow \infty$ which proves the proposition. Hence finally by Sobolev's theorem $|v|$ is a continuous function that takes its maximum value at a finite point $x$.


## 3. Energy estimates

Multiplying the Navier-Stokes equations by $u_{i}$, contracting over $i=1,2,3$, and integrating over $\Omega$, we obtain an identity which after use of the divergence and orthogonality relations reduces to

$$
\begin{equation*}
\frac{d}{d t}\|u\|_{2}^{2}+2 v\|\nabla u\|_{2}^{2}=0 \tag{3.1}
\end{equation*}
$$

The decrease of kinetic energy is equal to the rate of dissipation of energy by viscosity. If $u$ is a weak solution, the relation may be an inequality with dominant right hand side [32]. Integrating over $(0, T)$, we find

$$
\begin{equation*}
\|u\|_{2}^{2}+2 v \int_{0}^{T}\|\nabla u\|_{2}^{2} d t \leqslant\left\|u_{0}\right\|_{2}^{2}, \quad 0<T \leqslant \infty \tag{3.1a}
\end{equation*}
$$

and so deduce $u \in L^{2, \infty}(0, T), \nabla u \in L^{2,2}(0, T)$ and by Sobolev's inequality, $u \in L^{6,2}(0, T)$. The inclusion of $u$ and $\nabla u$ in these spaces can be schematized by means of an index diagram, Figure 1. The reciprocals $\left(1 / p_{1}, 1 / p_{2}\right)$ are plotted as Cartesian coordinates so the points $(1 / 2,0)$ and $(1 / 6,1 / 2)$ are marked as u-points and $(1 / 2,1 / 2)$ as a $\nabla u$-point in the
diagram. By the standard interpolation theorems the set of points for which $u$ belongs to the indicated space is convex, so $u$ belongs to the spaces indicated by the line segment $3 / p_{1}+2 / p_{2}=3 / 2, p_{2} \geqslant 2$. Another property of the index diagram is that the space to which a product $u v$ belongs, say $L^{r_{1}, r_{2}}$, is given by vector addition on the diagram: $1 / r_{i}=1 / p_{i}+1 / q_{i}$ where $u \in L^{p_{1}, p_{2}}, v \in L^{q_{1}, q_{2}}$. These properties of convexity and vector addition remain valid if $0<p_{2}<1$, for which the diagram extends to a semi-infinite vertical strip $0 \leqslant 1 / p_{1} \leqslant 1,0 \leqslant 1 / p_{2}<\infty$. Leray, Serrin and others have shown that if $u \in L^{p_{1}, p_{2}}$ where $3 / p_{1}+2 / p_{2}<1$ then $u$ is a regular solution without singularities, at least for $0<t<T$ [33].

A second integral estimate or inequality, as is well known, $[4,15,21,33]$ can be derived by multiplying the Navier-Stokes equations by $\tilde{\Delta} u$; and integrating over $\Omega$. As the calculation is typical of others to follow below, we present it in detail. Since $u_{i, t}$ is also solenoidal and vanishes on $\partial \Omega$, we find

$$
\begin{align*}
\int_{\Omega} \tilde{\Delta} u_{i} u_{i, t} d V & =\int_{\Omega} \Delta u_{i} u_{i, t} d V \\
& =-\int_{\Omega} \nabla u_{i} \nabla u_{i, t} d V  \tag{3.2}\\
& =-\frac{1}{2} \frac{d}{d t} \int_{\Omega}(\nabla u)^{2} d V \\
& =-\frac{1}{2} \frac{d}{d t}\|\nabla u\|_{2}^{2}
\end{align*}
$$

Also $\int_{\Omega} \tilde{\Delta} u_{i} p_{, i} d V=0$ by the orthogonality of the solenoidal and gradient subspaces, while

$$
\int_{\Omega} \tilde{\Delta} u_{i} \Delta u_{i} d V=\int_{\Omega} \tilde{\Delta} u_{i} \tilde{\Delta} u_{i} d V=\|\tilde{\Delta} u\|_{2}^{2}
$$

The nonlinear convective terms will be estimated by means of the inequalities of Hölder, Sobolev, and Young:

$$
\begin{align*}
\int_{\Omega} \tilde{\Delta} u_{i} u_{k} u_{i, k} d V & \leqslant\|\tilde{\Delta} u\|_{2}\|u\|_{6}\|\nabla u\|_{3} \\
& \leqslant C\|\tilde{\Delta} u\|_{2}\|\nabla u\|_{2}\|\nabla u\|_{6}^{1 / 2}\|\nabla u\|_{2}^{1 / 2}  \tag{3.3}\\
& \leqslant C\|\bar{\Delta} u\|_{2}^{3 / 2}\|\nabla u\|_{2}^{3 / 2} \\
& \leqslant \frac{v}{2}\|\tilde{\Delta} u\|_{2}^{2}+C v^{-3}\|\nabla u\|_{2}^{6} .
\end{align*}
$$

After a cancellation of terms in $\|\tilde{\Delta} u\|_{2}^{2}$, the resulting inequality becomes

$$
\begin{equation*}
\frac{d}{d t}\|\nabla u\|_{2}^{2}+v\|\bar{\Delta} u\|_{2}^{2} \leqslant K\|\nabla u\|_{2}^{6} \tag{3.4}
\end{equation*}
$$

This inequality has yielded much of the known behavour of singular solutions and asymptotic behaviour for long times.

Since (2.19) implies

$$
\begin{equation*}
\|\nabla u\|_{2}^{2} \leqslant\|u\|_{2}\|\bar{\Delta} u\|_{2} \tag{3.5}
\end{equation*}
$$

we can deduce from (3.4) that

$$
\begin{equation*}
\frac{d}{d t}\|\nabla u\|_{2}^{2}+v \frac{\|\nabla u\|_{2}^{4}}{\|u\|_{2}^{2}} \leqslant K\|\nabla u\|_{2}^{6} \tag{3.6}
\end{equation*}
$$

This self-contained inequality for $\|\nabla u\|_{2}$ in terms of $\|u\|_{2}$ can be linearized by an exchange of independent and dependent variables [5,6]. With $\|u\|_{2}=z$ and use of (3.1) we find

$$
\begin{equation*}
v^{2} \frac{d^{2} t}{d z^{2}}+K z^{2} \geqslant 0 \tag{3.7}
\end{equation*}
$$

From this inequality two successive integrations with respect to $z$ show that

$$
\begin{equation*}
t+c z^{4}=C(z), \quad c=\frac{K}{12 v^{2}} \tag{3.8}
\end{equation*}
$$

is a convex function of $z$. Also the expression

$$
\begin{equation*}
\frac{d t}{d z}+4 c z^{3}=C^{\prime}(z) \tag{3.9}
\end{equation*}
$$

is an increasing function of $z$. From (3.1) we have

$$
\frac{d t}{d z}=\frac{-z}{v\|\nabla u\|_{2}^{2}}<0
$$

with equality at singular values $z_{T}$ where $\|\nabla u\|_{2} \rightarrow \infty$ so that $C^{\prime}\left(z_{T}\right)=4 c z_{T}^{3}>0$. For $z>z_{T}$ (or $t<T$ ) we have [6]

$$
\begin{equation*}
\|\nabla u\|_{2}^{2} \geqslant \frac{z}{4 c v\left(z^{3}-z_{T}^{3}\right)}, \quad z>z_{T} . \tag{3.10}
\end{equation*}
$$

This is a modified form of an inequality first derived by Leray [21].
From (3.6) it follows that if

$$
\begin{equation*}
K\|\nabla u\|_{2}^{2}\|u\|_{2}^{2}<v \tag{3.11}
\end{equation*}
$$

then $\|\nabla u\|_{2}$ will be monotonic decreasing in $t$. Since $\|u\|_{2}$ is also monotonic decreasing in $t$, by (3.1), it is apparent that (3.11) will continue to hold thereafter, so that no singular instants can occur subsequently. Consequently, during the time interval in which singular instants may occur, before (3.11) takes effect say at $T_{1}$, we have the lower bound

$$
\begin{equation*}
\|\nabla u\|_{2}^{2} \geqslant \frac{v}{K\|u\|_{2}^{2}}>\frac{v}{K\left\|u_{0}\right\|_{2}^{2}}, \quad 0<t<T_{1} \tag{3.12}
\end{equation*}
$$

Observe that

$$
\left\|u_{0}\right\|_{2}^{2} \geqslant 2 v \int_{0}^{T_{1}}\|\nabla u\|_{2}^{2} d t>\frac{2 v^{2} T_{1}}{K\left\|u_{0}\right\|_{2}^{2}}
$$

so that [21]

$$
\begin{equation*}
T_{1}<\frac{K}{2 v^{2}}\left\|u_{0}\right\|_{2}^{4} \tag{3.13}
\end{equation*}
$$

Behaviour as time tends to infinity has been studied in [13].

## 4. The main theorem

While three dimensional viscous incompressible flows apparently do not enjoy a complete boundedness and regularity property, we will show in the following sections that the space and time derivatives of a solution do satisfy estimates similar to the energy estimates discussed above for $\|u\|_{2}$ and $\|\nabla u\|_{2}$. In consequence it can be shown that these derivatives do lie in mixed Lebesgue spaces in which the space index $p_{1}$ is 2 and the time index $p_{2}$ is in general a positive fraction. The Sobolev inequalities and interpolation then imply similar results for $p_{1}>2$. Let $D_{t}=\partial / \partial t, D_{i}=\partial / \partial x_{i}, D_{x}^{s}=D_{1}^{s_{1}} D_{2}^{s_{2}} D_{3}^{s_{3}}$, and let $\left\|D_{x}^{s} u\right\|_{p}^{p}$ denote the $p$ th power sum over all derivative norms of order $s$.

Theorem. Let $u_{i}(x, t)$ be a Navier-Stokes flow with finite energy in a suitable three-dimensional domain $\Omega \subset \mathbf{R}^{3}$. Let $u_{i}(x, t)$ be smooth except on a singular set. Over any time interval $(0, T)$ where $0 \leqslant T<\infty$ we have, for $r, s_{j}=0,1,2, \ldots ; s=s_{1}+s_{2}+s_{3}$,

$$
\begin{equation*}
\left\|D_{t}^{r} D_{x}^{s} u\right\|_{2} \in L^{2(4 r+2 s-1)^{-1}}(0, T) \tag{4.1}
\end{equation*}
$$

for $r$ or an $s_{j}>0$, and

$$
\begin{equation*}
\max _{x \in \Omega}\left|D_{t}^{r} D_{s}^{x} u\right| \in L^{(2 r+s+1)^{-1}}(0, T) . \tag{4.2}
\end{equation*}
$$

The corresponding integrals are bounded by constants depending only on $r, s_{j}$ $(j=1,2,3), v, T, \Omega$ and $\left\|u_{0}\right\|_{2}$.

Note that when $r=0$ and the multi-index $s=\left(s_{1}, s_{2}, s_{3}\right)=0$ the pattern of (4.1) does not hold precisely. When $r=s=0$ in (4.2) we obtain the known result $\max |u| \in L^{1}(0, T)$. This was obtained with the aid of (2.12), (2.15) and (2.21) from the estimate $\|\bar{\Delta} u\|_{2} \in L^{2 / 3}(0, T)$ derived in [4]. For $r=0$ and arbitrary $s=\left(s_{1}, s_{2}, s_{3}\right)$ the result was established by Foias, Guillopé and Temam [10] for the three-dimensional torus $T^{3}$.

Since $T$ the time interval is arbitrary, these estimates will hold through any singular instant, since by (3.13) all singular instants lie in a bounded time interval.

As $t \rightarrow 0+$ the various norms considered are in general unbounded. Thus $\lim _{t \rightarrow 0}\|\nabla u\|_{2}$ can not be finite if $u_{0}$ is nondifferentiable on an open subset of $\Omega$. Our estimates nonetheless apply near the lower limit $t=0$. The physical counterpart is known as "water hammer": when the tap is turned on the entire plumbing system vibrates to pressure shocks of unlimited speed. Compatibility conditions are also involved and have been studied by Heywood [15] and Rautmann [26].

The conditions to be imposed on our finitely connected domain $\Omega$ shall be as follows. The boundary $\partial \Omega$ shall be piecewise $C^{\infty}$ with a finite number of edges and corners in any bounded subregion, and shall satisfy a weak cone condition [1]. If $\partial \Omega$ extends to infinity the order condition

$$
\begin{equation*}
\int_{\partial \Omega \cap S(R)} d S \leqslant K R^{2} \tag{4.3}
\end{equation*}
$$

is also imposed with a fixed constant $K$, where $S(R)$ denotes the ball $|x| \leqslant R$. This condition is required for Lemma 2 and prevents the boundary surface from being too tightly coiled at large distances. It is not satisfied, for example, by the region enclosed by rotating the curve $x=e^{2}\left(2+\sin e^{2 z}\right)$ about the $z$-axis.

## 5. The scalar viscosity potential

As will be seen below, it is possible to obtain estimates for the Stokes term $\tilde{\Delta} u_{i}$ on a region $\Omega$ with boundary. However to find estimates of second order space derivatives,
and higher order derivatives, knowledge of the Laplacian term $\Delta u_{i}$ is required. From (2.18) we see that estimates will be necessary for the gradient $\nabla f$ of the scalar viscosity potential function $f$. In this section we begin the investigation of properties of $f$ and $\nabla f$.

Since $\Delta u_{i}=\tilde{\Delta} u_{i}+\nabla_{i} f$ and $\left(\Delta u_{i}\right)_{i}=0,\left(\tilde{\Delta} u_{i}\right)_{i}=0$ we find by taking divergences that

$$
\begin{equation*}
\Delta f=\nabla_{i}\left(\nabla_{i} f\right)=0 . \tag{5.1}
\end{equation*}
$$

Hence $f$ is a harmonic function that depends on time $t$ as a parameter. Since the normal component of $\tilde{\Delta} u_{i}$ on $\partial \Omega$ is zero, by the basic property of the solenoidal Stokes term as orthogonal to all gradients, it follows that on $\partial \Omega$,

$$
\begin{equation*}
\frac{\partial f}{\partial n}=\frac{\partial f}{\partial x_{i}}=\Delta u_{i} n_{i} \tag{5.2}
\end{equation*}
$$

By the divergence theorem

$$
\begin{equation*}
\int_{\partial \Omega} \Delta u_{i} n_{i} d S=\int_{\Omega}\left(\Delta u_{i}\right)_{, i} d V=0 \tag{5.3}
\end{equation*}
$$

so the boundary datum $\Delta u_{i} n_{i}$ satisfies the necessary integral condition for the Neumann problem of classical potential theory [17]. Thus $f=f\left(x_{i}, t\right)$ may be regarded as defined by (5.1) and (5.2) up to an additive constant. For simplicity we choose this constant so that

$$
\begin{equation*}
\int_{\Omega} f\left(x_{i}, t\right) d x=0, \quad 0 \leqslant t<\infty \tag{5.4}
\end{equation*}
$$

Lemma 1. For $\nabla f$ there holds the estimate

$$
\begin{equation*}
\|\nabla f\|_{2}^{2} \leqslant C\|\nabla u\|_{2}\left(\|\bar{\Delta} u\|_{2}+C_{1}\|\nabla u\|_{2}\right) \tag{5.5}
\end{equation*}
$$

where $C$ and $C_{1}$ are independent of $u$ and $f$. Also $\|\nabla f\|_{2} \in L^{1}(0, T)$.
Proof. Let $N=N(x, y)$ be the harmonic Neumann function for $\Omega$ : thus $\partial N / \partial n_{x}=0$ on $\partial \Omega$ while

$$
\begin{equation*}
-\Delta_{x} N=\delta(x, y)-\frac{1}{V} \tag{5.6}
\end{equation*}
$$

with $V=\int_{\Omega} 1 d x[2,8]$. Likewise let $G(x, y)$ be the harmonic Green's function for $\Omega$ so that $G(x, y)=0$ for $y \in \partial \Omega,-\Delta_{x} G(x, y)=\delta(x, y)$ and $G(x, y)$ like $N(x, y)$ is symmetric in $x$ and $y$. The Bergman kernel for $\Omega$ is defined as [2]

$$
\begin{equation*}
K(x, y)=N(x, y)-G(x, y) \tag{5.7}
\end{equation*}
$$

so that

$$
\begin{equation*}
\Delta_{x} K(x, y)=\frac{1}{V} \tag{5.8}
\end{equation*}
$$

The solution of a Neumann problem for $\Delta u=0$ is given by a surface integral representation with $N(x, y)$ as kernel. Thus

$$
\begin{equation*}
f(x, t)=\int_{\partial \Omega} N(x, y) \Delta u_{i}(y, t) n_{i}(y) d S_{y} \tag{5.9}
\end{equation*}
$$

Since $G(x, y)$ vanishes for $y \in \partial \Omega$, we may write

$$
\begin{align*}
f(x, t) & =\int_{\partial \Omega} K(x, y) \Delta u_{i}(y, t) n_{i}(y) d S_{y} \\
& =\int_{\Omega}\left(K(x, y) \Delta u_{i}(y, t)\right)_{, i} d y  \tag{5.10}\\
& =\int_{\Omega} K_{, i}(x, y) \Delta u_{i}(y, t) d y
\end{align*}
$$

by the divergence theorem and (2.2). Here the subscript comma and index $i$ refer to the $y$ variable. Applying Green's second theorem to (5.10) we find two terms vanish and

$$
\begin{equation*}
f(x, t)=\int_{\partial \Omega} K_{, i} \frac{\partial u_{i}}{\partial n} d S \tag{5.11}
\end{equation*}
$$

From (2.2) and (2.5) we see that if coordinates $x_{a}(\alpha=1,2)$ tangential to $\partial \Omega$ are chosen, and the normal coordinate is denoted by $n$, then on $\partial \Omega$

$$
\frac{\partial u_{n}}{\partial n}=-\frac{\partial u_{\alpha}}{\partial x_{a}}=0
$$

Hence

$$
\begin{equation*}
f(x, t)=\int_{\partial \Omega} K(x, y)_{, a} \frac{\partial u_{\alpha}}{\partial n} d S \tag{5.12}
\end{equation*}
$$

Here $\alpha$ runs through tangential indices 1,2 only, with respect to the $y$ variable.
We now consider values of $x$ on the boundary $\partial \Omega$. While $K(x, y)$ unlike $N(x, y)$ or $G(x, y)$ is regular in the interior of $\Omega$, this is no longer true if $x$ and $y$ both lie on the boundary.

Lemma 2. The kernels

$$
\begin{equation*}
\frac{\partial K(x, y)}{\partial y_{a}}, \quad \frac{\partial^{2} K(x, y)}{\partial n_{x} \partial y_{a}} \tag{5.13}
\end{equation*}
$$

are Calderon-Zygmund kernels on the boundary manifold, and hence define bounded integral operators on $L^{2}(\partial \Omega)$.

Proof. For $x$ sufficiently close to $\partial \Omega, x$ falls within a boundary neighbourhood fibred by normals. Draw the tangent plane to $\partial \Omega$ touching at the foot of the normal through $x$; and let $x^{\prime}$ be the mirror image of $x$ in this plane. Similarly, given $r(x, y)=|x-y|$, let $r^{\prime}=r\left(x, y^{\prime}\right)=\left|x-y^{\prime}\right|$.

Set

$$
\begin{align*}
& N(x, y)=\frac{1}{4 \pi r}+\frac{1}{4 \pi r^{\prime}}+n(x, y) \\
& G(x, y)=\frac{1}{4 \pi r}-\frac{1}{4 \pi r^{\prime}}+g(x, y) \tag{5.14}
\end{align*}
$$

Here

$$
\begin{equation*}
\Delta_{x} n(x, y)=\frac{1}{V}, \quad \Delta_{x} g(x, y)=0 \tag{5.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial N(x, y)}{\partial n_{x}}=0, \quad G(x, y)=0, \quad x \in \partial \Omega \tag{5.16}
\end{equation*}
$$

Applying the standard representation formulas to $n(x, y)$ and $g(x, y)$ we find that

$$
\begin{gather*}
n(x, y)=\frac{1}{4 \pi} \int_{\partial \Omega} N(x, z) \frac{\partial}{\partial n_{z}}\left(-\frac{1}{r}-\frac{1}{r^{\prime}}\right) d S_{z} \\
g(x, y)=\frac{1}{4 \pi} \int_{\partial \Omega} \frac{\partial G(x, z)}{\partial n_{z}}\left(\frac{1}{r}-\frac{1}{r^{\prime}}\right) d S_{z} \tag{5.17}
\end{gather*}
$$

where $r=r(z, y), r^{\prime}=r^{\prime}(z, y)$ in the integrands.
We now consider $y$ as lying on the boundary near $x$, so $r^{\prime}=r$, and invoke a lemma of classical potential theory: as $z \rightarrow x$ on $\partial \Omega$,

$$
\begin{equation*}
\frac{\partial}{\partial n_{z}}\left(\frac{1}{r}\right)=\frac{B(x, z)}{r}, \quad r=r(x, z) \tag{5.18}
\end{equation*}
$$

where $B(x, z)$ is smooth and uniformly bounded [17].
It follows that the functions

$$
n(x, y), \quad g(x, y), \frac{\partial n(x, y)}{\partial n_{x}}, \frac{\partial g(x, y)}{\partial n_{x}},
$$

where $x, y \in \partial \Omega$, can all be represented by integrals of the form

$$
\begin{equation*}
\int_{\partial \Omega} \frac{F_{1}(x, z)}{r(x, z)} \frac{F_{2}(z, y)}{r(z, y)} d S_{z} \tag{5.19}
\end{equation*}
$$

where $F_{1}(x, z)$ and $F_{2}(z, y)$ are smooth bounded functions on $\partial \Omega$. By dimensional considerations, and by direct estimation, it can be shown that such an integral has the form

$$
\ln r(x, y) F_{3}(x, y)+F_{4}(x, y)
$$

where again $F_{3}(x, y)$ and $F_{4}(x, y)$ are smooth bounded functions on $\partial \Omega$ [17].
Consequently it now follows that the derivatives (5.13) of $K(x, y)$ have the local behaviour as $x \rightarrow y, r=r(x, y)$,

$$
\begin{gather*}
\frac{\partial K(x, y)}{\partial y_{a}}=\frac{1}{2 \pi} \frac{\partial}{\partial y_{\alpha}}\left(\frac{1}{r}\right)+O\left(\frac{1}{r}\right) \\
\frac{\partial^{2} K(x, y)}{\partial n_{x} \partial y_{a}}=\frac{1}{2 \pi} \frac{\partial}{\partial y_{a}}\left(\frac{B(y, x)}{r}\right)+O\left(\frac{1}{r}\right) \tag{5.2}
\end{gather*}
$$

where $B(y, x)$ is as in (5.18). The lemma then follows, since $\partial \Omega$ is a two-dimensional manifold, piecewise smoothly embedded in $\mathbf{R}^{3}$ so that small distances in $\partial \Omega$ are asymptotic to those in $\mathbf{R}^{3}$, almost everywhere in $\partial \Omega$. By (4.3) the usual order conditions implicit in the Calderon-Zygmund theorem for $\mathbf{R}^{2}$ will apply [9, p. 1072; 23, Chapter 9].

To complete the proof of Lemma 1 we note that $\Delta f=0$ and hence

$$
\begin{align*}
\|\nabla f\|_{2}^{2}=\int_{\Omega}(\nabla f)^{2} d V & =\int_{\partial \Omega} f \frac{\partial f}{\partial n} d S \\
& \leqslant\|f\|_{2, \partial}\left\|\frac{\partial f}{\partial n}\right\|_{2, \partial} \tag{5.21}
\end{align*}
$$

by the Schwarz inequality, where the subscript $\partial$ on the norm indicates integration over $\partial \Omega$. By Lemma 2, and (5.12), both $f$ and $\partial f / \partial n$ are represented by integral operators with kernels bounded in $L^{2}(\partial \Omega)$. Hence

$$
\begin{align*}
\|\nabla f\|_{2}^{2} & \leqslant C\left\|\frac{\partial u_{a}}{\partial n}\right\|_{2, \partial}^{2} \\
& =C \int_{\partial \Omega} \sum_{a=1}^{2}\left(\frac{\partial u_{a}}{\partial n}\right)^{2} d S . \tag{5.22}
\end{align*}
$$

By a well-known technique, we find the last integral is majorized by

$$
C \int_{\Omega}\left|D_{j} u_{a}\right|\left\{\left|D_{j} D_{k} u_{a}\right|+\left|D_{j} u_{a}\right|\right\} d V .
$$

By Schwarz' inequality, and an estimate of Ladyzhenskaya [19, p. 21], we now have

$$
\begin{align*}
\|\nabla f\|_{2}^{2} & \leqslant C\|\nabla u\|_{2}\left\{\|\Delta u\|_{2}+\|\nabla u\|_{2}\right\}  \tag{5.23}\\
& \leqslant C\|\nabla u\|_{2}\left\{\|\bar{\Delta} u\|_{2}+\|\nabla f\|_{2}+\|\nabla u\|_{2}\right\} .
\end{align*}
$$

This last step follows from (2.18) and the triangle inequality.
But now

$$
C\|\nabla u\|_{2}\|\nabla f\|_{2} \leqslant \frac{1}{2}\|\nabla f\|_{2}^{2}+K\|\nabla u\|_{2}^{2}
$$

so we obtain finally the inequality stated in Lemma 1.
Since $\|\nabla u\|_{2} \in L^{2}(0, \infty)$, and $\|\tilde{\Delta} u\|_{2} \in L^{2 / 3}(0, T)$ has been established [4], it follows that the right hand side of the inequality of Lemma 1 is in $L^{1 / 2}(0, T)$. Hence we have shown

$$
\begin{equation*}
\|\nabla f\|_{2} \in L^{1}(0, T) . \tag{5.24}
\end{equation*}
$$

## Chapter II. The gradient and Stokes operators and their time derivatives

## 6. An integrability lemma

The main stage of our proof will consist of a sequence of estimates, each requiring the use of an appropriate integrability lemma to contribute its single step to an induction process. In preparation, the necessary lemma, which in its original application is due to Foias, Guillopé and Temam [10], will be proved next.

Lemma 3. Let $a>1, F(t) \geqslant 0, F(t) \in L^{p}(0, T)$ where $p>0, G(t) \geqslant 0$ and for $0 \leqslant t \leqslant T$ let

$$
\begin{equation*}
F^{\prime}(t)+G(t) \leqslant K F(t)^{a+p} . \tag{6.1}
\end{equation*}
$$

Then $G(t) \in L^{p(a+p)^{-1}}(0, T)$.
Proof. Introducing an additional positive unit factor or term on the right side, we have

$$
\frac{d}{d t}(1+F(t))+G(t) \leqslant K F^{p}(t)(1+F(t))^{a} .
$$

Divide by $(1+F(t))^{a}$ and incorporate this factor within the derivative:

$$
\frac{-1}{a-1} \frac{d}{d t}(1+F(t))^{1-a}+\frac{G(t)}{(1+F(t))^{a}} \leqslant K F^{p}(t) .
$$

Integrating from 0 to $T$, we have

$$
\frac{(1+F(0))^{1-a}}{a-1}+\int_{0}^{T} \frac{G(t) d t}{(1+F(t))^{2}} \leqslant K \int_{0}^{T} F^{p}(t) d t+\frac{(1+F(T))^{1-a}}{a-1} .
$$

Note that if $F(t) \rightarrow \infty$ as $t \rightarrow 0$ then the first term on the left will be zero. The second term on the right is majorized by $(a-1)^{-1}$ independently of $F(T)$ while the first term is finite by hypothesis. Consequently the integral on the left is convergent. Now

$$
\begin{aligned}
\int_{0}^{T} G(t)^{\frac{p}{a+p}} d t & =\int_{0}^{T}(1+F(t))^{\frac{a p}{a+p}} \frac{G(t)^{\frac{p}{a+p}} d t}{(1+F(t))^{\frac{a p}{a+p}}} \\
& \leqslant\left(\int_{0}^{T}(1+F(t))^{p} d t\right)^{\frac{a}{a+p}}\left(\int_{0}^{T} \frac{G(t) d t}{(1+F(t))^{a}}\right)^{\frac{p}{a+p}}
\end{aligned}
$$

by Hölder's inequality. Both integrals on the right being convergent, the integral on the left converges, and the lemma is proved.

This result in effect shows that the integrability of $G(t)$ is the same as that of the right hand side, over finite time intervals.

## 7. A triple squence of estimates

The presence of a boundary, and of boundary conditions on the $u_{i}(x, t)$, introduces two types of difficulties that stand in the way of a direct estimate such as the one used by Foias, Guillopé and Temam for $T^{3}$ [10]. The first of these is the distinction between $\Delta u_{i}$ and $\tilde{\Delta} u_{i}$ together with the presence of a scalar viscosity potential $f$, which has necessitated the preceding lemmas. The second is the failure of non-tangential space derivatives to satisfy boundary conditions (2.5), which we shall circumvent by an indirect
method commencing with the use of time derivatives, which do inherit the boundary conditions and subspace properties. In this section we construct three sequences of estimates formed by differentiating the Navier-Stokes equations $r$ times with respect to time $t$, and multiplying by $D_{t}^{r} u_{i}, D_{t}^{r} \tilde{\Delta} u_{i}$, and $D_{t}^{r+1} u_{i}$, respectively, where $r=0,1,2, \ldots$ [15]. We present these as a single interleaved sequence in an order determined by increasing integrability indices-that is, by decreasing integrability over the time variable. An induction over $r$ is then established. We shall present the first two groups, that is, six inequalities, and then the typical $r$ th stage group of three inequalities. Each of the inequalities will be numbered by its reciprocal time exponent or index, which specifies the position in the time index diagram of every term in the estimate. A pair of the same index are marked (a) and (b) in a convenient order. Constants such as $C$ appearing on the right hand side of these estimates may be different at different occurrences.

The first two such estimates are (3.1) and (3.4), which we repeat here labelled for later reference:

$$
\begin{gather*}
\frac{d}{d t}\|u\|_{2}^{2}+2 v\|\nabla u\|_{2}^{2}=0  \tag{1}\\
\frac{d}{d t}\|\nabla u\|_{2}^{2}+v\|\tilde{\Delta} u\|_{2}^{2} \leqslant K\|\nabla u\|_{2}^{6} \tag{a}
\end{gather*}
$$

To obtain the third inequality, multiply (2.1) by $u_{i, t} \equiv D_{t} u_{i}$ and integrate, obtaining

$$
\begin{align*}
\int_{\Omega} u_{i, t} u_{i, t} d x+\int_{\Omega} u_{i, t} u_{k} u_{i, k} d x & =-\int_{\Omega} p_{, i} u_{i, t} d x+v \int_{\Omega} u_{i, t} \Delta u_{i} d x \\
& =0-v \int_{\Omega} \nabla u_{i, t} \nabla u_{i} d x  \tag{7.1}\\
& =-\frac{1}{2} v \frac{d}{d t} \int_{\Omega}(\nabla u)^{2} d t
\end{align*}
$$

Thus

$$
\begin{align*}
v \frac{d}{d t}\|\nabla u\|_{2}^{2}+2\left\|u_{i}\right\|_{2}^{2} & =-2 \int_{\Omega} u_{i, t} u_{k} u_{i, k} d x  \tag{7.2}\\
& \leqslant 2\left\|u_{t}\right\|_{2}\|u\|_{6}\|\nabla u\|_{3} .
\end{align*}
$$

Since the right hand side is less than or equal to $\left\|u_{t}\right\|_{2}^{2}+\|u\|_{6}^{2}\|\nabla u\|_{3}^{2}$ we obtain

$$
\begin{align*}
v \frac{d}{d t}\|\nabla u\|_{2}^{2}+\left\|u_{t}\right\|_{2}^{2} & \leqslant\|u\|_{6}^{2}\|\nabla u\|_{3}^{2} \\
& \leqslant C\|\nabla u\|_{2}^{2}\|\nabla u\|_{2}\|\nabla u\|_{6}  \tag{b}\\
& \leqslant C\|\nabla u\|_{2}^{3}\|\bar{\Delta} u\|_{2}
\end{align*}
$$

where we have used (2.12) and (2.20).
To derive the second group of three inequalities, we differentiate (2.1) once with respect to time $t$ :

$$
\begin{equation*}
u_{i, t t}+u_{k, t} u_{i, k}+u_{k} u_{i, k t}=-p_{, i t}+v \Delta u_{i, t} \tag{7.3}
\end{equation*}
$$

Multiplying by $u_{i, t}$ and integrating, we have

$$
\begin{gather*}
\int_{\Omega} u_{i, t} u_{i, t t} d x+\int_{\Omega} u_{i, t} u_{k, t} u_{i, k} d x+\int_{\Omega} u_{i, t} u_{k} u_{i, k t} d x \\
=-\int_{\Omega} u_{i, t} p_{, i t} d x+v \int_{\Omega} u_{i, t} \Delta u_{i, t} d x \tag{7.4}
\end{gather*}
$$

The first of these terms is a time derivative, while the third is

$$
\begin{equation*}
\frac{1}{2} \int_{\Omega} u_{k} \frac{\partial}{\partial x_{k}}\left(u_{i, t}\right)^{2} d x=-\frac{1}{2} \int_{\Omega} u_{k, k}\left(u_{i, t}\right)^{2} d x=0 \tag{7.5}
\end{equation*}
$$

by (2.2). The first term on the right is zero by orthogonality while we can integrate by parts in the last term. The result is

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\|u_{t}\right\|_{2}^{2}+v\left\|\nabla u_{t}\right\|_{2}^{2} & =-\int_{\Omega} u_{i, t} u_{k, t} u_{i, k} d x \\
& \leqslant\left\|u_{t}\right\|_{4}^{2}\|\nabla u\|_{2}  \tag{7.6}\\
& \leqslant\left\|u_{t}\right\|_{2}^{1 / 2}\left\|u_{t}\right\|_{6}^{3 / 2}\|\nabla u\|_{2} \\
& \leqslant C\left\|u_{t}\right\|_{2}^{1 / 2}\left\|\nabla u_{t}\right\|_{2}^{3 / 2}\|\nabla u\|_{2}
\end{align*}
$$

Employing Young's inequality with exponents $\frac{4}{3}$ and 4 , and cancelling a term $\frac{1}{2} v\left\|\nabla u_{\mathrm{t}}\right\|_{2}^{2}$ on either side, then multiplying by 2 , we find

$$
\begin{align*}
\frac{d}{d t}\left\|u_{t}\right\|_{2}^{2}+v\left\|\nabla u_{t}\right\|_{2}^{2} & \leqslant C\left\|u_{t}\right\|_{2}^{2}\|\nabla u\|_{2}^{4}  \tag{b}\\
& \leqslant C\left\{\left\|u_{u^{\prime}}\right\|_{2}^{103}+\|\nabla u\|_{2}^{10}\right\} .
\end{align*}
$$

Here Young's inequality has been used again with exponents $\frac{5}{3}$ and $\frac{5}{2}$.
Next multiply (7.3) by $\bar{\Delta} u_{i, t}$ and integrate finding

$$
\begin{gather*}
\int_{\Omega} \tilde{\Delta} u_{i, t} u_{i, t t} d x+\int_{\Omega} \tilde{\Delta} u_{i, t} u_{k, t} u_{i, k} d x+\int_{\Omega} \tilde{\Delta} u_{i, t} u_{k} u_{i, k t} d x \\
=-\int_{\Omega} \tilde{\Delta} u_{i, t} p_{, i t} d x+v \int_{\Omega} \tilde{\Delta} u_{i, t} \Delta u_{i, t} d x . \tag{7.7}
\end{gather*}
$$

Since $\nabla_{i} f_{i}$ is orthogonal to $u_{i, t}$, the first integral on the left becomes

$$
\begin{align*}
\int_{\Omega} \Delta u_{i, t} u_{i, t t} d x & =-\int_{\Omega} \nabla u_{i, t} \nabla u_{i, t t} d x \\
& =-\frac{1}{2} \frac{d}{d t} \int\left(\nabla u_{i, t}\right)^{2} d x  \tag{7.8}\\
& =-\frac{1}{2} \frac{d}{d t}\left\|\nabla u_{t}\right\|_{2}^{2} .
\end{align*}
$$

The first integral on the right is zero by the usual orthogonality property, while the second, for a similar reason, becomes

$$
v \int_{\Omega} \tilde{\Delta} u_{i, t} \tilde{\Delta} u_{i, t} d x=v\left\|\tilde{\Delta} u_{t}\right\|_{2}^{2} .
$$

We thus have

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\|\nabla u_{t}\right\|_{2}^{2}+v\left\|\tilde{\Delta} u_{t}\right\|_{2}^{2} & =\int_{\Omega} \tilde{\Delta} u_{i, t}\left\{u_{k, t} u_{i, k}+u_{k} u_{i, k t}\right\} d x \\
& \leqslant\left\|\tilde{\Delta} u_{t}\right\|_{2}\left\{\max _{x \in \Omega} \mid D_{t} u\left\|_{\|} u\right\|_{2}+\|u\|_{6}\left\|\nabla u_{t}\right\|_{3}\right\} \\
& \leqslant\left\|\bar{\Delta} u_{t}\right\|_{2}\left\{C\left\|\nabla u_{t}\right\|_{2}^{1 / 2}\left\|\tilde{\Delta} u_{t}\right\|_{2}^{1 / 2}\|\nabla u\|_{2}+C\|\nabla u\|_{2}\left\|\nabla u_{t}\right\|_{2}^{1 / 2}\left\|\tilde{\Delta} u_{t}\right\|_{2}^{1 / 2}\right\}  \tag{7.9}\\
& \leqslant C\left\|\tilde{\Delta} u_{t}\right\|_{2}^{3 / 2}\left\|\nabla u_{t}\right\|_{2}^{1 / 2}\|\nabla u\|_{2} \\
& \leqslant \frac{v}{4}\left\|\tilde{\Delta} u_{t}\right\|_{2}^{2}+C\left\|\nabla u_{t}\right\|_{2}^{2}\|\nabla u\|_{2}^{4}
\end{align*}
$$

by Young's inequality with exponents $\frac{4}{3}$ and 4 . Cancelling the $\left\|\bar{\Delta} u_{t}\right\|_{2}^{2}$ term, we find

$$
\begin{equation*}
\frac{d}{d t}\left\|\nabla u_{t}\right\|_{2}^{2}+\frac{3}{2} v\left\|\tilde{\Delta} u_{t}\right\|_{2}^{2} \leqslant C\left\|\nabla u_{t}\right\|_{2}^{2}\|\nabla u\|_{2}^{4} \leqslant C\left\{\left\|\nabla u_{t}\right\|_{2}^{1 / 5 s}+\|\nabla u\|_{2}^{14}\right\} \tag{a}
\end{equation*}
$$

the last step by Young's inequality with exponents $\frac{7}{3}$ and $\frac{7}{2}$.

Multiply (7.3) by $u_{i, t t}$ and integrate, obtaining

$$
\begin{align*}
\frac{v}{2} \frac{d}{d t}\left\|\nabla u_{t}\right\|_{2}^{2}+\left\|u_{t t}\right\|_{2}^{2} & =-\int_{\Omega} u_{i, t}\left\{u_{k, t} u_{i, k}+u_{k} u_{i, k t}\right\} d x  \tag{7.10}\\
& \leqslant\left\|u_{t t}\right\|_{2}\left\{\max \left|D_{t} u\right|\|\nabla u\|_{2}+\|u\|_{6}\left\|\nabla u_{t}\right\|_{3}\right\} .
\end{align*}
$$

By Young's inequality (2.12) and the interpolation inequalities, we find

$$
\begin{equation*}
v \frac{d}{d t}\left\|\nabla u_{t}\right\|_{2}^{2}+\left\|u_{t t}\right\|_{2}^{2} \leqslant C\|\nabla u\|_{2}^{2}\left\|\nabla u_{t}\right\|_{2}\left\|\tilde{\Delta} u_{t}\right\|_{2} \tag{b}
\end{equation*}
$$

These first two groups of inequalities display many major features of the higher order calculations, and serve to initiate the induction on $r$ the order of time derivatives. We now give the inequalities for the typical $r$ th stage, found by differentiating (2.1) $r$ times with respect to $t$. Henceforth we shall also use $D_{t}$ to indicate a time derivative. With the help of Leibniz' formula for a higher derivative of a product, we now obtain

$$
\begin{equation*}
D_{t}^{r} u_{i, t}+\sum_{j=0}^{r}\binom{r}{j} D_{t}^{j} u_{k} D_{t}^{r-j} u_{i, k}=-D_{t}^{r} p_{, i}+v D_{t}^{r} \Delta u_{i} \tag{7.11}
\end{equation*}
$$

Multiplying by $D_{i}^{r} u_{i}$ and integrating, we find after some routine steps,

$$
\begin{equation*}
\frac{1}{2} D_{t}\left\|D_{t}^{r} u\right\|_{2}^{2}+v\left\|D_{t}^{r} \nabla u\right\|_{2}^{2}=-\sum_{j=0}^{r}\binom{r}{j} \int_{\Omega} D_{t}^{r} u_{i} D_{t}^{j} u_{k} D_{t}^{r-j} u_{i, k} d x \tag{7.12}
\end{equation*}
$$

The term with $j=0$ on the right is

$$
\begin{equation*}
\int_{\Omega} D_{t}^{r} u_{i} \cdot u_{k} D_{t}^{r} u_{i, k} d x=\frac{1}{2} \int_{\Omega} u_{k}\left(D_{t}^{r} u_{i}\right)_{, k}^{2} d x=-\int_{\Omega} u_{k, k}\left(D_{t}^{r} u_{i}\right)^{2} d x=0 \tag{7.13}
\end{equation*}
$$

by (2.2). For the terms with $0<j<r$ we estimate as follows:

$$
\begin{align*}
\int_{\Omega} D_{t}^{r} u_{i} D_{t}^{j} u_{k} D_{t}^{r-j} u_{i, k} d x & \leqslant\left\|D_{t}^{r} u\right\|_{6}\left\|D_{t}^{j} u\right\|_{3}\left\|D_{t}^{r-j} \nabla u\right\|_{2} \\
& \leqslant C\left\|D_{t}^{r} \nabla u\right\|_{2}\left\|D_{t}^{j} u\right\|_{2}^{1 / 2}\left\|D_{t}^{j} u\right\|_{6}^{1 / 2}\left\|D_{t}^{r-j} \nabla u\right\|_{2}  \tag{7.14}\\
& \leqslant C\left\|D_{t}^{r} \nabla u\right\|_{2}\left\|D_{t}^{j} u\right\|_{2}^{1 / 2}\left\|D_{t}^{j} \nabla u\right\|_{2}^{1 / 2}\left\|D_{t}^{r-j} \nabla u\right\|_{2} \\
& \leqslant \frac{v}{2 r}\left\|D_{t}^{r} \nabla u\right\|_{2}^{2}+C\left\|D_{t}^{j} u\right\|_{2}\left\|D_{t}^{j} \nabla u\right\|_{2}\left\|D_{t}^{r-j} \nabla u\right\|_{2}^{2}
\end{align*}
$$

Finally the term with $j=r$ becomes

$$
\begin{align*}
\int_{\Omega} D_{t}^{r} u_{i} D_{t}^{r} u_{k} u_{i, k} d x & \leqslant\left\|D_{t}^{r} u\right\|_{4}^{2}\|\nabla u\|_{2} \\
& \leqslant C\left\|D_{t}^{r} u\right\|_{2}^{1 / 2}\left\|D_{t}^{r} u\right\|_{6}^{3 / 2}\|\nabla u\|_{2}  \tag{7.15}\\
& \leqslant C\left\|D_{t}^{r} \nabla u\right\|_{2}^{3 / 2}\left\|D_{t}^{r} u\right\|_{2}^{1 / 2}\|\nabla u\|_{2} \\
& \leqslant \frac{v}{2 r}\left\|D_{t}^{r} \nabla u\right\|_{2}^{2}+C\left\|D_{t}^{r} u\right\|_{2}^{2}\|\nabla u\|_{2}^{4}
\end{align*}
$$

by Young's inequality with $p=\frac{4}{3}, q=4$. Combining all terms, multiplying by 2 , and noting certain cancellations involving $\left\|D_{t}^{r} \nabla u\right\|_{2}^{2}$ terms, we find

$$
\begin{align*}
D_{t}\left\|D_{t}^{r} u\right\|_{2}^{2}+\nu\left\|D_{t}^{r} \nabla u\right\|_{2}^{2} & \leqslant C\left\{\left\|D_{t}^{r} u\right\|_{2}^{2}\|\nabla u\|_{2}^{4}+\sum_{j=1}^{r-1}\left\|D_{t}^{j} u\right\|_{2}\left\|D_{t}^{j} \nabla u\right\|_{2}\left\|D_{t}^{r-j} \nabla u\right\|_{2}^{2}\right\} \\
& \leqslant C\left\{\sum_{j=1}^{r}\left\|D_{t}^{j} u\right\|_{2}^{\frac{8 r+2}{4 j-1}}+\sum_{j=0}^{r-1}\left\|D_{t}^{j} \nabla u\right\|_{2}^{\frac{8 r+2}{4 j+1}}\right\} \tag{4r+1}
\end{align*}
$$

Here we have used the homogeneous version (2.13) of Young's inequality.
Multiplying (7.11) by $D_{t}^{r} \bar{\Delta} u_{i}$ and integrating, we find

$$
\begin{align*}
\frac{1}{2} D_{t}\left\|D_{t}^{r} \nabla u\right\|_{2}^{2}+v\left\|D_{t}^{r} \tilde{\Delta} u\right\|_{2}^{2}= & \int_{\Omega} D_{t}^{r} \tilde{\Delta} u_{i} \sum_{j=0}^{r}\binom{r}{j} D_{t}^{j} u_{k} D_{t}^{r-j} u_{i, k} d x \\
\leqslant & \left\|D_{t}^{r} \tilde{\Delta} u\right\|_{2}\left(\sum_{j=0}^{[r / 2]}\binom{r}{j}\left\|D_{t}^{j} u\right\|_{6}\left\|D_{t}^{r-j} \nabla u\right\|_{3}\right. \\
& \left.\left.+\sum_{j=[r / 2]+1}^{r}\binom{r}{j} \max \right\rvert\, D_{t}^{j} u\| \| D_{t}^{r-j} \nabla u \|_{2}\right\}  \tag{7.16}\\
\leqslant & C\left\|D_{t}^{r} \tilde{\Delta} u\right\|_{2}\left\{\sum_{j=0}^{[r / 2]}\left\|D_{t}^{j} \nabla u\right\|_{2}\left\|D_{t}^{r-j} \nabla u\right\|_{2}^{1 / 2}\left\|D_{t}^{r-j} \tilde{\Delta} u\right\|_{2}^{1 / 2}\right. \\
& \left.+\sum_{j=[r / 2]+1}^{r}\left\|D_{t}^{j} \nabla u\right\|_{2}^{1 / 2}\left\|D_{t}^{j} \tilde{\Delta} u\right\|_{2}^{1 / 2}\left\|D_{t}^{r-j} \nabla u\right\|_{2}\right\}
\end{align*}
$$

By Young's inequality, and treating the terms for $j=0$ in the first sum and $j=r$ in the second sum separately, we find that, for any real $\gamma$ with $0<\gamma<2$,

$$
\begin{gather*}
D_{t}\left\|D_{t}^{r} \nabla u\right\|_{2}^{2}+2 v\left\|D_{t}^{r} \bar{\Delta} u\right\|_{2}^{2} \leqslant \frac{1}{2}(2-\gamma) v\left\|D_{t}^{r} \tilde{\Delta} u\right\|_{2}^{2} \\
+C(\gamma)\left\{\left\|D_{t}^{r} \nabla u\right\|_{2}^{2}\|\nabla u\|_{2}^{4}+\sum_{j=1}^{[r / 2]}\left\|D_{t}^{j} \nabla u\right\|_{2}^{2}\left\|D_{t}^{r-j} \nabla u\right\|_{2}\left\|D_{t}^{r-j} \bar{\Delta} u\right\|_{2}\right\} . \tag{7.17}
\end{gather*}
$$

Again, multiplying (7.11) by $D_{t}^{r+1} u$ and integrating, we find

$$
\begin{align*}
& \frac{v}{2} D_{t}\left\|D_{t}^{r} \nabla u\right\|_{2}^{2}+\left\|D_{t}^{r+1} u\right\|_{2}^{2}=-\int_{\Omega} D_{t}^{r+1} u_{i} \sum_{j=0}^{r}\binom{r}{j} D_{t}^{j} u_{k} D_{t}^{r-j} u_{i, k} d x \\
& \leqslant\left\|D_{t}^{r+1} u\right\|_{2}\left\{\sum_{j=0}^{[r / 2]}\binom{r}{j}\left\|D_{t}^{j} u\right\|_{6}\left\|D_{t}^{r-j} \nabla u\right\|_{3}+\sum_{j=[r / 2]+1}^{r}\binom{r}{j} \max \left|D_{t}^{j} u\right|\left\|D_{t}^{r-j} \nabla u\right\|_{2}\right\} \\
& \leqslant C\left\|D_{t}^{r+1} u\right\|_{2}\left\{\sum_{j=0}^{[r / 2]}\left\|D_{t}^{j} \nabla u\right\|_{2}\left\|D_{t}^{r-j} \nabla u\right\|_{2}^{1 / 2}\left\|D_{t}^{r-j} \tilde{\Delta} u\right\|_{2}^{1 / 2}\right.  \tag{7.18}\\
&\left.+\sum_{j=[r / 2]+1}^{r}\left\|D_{t}^{j} \nabla u\right\|_{2}^{1 / 2}\left\|D_{t}^{j} \tilde{\Delta} u\right\|_{2}^{1 / 2}\left\|D_{t}^{r-j} \nabla u\right\|_{2}\right\} \\
& \leqslant \frac{1}{2}(2-\gamma)\left\|D_{t}^{r+1} u\right\|_{2}^{2}+C \sum_{j=0}^{[r / 2]}\left\|D_{t}^{j} \nabla u\right\|_{2}^{2}\left\|D_{t}^{r-j} \nabla u\right\|_{2}\left\|D_{t}^{r-j} \tilde{\Delta} u\right\|_{2} .
\end{align*}
$$

Cancelling the $\left\|D_{t}^{r+1} u\right\|_{2}^{2}$ term on the right, we find after multiplying by 2 that

$$
\begin{gather*}
\nu D_{t}\left\|D_{t}^{r} \nabla u\right\|_{2}^{2}+\gamma\left\|D_{t}^{r+1} u\right\|_{2}^{2} \leqslant C \sum_{j=0}^{[r / 2]}\left\|D_{t}^{j} \nabla u\right\|_{2}^{2}\left\|D_{t}^{r-j} \nabla u\right\|_{2}\left\|D_{t}^{r-j} \tilde{\Delta} u\right\|_{2}  \tag{7.19}\\
\leqslant \frac{v}{2}(2-\gamma)\left\|D_{t}^{r} \tilde{\Delta} u\right\|_{2}^{2}+C(\gamma)\left\{\left\|D_{t}^{r} \nabla u\right\|_{2}^{2}\|\nabla u\|_{2}^{4}+C \sum_{j=1}^{[r / 2]}\left\|D_{t}^{j} \nabla u\right\|_{2}^{2}\left\|D_{t}^{r-j} \nabla u\right\|_{2}\left\|D_{t}^{r-j} \tilde{\Delta} u\right\|_{2}\right\}
\end{gather*}
$$

Adding the resulting forms of the two preceding inequalities, and cancelling terms on the right containing $\left\|D_{t}^{r} \tilde{\Delta} u\right\|_{2}^{2}$, we obtain

$$
\begin{align*}
& (1+v) D_{t}\left\|D_{t}^{r} \nabla u\right\|_{2}^{2}+\gamma\left(v\left\|D_{t}^{r} \bar{\Delta} u\right\|_{2}^{2}+\left\|D_{t}^{r+1} u\right\|_{2}^{2}\right) \\
& \quad \leqslant C(\gamma)\left\{\left\|D_{t}^{r} \nabla u\right\|_{2}^{2}\|\nabla u\|_{2}^{4}+\sum_{j=1}^{r / 2]}\left\|D_{t}^{j} \nabla u\right\|_{2}^{2}\left\|D_{t}^{r-j} \nabla u\right\|_{2}\left\|D_{t}^{r-j} \bar{\Delta} u\right\|_{2}\right\} \tag{4r+3}
\end{align*}
$$

## 8. Deduction of the estimates for $\left\|D_{t}^{r} \nabla u\right\|_{2},\left\|D_{t}^{r} \tilde{\Delta} u\right\|_{2}$ and $\left\|D_{t}^{r+1} u\right\|_{2}$

By putting the preceding inequalities into a form to which Lemma 3 applies we can deduce in succession, and by induction on $r$, the requisite estimates for $u, \nabla u$ and $\bar{\Delta} u$ and their time derivatives of order $r$. Further combinations and calculations are required for this.

The estimate $\|\nabla u\|_{2} \in L^{2}(0, \infty)$ has been made from 1 in Section 7. In view of 3(a), $F_{3}(t)=\|\nabla u\|_{2}^{2} \in L^{1}(0, T)$ satisfies Lemma 3 with $a=2$ and $G_{3}(t)=v\|\tilde{\Delta} u\|_{2}^{2}$. Hence $G_{3}(t)$ has the same integrability as $F_{3}(t)^{3}$, that is, $G_{3}(t) \in L^{1 / 3}(0, T)$ so that $\|\bar{\Delta} u\|_{2} \in L^{2 / 3}(0, T)$.

But this method will not work directly for 3(b) which must be combined with 3(a) to gain the result for $\left\|u_{t}\right\|_{2}$. Adding 3(a) and 3(b) we have

$$
\begin{equation*}
(1+v) \frac{d}{d t}\|\nabla u\|_{2}^{2}+v\|\tilde{\Delta} u\|_{2}^{2}+\|u\|_{2}^{2} \leqslant C\left(\|\nabla u\|_{2}^{6}+\|\nabla u\|_{2}^{3}\|\tilde{\Delta} u\|_{2}\right) . \tag{3}
\end{equation*}
$$

By Young's inequality again,

$$
C\|\nabla u\|_{2}^{3}\|\tilde{\Delta} u\|_{2} \leqslant \frac{v}{2}\|\tilde{\Delta} u\|_{2}^{2}+K\|\nabla u\|_{2}^{6}
$$

so we find

$$
\begin{equation*}
(1+v) \frac{d}{d t}\|\nabla u\|_{2}^{2}+\frac{v}{2}\|\tilde{\Delta} u\|_{2}^{2}+\left\|u_{t}\right\|_{2}^{2} \leqslant C_{1}\|\nabla u\|_{2}^{6} \tag{8.1}
\end{equation*}
$$

With $F_{3}(t)=(1+\nu)\|\nabla u\|_{2}^{2}$ and $G_{3}(t)=\frac{1}{2} \nu\|\tilde{\Delta} u\|_{2}^{2}+\left\|u_{t}\right\|_{2}^{2}$ the lemma applies with $p=1$ and $a=2$ so we conclude $G_{3}(t) \in L^{1 / 3}(0, T)$. Hence $\|\tilde{\Delta} u\|_{2}$ and $\left\|u_{t}\right\|_{2}$ are both in $L^{2 / 3}(0, T)$.

To estimate $\left\|\nabla u_{t}\right\|_{2}$, we start with $5(\mathrm{~b})$ which however also has a $\|\nabla u\|_{2}^{10}$ term on the right side. We therefore add 3(a) multiplied by $3\|\nabla u\|_{2}^{4}$ which raises its singular index from 3 to 5 and makes possible the introduction of $F_{5}(t)=\left\|u_{t}\right\|^{2}+\|\nabla u\|_{2}^{6}$. We obtain using (2.14)

$$
\begin{align*}
\frac{d}{d t}\left[\left\|u_{t}\right\|_{2}^{2}+\|\nabla u\|_{2}^{6}\right]+v\left[\left\|\nabla u_{t}\right\|_{2}^{2}+3\|\nabla u\|_{2}^{4}\|\tilde{\Delta} u\|_{2}^{2}\right] & \leqslant C\left[\left\|u_{t}\right\|_{2}^{10 / 3}+\|\nabla u\|_{2}^{10}\right]  \tag{8.2}\\
& \leqslant C\left[\left\|u_{t}\right\|_{2}^{2}+\|\nabla u\|_{2}^{6}\right]^{5 / 3}
\end{align*}
$$

Now Lemma 3 applies with $p=\frac{1}{3}, a=\frac{4}{3}$, and $G_{5}(t)=\left\|\nabla u_{t}\right\|_{2}^{2}+3\|\nabla u\|_{2}^{4}\|\hat{\Delta} u\|_{2}^{2}$. It follows that $G_{5}(t) \in L^{1 / 5}(0, T)$ and therefore that $\left\|\nabla u_{t}\right\|_{2} \in L^{2 / 5}(0, T)$.

At the next level $\left\|\bar{\Delta} u_{t}\right\|_{2}$ and $\left\|u_{t t}\right\|_{2}$ are to be estimated, and we must combine 7(a), 7(b), and 3(a) (or (8.1)) multiplied by $5\|\nabla u\|_{2}^{8}$ thus forming an inequality homogeneous of singular index 7 :

$$
\begin{align*}
& \frac{d}{d t}\left[(1+v)\left\|\nabla u_{t}\right\|_{2}^{2}+\|\nabla u\|_{2}^{10}\right]+\frac{3}{2} v\left\|\tilde{\Delta} u_{t}\right\|_{2}^{2}+\left\|u_{t}\right\|_{2}^{2}+5 v\|\nabla u\|_{2}^{8}\|\tilde{\Delta} u\|_{2}^{2} \\
& \quad \leqslant C\left[\left\|\nabla u_{t}\right\|_{2}^{2}\|\nabla u\|_{2}^{4}+\left\|\nabla u_{t}\right\|_{2}\left\|\tilde{\Delta} u_{t}\right\|_{2}\|\nabla u\|_{2}^{2}+\|\nabla u\|_{2}^{14}\right]  \tag{8.3}\\
& \quad \leqslant C\left[\left\|\nabla u_{t}\right\|_{2}^{14 / 5}+\|\nabla u\|_{2}^{14}\right]+\varepsilon v\left\|\tilde{\Delta} u_{t}\right\|_{2}^{2}
\end{align*}
$$

Choosing $\varepsilon=\frac{1}{2}$ and canceling the term in $\left\|\bar{\Delta} u_{t}\right\|_{2}^{2}$ on the right side against part of the corresponding term on the left, we find

$$
\begin{align*}
& \frac{d}{d t}\left[(1+v)\left\|\nabla u_{t}\right\|_{2}^{2}+\|\nabla u\|_{2}^{10}\right]+v\left\|\bar{\Delta}_{t}\right\|_{2}^{2}+\left\|u_{t t}\right\|_{2}^{2}+5 v\|\nabla u\|_{2}^{8}\|\tilde{\Delta} u\|_{2}^{2} \\
& \leqslant C\left[\left\|\nabla u_{t}\right\|_{2}^{14 / 5}+\|\nabla u\|_{2}^{14}\right]  \tag{8.4}\\
& \leqslant C\left[(1+v)\left\|\nabla u_{t}\right\|_{2}^{2}+\|\nabla u\|_{2}^{10}\right]^{7 / 5}
\end{align*}
$$

With

$$
F_{7}(t)=(1+v)\left\|\nabla u_{t}\right\|_{2}^{2}+\|\nabla u\|_{2}^{10} \in L^{1 / 5}(0, T)
$$

and

$$
G_{7}(t)=v\left\|_{\|} \tilde{\Delta} u_{i}\right\|_{2}^{2}+\left\|u_{t}\right\|_{2}^{2}+5 v\|\nabla u\|_{2}^{8}\|\tilde{\Delta} u\|_{2}^{2}
$$

Lemma 3 applies with $p=\frac{1}{5}, a=\frac{6}{5}$ and we conclude that $G_{7}(t) \in L^{1 / 7}(0, T)$. Hence $\left\|\tilde{\Delta} u_{t}\right\|_{2}$ and $\left\|u_{t t}\right\|_{2}$ are both in $L^{2 / 7}(0, T)$ as required.

This completes the first two stages of an induction on $r$; we have shown the result for $\|\nabla u\|_{2},\|\tilde{\Delta} u\|_{2}$ and $\left\|u_{t}\right\|_{2}$ at the initial stage and $\left\|\nabla u_{t}\right\|_{2},\left\|\tilde{\Delta} u_{t}\right\|_{2}$ and $\left\|u_{t}\right\|_{2}$ at the stage with $r=1$. We now assume the result holds for $r-1$, that is for $\left\|D_{t}^{j} \nabla u\right\|_{2},\left\|D_{t}^{j} \tilde{\Delta} u\right\|_{2}$ and $\left\|D_{t}^{j+1} u\right\|_{2}$ for $j \leqslant r-1$, and prove that the result holds for $r$, that is, for $\left\|D_{t}^{r} \nabla u\right\|_{2},\left\|D_{t}^{r} \tilde{\Delta} u\right\|$ and $\left\|D_{t}^{r+1} u\right\|_{2}$.

To establish the result for $\left\|D_{t}^{r} \nabla u\right\|_{2}$ we must rely primarily on estimate ( $4 r+1$ ) but the presence of various terms on the right hand side means that multiples of lower order estimates must be combined with this one. By building up the necessary combinations recursively it is possible to keep the number of such operations at each stage to a maximum of two. The ensuing definitions for $F_{4 r+1}(t)$ and $G_{4 r+1}(t)$ also involve $F_{4 r-1}(t)$ and $G_{4 r-1}(t)$ for which the $L^{p}$ classes are already established by the earlier stages of the induction.

Thus, for $r=2,3, \ldots$, let

$$
\begin{gather*}
F_{4 r+1}(t)=\left\|D_{t}^{r} u\right\|_{2}^{2}+\frac{4 r-7}{4 r-1} F_{4 r-1}(t)^{\frac{4 r-1}{4 r-3}}+F_{4 r-3}(t)^{\frac{4 r-1}{4 r-5}}  \tag{8.5}\\
G_{4 r+1}(t)=v\left\|D_{t}^{r} \nabla u\right\|_{2}^{2}+F_{4 r-1}^{\frac{2}{4 r-3}}(t) G_{4 r-1}(t)+F_{4 r-3}^{\frac{4}{44-5}}(t) G_{4 r-3}(t) \tag{8.6}
\end{gather*}
$$

and let

$$
\begin{gather*}
F_{4 r+3}(t)=(1+\nu)\left\|D_{t}^{r} \nabla u\right\|_{2}^{2}+F_{4 r-1}(t)^{\frac{4 r+1}{4 r-3}}  \tag{8.7}\\
G_{4 r+3}(t)=\nu\left\|D_{t}^{r} \bar{\Delta} u\right\|_{2}^{2}+\left\|D_{t}^{r+1} u\right\|_{2}^{2}+\frac{4 r+1}{4 r-3} F_{4 r-1}^{\frac{4}{4 r-3}}(t) G_{4 r-1}(t) \tag{8.8}
\end{gather*}
$$

Here, initially,

$$
\begin{gathered}
F_{3}(t)=\|\nabla u\|_{2}^{2}, \quad G_{3}(t)=v\|\bar{\Delta} u\|_{2}^{2}+\left\|u_{t}\right\|_{2}^{2} \\
F_{5}(t)=\left\|u_{t}\right\|_{2}^{2}+\|\nabla u\|_{6}^{6}=\left\|u_{t}\right\|_{2}^{2}+F_{3}^{3}(t) \\
G_{5}(t)=v\left\|\nabla u_{t}\right\|_{2}^{2}+3 v\|\nabla u\|_{2}^{4}\|\tilde{\Delta} u\|_{2}^{2} \quad \text { or } \quad v\left\|\nabla u_{t}\right\|_{2}^{2}+3 F_{3}^{2}(t) G_{3}(t) \\
F_{7}(t)=(1+v)\left\|\nabla u_{t}\right\|_{2}^{2}+\|\nabla u\|_{2}^{10}=(1+v)\left\|\nabla u_{t}\right\|_{2}^{2}+F_{3}^{3}(t) \\
G_{7}(t)=v\left\|_{\Delta} u_{t}\right\|_{2}^{2}+\left\|u_{t}\right\|_{2}^{2}+5\|\nabla u\|_{2}^{8}\left(v\|\tilde{\Delta} u\|_{2}^{2}+\left\|u_{t}\right\|_{2}^{2}\right)=v\left\|_{\bar{\Delta}} u_{t}\right\|_{2}^{2}+\left\|u_{t t}\right\|_{2}^{2}+5 F_{3}^{4} G_{3} .
\end{gathered}
$$

The index of $F_{q}(t)$ is $q-2$ and of $G_{q}(t)$ is $q$, for every odd positive integer $q$, while all $F_{q}(t)$ and $G_{q}(t)$ are positive quantities, unless $\|\nabla u\|_{2}=0$ in which case $u \equiv 0$.

The basic inequality for the previous stage of the induction is

$$
\begin{equation*}
F_{4 r-3}^{\prime}(t)+G_{4 r-3}(t) \leqslant C F_{4 r-3}(t)^{\frac{4 r-3}{4 r-5}} \tag{8.9}
\end{equation*}
$$

Assuming as the induction hypothesis that (8.9) holds, we multiply it by

$$
\frac{4 r-1}{4 r-5} F_{4 r-3}^{\frac{4}{4 r-5}}(t)
$$

and add to ( $4 r+1$ ). Likewise, we multiply the second inequality (assumed by hypothesis as established at the second part of the preceding stage of induction on $r$ ):

$$
\begin{equation*}
F_{4 r-1}^{\prime}(t)+\frac{4 r-3}{4 r-7} G_{4 r-1}(t) \leqslant C F_{4 r-1}(t)^{\frac{4 r-1}{4 r-3}} \tag{8.10}
\end{equation*}
$$

by

$$
\frac{4 r-7}{4 r-3} F_{4 r-1}(t)^{\frac{2}{4 r-3}}
$$

and add to the preceding relation. Thus we obtain

$$
\begin{align*}
& D_{t}\left[\left\|D_{t}^{r} u\right\|_{2}^{2}+\frac{4 r-7}{4 r-1} F_{4 r-1}(t)^{\frac{4 r-1}{4 r-3}}+F_{4 r-3}(t)^{\frac{4 r-1}{4 r-5}}\right] \\
& \quad+v\left\|D_{t}^{r} \nabla u\right\|_{2}^{2}+F_{4 r-1}(t)^{\frac{2}{4 r-3}} G_{4 r-1}(t)+\frac{4 r-1}{4 r-5} F_{4 r-3}^{\frac{4}{4 r-5}}(t) G_{4 r-3}(t)  \tag{8.11}\\
& \\
& \quad \leqslant \\
& \quad C\left[\sum_{j=1}^{r}\left\|D_{t}^{j} u\right\|_{2}^{\frac{8 r+2}{4 j-1}}+\sum_{j=0}^{r-1}\left\|D_{t}^{j} \nabla u\right\|_{2}^{\frac{8 r+2}{4 j+1}}+F_{4 r-3}(t)^{\frac{4 r+1}{4 r-5}}+F_{4 r-1}(t)^{\frac{4 r+1}{4 r-3}}\right]
\end{align*}
$$

However

$$
\begin{align*}
\left\|D_{i}^{j} u\right\|_{2}^{\frac{8 r+2}{4 j-1}} & \leqslant F_{4 j+1}(t)^{\frac{4 r+1}{4 j-1}} \\
& \leqslant F_{4 j+5}(t)^{\frac{4 r+1}{4 j+3}} \\
& \leqslant F_{4 j+9}(t)^{\frac{4 r+1}{4 j+7}}  \tag{8.12}\\
& \vdots \\
& \leqslant F_{4 r-3}(t)^{\frac{4 r+1}{4 r-5}}, \quad j=1, \ldots, r-1 \\
\left\|D_{t}^{j} \nabla u\right\|_{2}^{\frac{8 r+2}{4 j+1}} & \leqslant F_{4 j+3}(t)^{\frac{4 r+1}{4 j+1}} \\
& \leqslant F_{4 j+7}(t)^{\frac{4 r+1}{4 j+5}} \\
& \leqslant F_{4 j+11}(t)^{\frac{4 r+1}{4 j+9}}  \tag{8.13}\\
& \vdots \\
& \leqslant F_{4 r-1}(t)^{\frac{4 r+1}{4 r-3}}, \quad j=0, \ldots, r-1 .
\end{align*}
$$

Hence by (2.14) the right hand side of our inequality (8.11) is bounded by

$$
\begin{align*}
& C\left[\left\|D_{t}^{r} u\right\|_{2}^{\frac{8 r+2}{4-1}}+F_{4 r-3}(t)^{\frac{4 r+1}{4 r-5}}+\frac{4 r-7}{4 r-1} F_{4 r-1}(t)^{\frac{4 r+1}{4 r-3}}\right] \\
& \quad \leqslant C\left[\left\|D_{t}^{r} u\right\|_{2}^{2}+F_{4 r-3}(t)^{\frac{4 r-1}{4-5}}+\frac{4 r-7}{4 r-1} F_{4 r-1}(t)^{\frac{4 r-1}{r-3}}\right]^{\frac{4 r+1}{4 r-1}}  \tag{8.14}\\
& \quad=C F_{4 r+1}(t)^{\frac{4 r+1}{4 r-1}} .
\end{align*}
$$

This establishes the basic inequality (8.9) for $F_{4 r+1}(t)$ in the form

$$
\begin{equation*}
F_{4 r+1}^{\prime}(t)+G_{4 r+1}(t) \leqslant C F_{4 r+1}(t)^{\frac{4 r+1}{4 r-1}} \tag{8.15}
\end{equation*}
$$

In Lemma 3, assuming as induction hypothesis $F_{4 r+1}(t) \in L^{1 /(4 r-1)}(0, T)$, we have $p=1 /(4 r-1), a+p=(4 r+1) /(4 r-1)=1+2 /(4 r-1)$ so that $a=1+1 /(4 r-1)$. Hence $G_{4 r+1}(t) \in$ $L^{1 /(4 r+1)}(0, T)$ by Lemma 3. It follows that $\left\|D_{t}^{r} \nabla u\right\|_{2} \in L^{2 /(4 r+1)}(0, T)$.

For the second stage of the induction proof, we therefore have as hypotheses the
integrability results up to $\left\|D_{t}^{r-1} \bar{\Delta} u\right\|_{2},\left\|D_{t}^{r} u\right\|_{2}$ and $\left\|D_{t}^{r} \nabla u\right\|_{2}$ and wish to establish the result for $\left\|D_{t}^{r} \bar{\Delta} u\right\|_{2}$ and $\left\|D_{t}^{r+1} u\right\|_{2}$.

The basic inequality for the previous stage of the induction is taken to be

$$
\begin{equation*}
F_{4 r-1}^{\prime}(t)+\frac{4 r-3}{4 r-7} G_{4 r-1}(t) \leqslant C F_{4 r-1}(t)^{\frac{4 r-1}{4 r-3}} \tag{8.16}
\end{equation*}
$$

for $r \geqslant 2$.
Assuming (8.16) as a part of the induction hypothesis, multiply it by

$$
\frac{4 r+1}{4 r-3} F_{4 r-1}(t)^{\frac{4}{4 r-3}}
$$

and add to $(4 r+3)$, wherein also $\gamma$ is set equal to $(4 r+1) /(4 r-3)$. Then

$$
\begin{align*}
& D_{t}\left[(1+v)\left\|D_{t}^{r} \nabla u\right\|_{2}^{2}+F_{4 r-1}(t)^{\frac{4 r+1}{4 r-3}}\right] \\
&+\frac{4 r+1}{4 r-3}\left\{v\left\|D_{t}^{r} \tilde{\Delta} u\right\|_{2}^{2}+\left\|D_{t}^{r+1} u\right\|_{2}^{2}\right\}+\frac{4 r+1}{4 r-7} F_{4 r-1}(t)^{\frac{4}{4 r-3}} G_{4 r-1}(t)  \tag{8.17}\\
& \leqslant C\left[\left\|D_{t}^{r} \nabla u\right\|_{2}^{2}\|\nabla u\|_{2}^{4}+\sum_{j=1}^{r(2)}\left\|D_{t}^{j} \nabla u\right\|_{2}^{2}\left\|D_{t}^{r-j} \nabla u\right\|_{2}\left\|D_{t}^{r-j} \bar{\Delta} u\right\|_{2}+F_{4 r-1}(t)^{\frac{4 r+3}{4 r-3}}\right]
\end{align*}
$$

To apply Young's inequality to the product terms on the right hand side, particularly those containing $\left\|D_{t}^{r} \tilde{\Delta} u\right\|_{2}$, we write the right hand side of (8.17) in the form

$$
\begin{align*}
\leqslant & C\left[\left\|D_{t}^{r} \nabla u\right\|_{2}^{\frac{8 r+6}{4 r+1}}+\|\nabla u\|_{2}^{8 r+6}+F_{4 r-1}(t)^{\frac{4 r+3}{4 r-3}}\right. \\
& \left.+\sum_{j=1}^{[r / 2]}\left\|D_{t}^{j} \nabla u\right\|_{2}^{2}\left\|D_{t}^{r-j} \nabla u\right\|_{2}^{\frac{4 r-8 j+1}{4(r-j)+1}}\left\|D_{t}^{r-j} \nabla u\right\|_{2}^{\frac{4 j}{4(r-j)+1}}\left\|D_{t}^{r-j} \bar{\Delta} u\right\|_{2}\right] \\
\leqslant & C\left[\left\|D_{t}^{r} \nabla u\right\|_{2}^{\frac{8 r+6}{4 r+1}}+\|\nabla u\|_{2}^{8 r+6}+F_{4 r-1}(t)^{\frac{4 r+3}{4 r-3}}\right.  \tag{8.18}\\
& \left.+\sum_{j=1}^{[r / 2]}\left(\left\|D_{t}^{j} \nabla u\right\|_{2}^{\frac{8 r+6}{4 j+1}}+\left\|D_{t}^{r-j} \nabla u\right\|_{2}^{\frac{8 r+6}{4(r-j)+1}}\right)\right] \\
& +\varepsilon v \sum_{j=1}^{[r / 2]}\left\|D_{t}^{r-j} \nabla u\right\|_{2}^{\frac{8 j}{4(r-j)+1}}\left\|D_{t}^{r-j} \bar{\Delta} u\right\|_{2}^{2}
\end{align*}
$$

where $\varepsilon$ is a positive number not exceeding $1 / 4 r^{3}$. We also note that $2 j \leqslant r$ in the sums above so all exponents used are positive.

Again, by the definition given in (8.7),

$$
\begin{align*}
\left\|D_{t}^{j} \nabla u\right\|_{2}^{\frac{8 r+6}{4 j+1}} & \leqslant F_{4 j+3}(t)^{\frac{4 r+3}{4 j+1}} \\
& \leqslant F_{4 j+7}(t)^{\frac{4 r+3}{4 j+5}} \\
& \leqslant F_{4 j+11}(t)^{\frac{4 r+3}{4 j+9}}  \tag{8.19}\\
& \vdots \\
& \leqslant F_{4 r-1}(t)^{\frac{4 r+3}{4 r-3}}, j=0, \ldots, r-1
\end{align*}
$$

Also, using the definition of $G_{4 r+3}(t)$ successively with $r$ replaced by $r-j+1$, $r-j+2, \ldots, r-1$ and $r$, we find by (8.7) and (8.13)

$$
\begin{align*}
v\left\|D_{t}^{r-j} \nabla u\right\|_{2}^{\frac{8 j}{4(r-j)+1}}\left\|D_{t}^{r-j} \tilde{\Delta} u\right\|_{2}^{2} & \leqslant\left\|D_{t}^{r-j} \nabla u\right\|_{2}^{\frac{8(j-1)}{4(r-j)+1}} F_{4(r-j)+3}(t)^{\frac{4}{4(r-j)+1}} G_{4(r-j)+3}(t) \\
& \leqslant\left\|D_{t}^{r-j} \nabla u\right\|_{2}^{\frac{8(j-2)}{4(r-j)+1}} F_{4(r-j)+7}(t)^{\frac{4}{4(r-j)+5}} G_{4(r-j)+7}(t) \\
& \leqslant\left\|D_{t}^{r-j} \nabla u\right\|_{2}^{\frac{8(j-3)}{4(r-j)+1}} F_{4(r-j)+11}(t)^{\frac{4}{4(r-j)+9}} G_{4(r-j)+11}(t) \\
& \vdots  \tag{8.20}\\
& \leqslant\left\|D_{t}^{r-j} \nabla u\right\|_{2}^{\frac{8}{4(r-j)+1}} \frac{4}{4 r-7}(t) \cdot G_{4 r-5}(t) \\
& \leqslant F_{4 r-1}(t)^{\frac{4}{4 r-3}} G_{4 r-1}(t)
\end{align*}
$$

The terms containing $\left\|D_{t}^{r-j} \tilde{\Delta} u\right\|_{2}$ on the right hand side of the inequality (8.18) can now be replaced by small multiples of $F_{4 r-1}(t)^{4 /(4 r-3)} G_{4 r-1}(t)$ and thus cancelled against a small part of the corresponding term on the left side in (8.17). Assuming that the sum of all such multiples for $j=1, \ldots,[r / 2]$ does not exceed

$$
\left(\frac{4}{4 r-3}\right)^{2}\left(\frac{4 r+1}{4 r-7}\right)=\frac{4 r+1}{4 r-7}-\left(\frac{4 r+1}{4 r-3}\right)^{2}
$$

we find

$$
\begin{align*}
& D_{t}\left[(1+v)\left\|D_{t}^{r} \nabla u\right\|_{2}^{2}+F_{4 r-1}(t)^{\frac{4 r+1}{4 r-3}}\right]  \tag{8.21}\\
& \quad+\frac{4 r+1}{4 r-3}\left\{v\left\|D_{t}^{r} \tilde{\Delta} u\right\|_{2}^{2}+\left\|D_{t}^{r+1} u\right\|_{2}^{2}+\frac{4 r+1}{4 r-3} F_{4 r-1}^{\frac{4}{4 r-3}}(t) G_{4 r-1}(t)\right\}
\end{align*}
$$

$$
\begin{aligned}
& \leqslant C\left[\left\|D_{t}^{r} \nabla u\right\|_{2}^{\frac{8 r+6}{4 r+1}}+F_{4 r-1}(t)^{\frac{4 r+3}{4 r-3}}\right] \\
& \leqslant C\left[(1+v)\left\|D_{t}^{r} \nabla u\right\|_{2}^{2}+F_{4 r-1}(t)^{\frac{4 r+1}{4 r-3}}\right] \frac{4 r+3}{4 r+1}
\end{aligned}
$$

This establishes the basic inequality for the next induction step in the form

$$
\begin{equation*}
F_{4 r+3}^{\prime}(t)+\frac{4 r+1}{4 r-3} G_{4 r+3}(t) \leqslant C F_{4 r+3}(t)^{\frac{4 r+3}{4 r+1}} \tag{8.22}
\end{equation*}
$$

Since $F_{4 r+3}(t) \in L^{1 /(4 r+1)}(0, T)$ by the induction hypothesis, we have $p=1 /(4 r+1)$ and $a+p=1+2 /(4 r+1)$ in Lemma 3. Hence $a=1+1 /(4 r+1)>1$ and it now follows that $G_{4 r+3}(t) \in L^{1 /(4 r+3)}(0, T)$. From this we now easily obtain both

$$
\left\|D_{t}^{r} \tilde{\Delta} u\right\|_{2} \quad \text { and } \quad\left\|D_{t}^{r+1} u\right\|_{2} \in L^{\frac{2}{4 r+3}}(0, T)
$$

This completes the induction proof for $\left\|D_{t}^{r} \nabla u\right\|_{2},\left\|D_{t}^{r} \tilde{\Delta} u\right\|_{2},\left\|D_{t}^{r+1} u\right\|_{2}$ for $r=0,1,2, \ldots$.

## 9. Deduction of the estimates for $s=0,1,2$

The results of the preceding section show directly that for $D_{t}^{r} u_{i}$ and $\nabla D_{t}^{r} u_{i}$ the estimates (4.1) stated in the theorem are established. For the second order space derivatives we must also use Lemma 1 and its analogue for higher time derivatives.

Differentiating (5.12) $r$ times with respect to time $t$, which is a parameter in the above representation, we obtain

$$
\begin{equation*}
D_{t}^{r} f=\int_{\partial \Omega} K_{, a} \frac{\partial D_{t}^{r} u_{\alpha}}{\partial n} d S \tag{9.1}
\end{equation*}
$$

Repeating the calculations of Lemma 1, we find

$$
\begin{equation*}
\left\|D_{t}^{r} \nabla f\right\|_{2}^{2} \leqslant C\left\|D_{t}^{r} \nabla u\right\|_{2}\left(\left\|D_{t}^{r} \tilde{\Delta} u\right\|_{2}+C_{1}\left\|D_{t}^{r} \nabla u\right\|_{2}\right) . \tag{9.2}
\end{equation*}
$$

The first factor on the right lies in $L^{2(4 r+1)}(0, T)$ and the second in $L^{2(4 r+3)}(0, T)$.
Lemma $1 r .\left\|D_{t}^{r} \nabla f\right\|_{2}$ lies in $L^{1 /(2 r+1)}(0, T)$.
By the estimate of Ladyzhenskaya [19, p. 21], we have

$$
\begin{align*}
\left\|D_{t}^{r} D_{j} D_{k} u\right\|_{2}^{2} & \leqslant C\left(\left\|D_{t}^{r} \Delta u\right\|_{2}^{2}+\left\|D_{t}^{r} \nabla u\right\|_{2}^{2}\right) \quad\left(D_{j}=\partial / \partial x_{j}, j=1,2,3\right)  \tag{9.3}\\
& \leqslant C\left(\left\|D_{t}^{r} \tilde{\Delta} u\right\|_{2}^{2}+\left\|D_{t}^{r} \nabla f\right\|_{2}^{2}+\left\|D_{t}^{r} \nabla u\right\|_{2}^{2}\right)
\end{align*}
$$

and the right side expression lies in $L^{1 /(4 r+3)}(0, T)$. This establishes the result (4.1) of the theorem for the second order space derivatives and their time derivatives of every order: now (4.1) of the theorem is established for $s=0,1,2$ and $r=0,1,2, \ldots$.

From (2.20) now follow

$$
\left\|D_{t}^{r} \nabla u\right\|_{6} \leqslant C\left\|D_{t}^{r} \bar{\Delta} u\right\|_{2} \in L^{\frac{2}{4 r+3}}(0, T)
$$

and

$$
\left\|D_{t}^{r} u\right\|_{6} \leqslant C\left\|D_{t}^{r} \nabla u\right\|_{2} \in L^{\frac{2}{4 r+1}}(0, T)
$$

Hence by (2.16), $\max \left|D_{t}^{r} u\right| \in L^{1 /(2 r+1)}(0, T)$. This establishes the result (4.2) of the theorem for $s=0$.

## Chapter III. Estimates for tangential derivatives

## 10. Tangential coordinate systems

To estimate higher order space derivatives, we shall work with tangential derivatives that vanish on the boundary. Thus we introduce tangential coordinate systems in which the equation of the boundary has the form $x_{n} \equiv x_{3}=0$. We shall work locally and do not enter explicitly into any aspects of the theory of integration on manifolds that may be required to define the integrals used.

To construct a tangential coordinate system, choose an interior point $P_{0} \in \Omega-\partial \Omega$ and an $\varepsilon$-sphere $S\left(P_{0}, \varepsilon\right) \subset \Omega-\partial \Omega$ with centre $P_{0}$. Let $w(P)$ be the harmonic function with boundary values zero on $\partial \Omega$ and unity on $\partial S\left(P_{0}, \varepsilon\right)$. Then the level surfaces $w=$ constant and the sphere $r=$ constant $\leqslant \varepsilon$ where $r=r\left(P, P_{0}\right)=\left|P-P_{0}\right|$ form a family of surfaces filling $\Omega$. By a smooth deformation in an outer neighbourhood of $r=\varepsilon$ we can ensure that the modified family of surfaces is $C^{\infty}$ embedded in $\mathbf{R}^{3}$ throughout the interior of $\Omega$. Now let $x_{3}=w$ in $\Omega-S\left(P_{0}, \varepsilon\right)$ and $x_{3}=1+\varepsilon-r$ in $S\left(P_{0}, \varepsilon\right)$ so that the new family of surfaces become coordinate surfaces $x_{3}=$ constant.

On each surface $x_{3}=c$ let isothermic coordinates $x_{1}$ and $x_{2}$ be introduced, with line element

$$
\begin{equation*}
d s^{2}=h_{1}^{2}\left(d x_{1}^{2}+d x_{2}^{2}\right)+h_{3}^{2} d x_{3}^{2} \tag{10.1}
\end{equation*}
$$

where $h_{1}$ and $h_{3}$ are smooth functions. Within $S\left(P_{0}, \varepsilon\right)$, we choose stereographic coordinates $x_{1}=\xi_{1}, x_{2}=\xi_{2}, x_{3}=r$ where [38, p. 6]
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$$
\begin{equation*}
d s^{2}=\frac{4 r^{2}}{\left(1+\xi_{1}^{2}+\xi_{2}^{2}\right)^{2}}\left(d \xi_{1}^{2}+d \xi_{2}^{2}\right)+d r^{2} \tag{10.2}
\end{equation*}
$$

By considering two hemispheres we may restrict to bounded values of $\xi_{1}$ and $\xi_{2}$ but this is not strictly necessary.

In curvilinear coordinates the gradient operator has components $\nabla_{i}=h_{i}^{-1} D_{i}$, where $D_{i} \equiv \partial / \partial x_{i}$; thus [24, p. 32]

$$
\begin{equation*}
(\nabla u)^{2}=\sum_{i=1}^{3}\left(\nabla_{i} u\right)^{2}=\sum_{i=1}^{3} \frac{1}{h_{i}^{2}} u_{x_{i}}^{2} \tag{10.3}
\end{equation*}
$$

In particular, within the sphere $S\left(P_{0}, \varepsilon\right)$

$$
\begin{equation*}
\nabla_{a} u=\frac{1+\xi_{1}^{2}+\xi_{2}^{2}}{2 r} D_{a} u . \tag{10.4}
\end{equation*}
$$

For our isothermal coordinates $h_{2}=h_{1}$ and these factors are non-zero except at $r=0$. Thus $\nabla_{i} u$ and $D_{i} u$ are locally equivalent, in the sense of integral norms, except at $P_{0}: r=0$. In the sequel we shall estimate norms of $D_{\alpha} u, \alpha=1,2$, and higher derivatives $D_{a}^{s} u, s=1,2,3, \ldots$. By our next two lemmas it will be shown that $\nabla_{a}^{s} u$ is majorized by a sum of $D_{\alpha}^{s} u$ norms based on three tangential coordinate systems with distinct poles $P_{1}$, $P_{2}, P_{3}$, situated at the vertices of an equilateral triangle as shown in Figure 2, where all tangential coordinate surfaces shown can be chosen as three families of concentric spheres.

Lemma 4. There is a constant $K$ depending only on $P_{1}, P_{2}, P_{3}, \varepsilon$ and $\Omega$ such that

$$
\begin{equation*}
\left\|\nabla_{a}^{(1)} u\right\|_{2}^{2} \leqslant K \sum_{j=1}^{3}\left\|D_{a}^{(j)} u\right\|_{2}^{2} . \tag{10.5}
\end{equation*}
$$

Here the parenthesized superscripts refer to one of the three selected tangential coordinate systems. A similar result holds for $\nabla_{a}^{(i)} u, i=1,2,3$.

Proof. We have

$$
\begin{align*}
\left\|\nabla_{a}^{(1)} u\right\|_{2}^{2} & =\int_{\Omega-S\left(P_{1}, \varepsilon\right)}\left|\nabla_{a}^{(i)} u\right|^{2} d x+\int_{S\left(P_{1}, \varepsilon\right)}\left|\nabla_{a}^{(i)} u\right|^{2} d x \\
& \leqslant K_{1} \int_{\Omega-S\left(P_{1}, \varepsilon\right)}\left|D_{a}^{(i)} u\right|^{2} d x+\int_{S\left(P_{1}, \varepsilon\right)}|\nabla u|^{2} d x \tag{10.6}
\end{align*}
$$

where $K_{1}$ is determined by the minima of the $h_{i}$ outside $S\left(P_{1}, \varepsilon\right)$, and $|\nabla u|^{2}$ is the Euclidean squared gradient.

Since the tangential coordinate systems centred on $P_{2}$ and $P_{3}$ create a nonsingular three dimensional coordinate system in $S\left(P_{1}, \varepsilon\right)$ with one redundant coordinate among the four available tangential coordinates, we may express the Cartesian derivatives of $u$ as smooth bounded linear combinations of the available tangential derivatives in these two coordinate systems:

$$
\begin{equation*}
\frac{\partial u}{\partial x_{i}}=\lambda_{i} \frac{\partial u}{\partial x_{i_{\mathrm{t}}}^{(1)}}+\mu_{i} \frac{\partial u}{\partial x_{i_{2}}^{(1)}}+v_{i} \frac{\partial u}{\partial x_{i_{1}}^{(2)}} \tag{10.7}
\end{equation*}
$$

and hence we may write

$$
\begin{equation*}
(\nabla u)^{2} \leqslant K_{2}\left(\left(D_{a}^{(2)} u\right)^{2}+\left(D_{a}^{(3)} u\right)^{2}\right) \tag{10.8}
\end{equation*}
$$

Integrating this inequality over $S\left(P_{1}, \varepsilon\right)$ we finally obtain

$$
\begin{equation*}
\left\|\nabla_{\alpha}^{(1)} u\right\|_{2}^{2} \leqslant K_{1}\left\|D_{\alpha}^{(1)} u\right\|_{2}^{2}+K_{2}\left(\left\|D_{\alpha}^{(2)} u\right\|_{2}^{2}+\left\|D_{\alpha}^{(3)} u\right\|_{2}^{2}\right) \tag{10.9}
\end{equation*}
$$

whence the lemma follows with $K=\max \left(K_{1}, K_{2}\right)$.
When $\Omega$ is not simply connected, a tangential coordinate system will have other singular points. The above reasoning can still be applied to such systems if it is assumed that, of the three tangential coordinate systems employed, no point is singular for more than one, while at such a point the surfaces $x_{3}=$ constant for the remaining two systems
are not tangent. Assuming finite connectivity and smoothness, such conditions can be satisfied through $C^{\infty}$ deformations.

For higher tangential derivatives we shall use a tangential multi-index $j$, so that

$$
\begin{equation*}
\left\|D_{a}^{j} u\right\|_{2}^{2}=\sum_{j_{1}+j_{2}=j}\left\|D_{1}^{j_{1}} D_{2}^{j_{2}} u\right\|_{2}^{2} \tag{10.10}
\end{equation*}
$$

and similarly for the higher gradients.
Lemma 5. There is a constant $K_{s}$ depending only on $\Omega, P_{1}, P_{2}, P_{3}, \varepsilon$ amd $s$ such that

$$
\begin{equation*}
\left\|\nabla_{a}^{(1) s} u\right\|_{2}^{2} \leqslant K_{s} \sum_{\substack{1 \leqslant j \leqslant s \\ 1 \leqslant i \leqslant 3}}\left\|D_{a}^{(i) j} u\right\|_{2}^{2} \tag{10.11}
\end{equation*}
$$

We shall demonstrate the result by induction on $s=1,2,3, \ldots$, and at each stage will also show that a similar inequality holds for the norms of all the mixed gradientderivative quantities $\nabla_{\alpha} D_{\beta} \ldots u$ of $s$ factors, any number of them being $\nabla$ or $D$ in any order.

For $s=2$ we may suppose $D_{\alpha} u$ and $D_{\alpha} D_{\beta} u$ given of finite norm. By Lemma 4, $\nabla_{\alpha} D_{\beta} u$ and $\nabla_{\alpha} u$ have finite norm. Now

$$
D_{a} \nabla_{\beta} u=\left\{\begin{array}{l}
\nabla_{\beta} D_{a} u-\frac{h_{1 a}}{h_{1}^{2}} D_{\beta} u \text { in } \Omega-S\left(P_{1}, \varepsilon\right)  \tag{10.12}\\
\nabla_{\beta} D_{a} u+\frac{2 \xi_{a}}{1+\xi_{1}^{2}+\xi_{2}^{2}} \nabla_{\beta} u \text { in } S\left(P_{1}, \varepsilon\right)
\end{array}\right.
$$

The first of these clearly has finite norm while the second is bounded by the norms of $\nabla_{\beta} D_{a} u$ and $\nabla_{\beta} u$. Finally, boundedness for $\nabla_{\alpha} \nabla_{\beta} u$ now follows from that of $D_{\alpha} \nabla_{\beta} u$ by Lemma 4.

Proceeding by induction we suppose that the lemma and all boundedness results for mixed products hold for $j=s-1$. As additional hypothesis at the level $s$ we have the boundedness of $D_{\alpha} D_{\beta} \ldots D_{\lambda} u$ with $s D$ factors. By Lemma 4 we find $\nabla_{a} D_{\beta} \ldots D_{\lambda} u$ is also bounded. Now in $S\left(P_{1}, \varepsilon\right)$,

$$
D_{\beta} \nabla_{a} \ldots D_{\lambda} u=\nabla_{a} D_{\beta} \ldots D_{\lambda} u+\frac{\xi_{\beta}}{r} D_{\alpha} \ldots D_{\lambda} u
$$

the first term is bounded and the second term with $s-1 D$ factors is majorized by $\nabla_{\alpha} D_{\gamma} \ldots D_{\lambda} u$ which having also $s-1$ factors is bounded by hypothesis. We continue to
move the $\nabla_{\alpha}$ factor to the right by permuting it with successive $D$ factors. At a typical step we have

$$
D_{\beta} \ldots D_{\gamma} \nabla_{\alpha} D_{\chi} \ldots D_{\lambda} u=D_{\beta} \ldots \nabla_{\alpha} D_{\gamma} D_{\chi} \ldots D_{\lambda} u+D_{\beta} \ldots \frac{\xi_{\gamma}}{r} D_{\alpha} D_{\chi} \ldots D_{\lambda} u .
$$

Boundedness of the first factor has been established at the previous step while the second gives rise to

$$
\frac{\xi_{\gamma}}{r} D_{\beta} \ldots D_{\alpha} D_{\chi} \ldots D_{\lambda} u
$$

which as above is majorized by the bounded $s-1$ factor term $\nabla_{\gamma} D_{\beta} \ldots D_{\alpha} D_{\chi} \ldots D_{\lambda} u$, and to several further differentiated terms of the form ( $1 / r$ ) $\delta_{\beta \gamma} D_{\alpha} D_{\alpha} \ldots D_{\lambda} u$ with $s-2$ factors including the factor $D_{a}$. Such a term is majorized by the bounded $s-2$ factor term $\delta_{\beta \gamma} \nabla_{\alpha} D_{\chi} \ldots D_{\lambda} u$. When $\nabla_{\alpha}$ has been shifted to the rightmost position of a $\nabla$ factor in our general term, we introduce another $\nabla_{\beta}$ factor replacing $D_{\beta}$ on the left, by Lemma 4, and shift it step by step to the right as far as necessary, by the same process. Proceeding in this way we can, using only terms bounded by hypothesis or previous calculation, arrive at the conclusion of boundedness for any desired product of $s \nabla$ or $D$ factors in $S\left(P_{1}, \varepsilon\right)$. The corresponding calculation for the complementary region $\Omega-S\left(P_{1}, \varepsilon\right)$ is even more straightforward and will be left to the reader.

Thus we have reached the necessary conclusion for stage $s$ of the induction: boundedness of all mixed $\nabla D$ products with $s$ factors. In view of the given data and the induction process, which must be carried through for all components in all three tangential coordinate systems, Lemma 5 follows.

In our estimates of $D_{\alpha}^{s} u$ to follow, we shall establish that these quantities have $L^{2}$ norms that lie in $L^{p}(0, T)$ where $p$ is a decreasing function of the order of derivatives. Since these estimates hold for an arbitrary choice of the pole $P_{1}$, it will follow that the tangential gradients $\nabla_{a}^{s} u$ have $L^{2}$ norms in the same $L^{p}(0, T)$, as is desired to prove for the main theorem. That is, it will suffice from now on to consider only estimates for the $D_{\alpha}^{s} u$ to obtain those for $\nabla_{a}^{s} u$.

Because $P_{1}$ is arbitrary, and in view of the proof of Lemma 4 of this section, these results actually show that locally, in the interior of $\Omega$, all space derivatives of $u$ can be thus estimated. Since however all tangential coordinate surfaces must become parallel as $\partial \Omega$ is approached, such a result does not yield global $L^{2}(\Omega)$ estimates for the normal derivatives. These will be found in Section 15 below by another method.

Certain formulas and commutation relations will be needed for the estimates in
tangential coordinates. In the metric (10.1) the Laplacian operator is given by [24, p. 51] with $h_{2}=h_{1}$

$$
\begin{align*}
\Delta v & =\frac{1}{h_{1}^{2} h_{3}}\left\{\frac{\partial}{\partial x_{1}}\left(h_{3} \frac{\partial v}{\partial x_{1}}\right)+\frac{\partial}{\partial x_{2}}\left(h_{3} \frac{\partial v}{\partial x_{2}}\right)+\frac{\partial}{\partial x_{3}}\left(\frac{h_{1}^{2}}{h_{3}} \frac{\partial v}{\partial x_{3}}\right)\right\}  \tag{10.13}\\
& =a(x)\left(D_{1}^{2}+D_{2}^{2}\right) v+b^{1}(x) D_{1} v+b^{2}(x) D_{2} v+c(x) D_{3}^{2} v+e(x) D_{3} v
\end{align*}
$$

the coefficients $a, b_{1}, b_{2}, c$ and $e$ being thus defined. We note that $c(x)=h_{3}^{-2} \equiv 1$ in $S\left(P_{0}, \varepsilon\right)$ and $c(x) \neq 0$ in $\Omega$. Also $a(x)=h_{1}^{-2}=h_{2}^{-2}=\left(1+\xi_{1}^{2}+\xi_{2}^{2}\right)^{2} / 4 r^{2}, b^{1}(x)=b^{2}(x)=0$ and $e(x)=2 r^{-1}$ in $S\left(P_{0}, \varepsilon\right)$. For brevity their dependence on coordinates will not be shown explicitly, and we shall denote their derivatives with respect to $x_{1}$ or $x_{2}$ with subscripts. Differentiating and using (10.13) to eliminate the term in $D_{3}^{2} u$, we find

$$
\begin{align*}
D_{1} \Delta v= & \Delta D_{1} v+\frac{c_{1}}{c} \Delta v+\left(a_{1}-\frac{c_{1}}{c} a\right)\left(D_{1}^{2} v+D_{2}^{2} v\right) \\
& +\left(b_{1}^{1}-\frac{c_{1}}{c} b^{1}\right) D_{1} v+\left(b_{1}^{2}-\frac{c_{1}}{c} b^{2}\right) D_{2} v+\left(e_{1}-\frac{c_{1}}{c} e\right) D_{3} v . \tag{10.14}
\end{align*}
$$

Differentiating repeatedly, eliminating $D_{3}^{2} u$ at each stage using (10.13), and replacing terms such as $D_{1} \Delta v, \ldots, D_{1}^{k} \Delta v$ using (10.14) and its successors, we find a commutation relation of the form

$$
\begin{align*}
D_{\alpha}^{n} \Delta v= & \Delta D_{a}^{n} v+\sum_{\beta<a} A_{\beta}^{a} \Delta D_{\beta}^{k} v+\sum_{\beta<a} B_{\beta}^{a} D_{3} D_{\beta}^{k} v  \tag{10.15}\\
& +\sum_{\beta \leqslant a} C_{\beta}^{a} D_{\beta}^{k} v+\sum_{\beta<a} E_{\beta}^{a} D_{\beta}^{k}\left(D_{1}^{2}+D_{2}^{2}\right) v
\end{align*}
$$

where the $A_{\beta}^{\alpha}, B_{\beta}^{\alpha}, C_{\beta}^{\alpha}$ and $E_{\beta}^{\alpha}$ are smooth coefficients but with singularities at $P_{0}$, as described below. The two component multi-index $\beta$ with $\beta_{1}+\beta_{2}=k$ has non-negative components and $\beta<\alpha$ means $\beta$ is subordinate to $\alpha$, i.e. $\beta_{1} \leqslant \alpha_{1}, \beta_{2} \leqslant \alpha_{2}$ and $\beta_{1}+\beta_{2}<\alpha_{1}+\alpha_{2}=n$. Here $\beta \leqslant \alpha$ should be interpreted as equivalence of order: $\beta_{1}+\beta_{2} \leqslant \alpha_{1}+\alpha_{2}$ only. The behaviour of these coefficients in $S\left(P_{0}, \varepsilon\right)$ is

$$
\begin{equation*}
A_{\beta}^{\alpha} \equiv 0, \quad B_{\beta}^{a}=O\left(\frac{1}{r}\right), \quad C_{\beta}^{a}=0, \quad E_{\beta}^{a}=O\left(\frac{\left(1+\xi_{1}^{2}+\xi_{2}^{2}\right)^{2}}{r^{2}}\right) . \tag{10.16}
\end{equation*}
$$

We shall also use a second commutation formula obtained in a similar way but replacing terms $\Delta D_{1} v, \ldots, \Delta D_{\beta}^{k} v$ at intermediate stages using the intermediate preceding results. This has the form

$$
\begin{align*}
\Delta D_{a}^{n} v= & D_{\alpha}^{n} \Delta v+\sum_{\beta<\alpha} \bar{A}_{\beta}^{\alpha} D_{\beta}^{k} \Delta v+\sum_{\beta<\alpha} \bar{B}_{\beta}^{\alpha} D_{3} D_{\beta}^{k} v  \tag{10.17}\\
& +\sum_{\beta<\alpha} \bar{C}_{\beta}^{a} D_{\beta}^{k} v+\sum_{\beta<\alpha} \bar{E}_{\beta}^{\alpha} D_{\beta}^{k}\left(D_{1}^{2}+D_{2}^{2}\right) v
\end{align*}
$$

with smooth coefficients that satisfy conditions (10.16) also.
Similarly, we may establish the commutation formula

$$
\begin{equation*}
D_{a}^{n} \nabla_{i} u=\sum_{|\beta|=0}^{n} G_{i \beta}^{a} \nabla_{i} D_{\beta}^{j} u \tag{10.18}
\end{equation*}
$$

where $G_{i n}^{\alpha} \equiv 1, G_{i n-1}^{\alpha}=n D_{a}\left(\log h_{i}\right), \ldots$ and $G_{i \beta}^{\alpha}$ is bounded, smooth and independent of $r$ in $S\left(P_{0}, \varepsilon\right)$. The dual formula

$$
\begin{equation*}
\nabla_{i} D_{\alpha}^{n} u=\sum_{|\beta|=0}^{n} \bar{G}_{i \beta}^{a} D_{\beta}^{j} \nabla_{i} u \tag{10.19}
\end{equation*}
$$

with $\bar{G}_{i n}^{\alpha} \equiv 1$, and similar properties, shows that $D_{a}^{n} u_{i}$ is solenoidal when $u_{i}$ is solenoidal.
We conclude this section with a lemma that enables us to improve the order of estimates arising from the highest order terms in the last sum on the right in (10.15) or (10.17). If $\beta<\alpha$ and $|\beta|=k=|\alpha|-1=s-1$ then two equivalent cases can arise: $\alpha=\beta+(1,0)$ or $\alpha=\beta+(0,1)$. In the lemma, we choose the first case for definiteness; the second case is exactly similar.

Lemma 6. Let $E$ be a smooth function on $\Omega-P_{0}$ satisfying the fourth condition of (10.16) and let $\alpha=\gamma+(1,0)$. Then there is a constant $C$ independent of $v$ such that

$$
\begin{equation*}
\left|\int_{\Omega} D_{\alpha}^{s} v \cdot E \cdot D_{\gamma}^{k}\left(D_{1}^{2}+D_{2}^{2}\right) v d x\right| \leqslant C\left\|\nabla D_{\gamma}^{s-1} v\right\|_{2}^{2} \tag{10.20}
\end{equation*}
$$

Proof. Consider the portion of the given integral taken over $S\left(P_{0}, \varepsilon\right)$ the central sphere of the tangential coordinates defining $D_{\alpha}$. We note that

$$
d x=r^{2} d r d \Omega=r^{2} d r \frac{4 d \xi_{1} d \xi_{2}}{\left(1+\xi_{1}^{2}+\xi_{2}^{2}\right)^{2}}
$$

and write

$$
\begin{aligned}
I_{s} & =\int_{S\left(P_{0}, \varepsilon\right)} D_{\alpha}^{s} v \cdot E_{1} \frac{\left(1+\xi_{1}^{2}+\xi_{2}^{2}\right)^{2}}{4 r^{2}} D_{\gamma}^{k}\left(D_{1}^{2}+D_{2}^{2}\right) v \cdot \frac{r^{2} d r 4 d \xi_{1} d \xi_{2}}{\left(1+\xi_{1}^{2}+\xi_{2}^{2}\right)^{2}} \\
& =\int_{0}^{\varepsilon} d r \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E_{1} D_{\alpha}^{s} v \cdot D_{\gamma}^{k}\left(D_{1}^{2}+D_{2}^{2}\right) v d \xi_{1} d \xi_{2}
\end{aligned}
$$

Here $E_{i}$ denotes a bounded smooth function for $i=1,2, \ldots$. Integrating by parts over the closed sphere surface we have

$$
\begin{align*}
I_{s}= & \int_{0}^{\varepsilon} d r \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E_{2}\left(D_{1} D_{a}^{s} v D_{1} D_{\gamma}^{k} v+D_{2} D_{a}^{s} v D_{2} D_{\gamma}^{k} v\right) d \xi_{1} d \xi_{2} \\
& -\int_{0}^{\varepsilon} d r \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(E_{3}\left(D_{\alpha}^{s} v D_{1} D_{\gamma}^{k} v+E_{4} D_{a}^{s} v D_{2} D_{\gamma}^{k} v\right) d \xi_{1} d \xi_{2}\right. \\
= & -\int_{0}^{\varepsilon} d r \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E_{2}\left(\nabla_{1} D_{a}^{s} v \cdot \nabla_{1} D_{\gamma}^{k} v+\nabla_{2} D_{a}^{s} v \cdot \nabla_{2} D_{\gamma}^{k} v\right) \frac{4 r^{2} d \xi_{1} d \xi_{2}}{\left(1+\xi_{1}^{2}+\xi_{2}^{2}\right)^{2}}  \tag{10.21}\\
& \left.-\int_{0}^{\varepsilon} d r \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E_{3}\left(\nabla_{1} D_{a}^{s-1} v\right)^{2}+E_{4}\left(\nabla_{1} D_{\gamma}^{s-1} v \cdot \nabla_{2} D_{\gamma}^{s-1} v\right)\right) \frac{4 r^{2} d \xi_{1} d \xi_{2}}{\left(1+\xi_{1}^{2}+\xi_{2}^{2}\right)^{2}}
\end{align*}
$$

in view of (10.4) and the condition $\alpha=\gamma+(1,0)$. The second integral is clearly of the desired type and so need not be further considered. In the first integrand we use the relation

$$
D_{1} \nabla_{a} v=D_{1} \frac{1+\xi_{1}^{2}+\xi_{2}^{2}}{2 r} D_{a} v=\nabla_{a} D_{1} v+\frac{\xi_{1}}{r} D_{\alpha} v
$$

where $\alpha=1$ or 2 . The second term is majorized by $\nabla_{\alpha} v$, in view of (10.4). Writing

$$
\nabla_{1} D_{\alpha}^{s} v=\nabla_{1} D_{1} D_{\gamma}^{s-1} v=D_{1} \nabla_{1} D_{\gamma}^{s-1} v-\frac{\xi_{1}}{r} D_{1} D_{\gamma}^{s-1} v
$$

we find the first integral in (10.20) becomes

$$
\begin{aligned}
& -\int_{0}^{\varepsilon} d r \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E_{2} D_{1}\left(\nabla_{1} D_{\gamma}^{s-1} v \cdot \nabla_{1} D_{\gamma}^{s-1} v+D_{1} \nabla_{2} D_{\gamma}^{s-1} v \cdot \nabla_{2} D_{\gamma}^{s-1} v\right) \frac{4 r^{2} d \xi_{1} d \xi_{2}}{\left(1+\xi_{1}^{2}+\xi_{2}^{2}\right)^{2}} \\
& +\int_{0}^{\varepsilon} d r \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E_{2} \frac{\xi_{1}}{r}\left(D_{1}\left(D_{\gamma}^{s-1} v\right) \cdot \nabla_{1} D_{\gamma}^{s-1} v+D_{2}\left(D_{\gamma}^{s-1} v\right) \cdot \nabla_{2} D_{\gamma}^{s-1} v\right) \frac{4 r^{2} d \xi_{1} d \xi_{2}}{\left(1+\xi_{1}^{2}+\xi_{2}^{2}\right)^{2}}
\end{aligned}
$$

Again the second integral is seen to be dominated by an integral of the desired form and can thus be dropped from further consideration. The new first term can be expressed as

$$
-\int_{0}^{\varepsilon} d r \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E_{2} \frac{1}{2} D_{1}\left\{\left(\nabla_{1} D_{\gamma}^{s-1} v\right)^{2}+\left(\nabla_{2} D_{\gamma}^{s-1} v\right)^{2}\right\} \frac{4 r^{2} d \xi_{1} d \xi_{2}}{\left(1+\xi_{1}^{2}+\xi_{2}^{2}\right)^{2}}
$$

and then integrated by parts with respect to $\xi_{1}$ around the closed sphere, yielding

$$
\begin{equation*}
\frac{1}{2} \int_{0}^{\varepsilon} d r \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E_{5}\left\{\left(\nabla_{1} D_{\gamma}^{s-1} v\right)^{2}+\left(\nabla_{2} D_{\gamma}^{s-1} v\right)^{2}\right\} \frac{4 r^{2} d \xi_{1} d \xi_{2}}{\left(1+\xi_{1}^{2}+\xi_{2}^{2}\right)^{2}} \tag{10.22}
\end{equation*}
$$

where

$$
E_{5}=D_{1} E_{2}-\frac{4 \xi_{1}}{1+\xi_{1}^{2}+\xi_{2}^{2}} E_{2}
$$

is also a smooth bounded function. This last integral having the desired form, we see that

$$
\begin{equation*}
\left|I_{s}\right| \leqslant C \int_{S\left(P_{0}, \varepsilon\right)}\left(\nabla D_{y}^{s-1} v\right)^{2} d x \tag{10.23}
\end{equation*}
$$

The remaining portion of the integral over $\Omega-S\left(P_{0}, \varepsilon\right)$, can be treated similarly since $D_{\alpha}=h_{\alpha} \nabla_{\alpha}$ is bounded by a multiple of $\nabla_{\alpha}$ at all ordinary points. Also the integration by parts with respect to tangential coordinates is taken over closed (or infinite) level surfaces of the normal coordinate, and so does not introduce integrated terms. Details are left to the reader. This completes the proof of Lemma 6.

## 11. Derivative estimates for the pressure

Since the tangential coordinate systems are curvilinear, and not in general Cartesian, the pressure term does not disappear from the estimates and inequalities for higher order tangential derivatives. We therefore set down here the necessary estimates for the pressure terms which, as in Lemma 1, will be given in terms of $u$ derivative norms.

From (2.6) and (2.7) it follows that

$$
\begin{equation*}
p=b+v f \tag{11.1}
\end{equation*}
$$

where $f$ is the harmonic scalar viscosity potential (5.9) satisfying boundary condition (5.2). The "volume pressure" term $b(x, t)$ satisfies in view of (2.2)

$$
\begin{align*}
\Delta b & =-u_{i, k} u_{k, i}=-\left(u_{k} u_{i, k}\right)_{, i} \\
& =-\left(u_{i} u_{k}\right)_{, i k} \tag{11.2}
\end{align*}
$$

with

$$
\begin{equation*}
\frac{\partial b}{\partial n}=0 \quad \text { on } \partial \Omega \tag{11.3}
\end{equation*}
$$

In terms of the Neumann function we have

$$
\begin{align*}
b(x, t) & =\int_{\Omega} N(x, y) u_{i, k}(y, t) u_{k, i}(y, t) d y \\
& =-\int_{\Omega} \frac{\partial N(x, y)}{\partial y_{k}} u_{i}(y, t) u_{k, i}(y, t) d y  \tag{11.4}\\
& =\int_{\Omega} \frac{\partial^{2} N(x, y)}{\partial y_{i} \partial y_{k}} u_{i}(y, t) u_{k}(y, t) d y
\end{align*}
$$

Since $\partial^{2} N / \partial y_{i} \partial y_{k}$ has the singularity of a Calderon-Zygmund operator in $\mathbf{R}^{3},[9,23]$, we may expect the singular or integrability behaviour of $b(x, t)$ to be equivalent to that of $u^{2}(x, t)$.

Turning first to the viscosity potential $f$, we have by (5.12)

$$
\begin{equation*}
f(x, t)=\int_{\partial \Omega} K_{, a}(x, y) \frac{\partial u_{a}(y, t)}{\partial n_{y}} d S_{y} \tag{11.5}
\end{equation*}
$$

where by (5.7) and (5.14),

$$
\begin{equation*}
K(x, y)=\frac{1}{2 \pi r^{\prime}(x, y)}+k(x, y) \tag{11.6}
\end{equation*}
$$

with $k(x, y)=n(x, y)-g(x, y)$ regular nonsingular on the boundary. Hence, for a tangential derivative $D_{\beta}$,

$$
\begin{align*}
D_{\beta} f & =\int_{\partial \Omega} \frac{\partial^{2}}{\partial \xi_{\beta} \partial y_{\alpha}}\left[\frac{1}{2 \pi r^{\prime}(x, y)}+k(x, y)\right] \frac{\partial u_{a}}{\partial n_{y}}(y, t) d S_{y} \\
& =\int_{\partial \Omega}\left[-\frac{\partial^{2}}{\partial y_{\beta} \partial y_{\alpha}}\left\{\frac{1}{2 \pi r^{\prime}}\right\}+\frac{\partial^{2} k(x, y)}{\partial \xi_{\beta} \partial y_{\alpha}}\right] \frac{\partial u_{\alpha}}{\partial n_{y}} d S_{y}  \tag{11.7}\\
& =\int_{\partial \Omega}\left[\frac{\partial\left(1 / 2 \pi r^{\prime}\right)}{\partial y_{\alpha}} \frac{\partial^{2} u_{\alpha}}{\partial y_{\beta} \partial n_{y}}+\frac{\partial^{2} k(x, y)}{\partial \xi_{\beta} \partial y_{\alpha}} \frac{\partial u_{\alpha}}{\partial n_{y}}\right] d S_{y} .
\end{align*}
$$

We note that $\xi_{\beta}$ is a tangential coordinate with $\beta=1$ or 2 and $y_{\beta}$ the corresponding tangential $y$ coordinate. Since $\partial \Omega$ is a closed manifold, the integration by parts brings in no integrated terms. As the singularity of $\partial\left(r^{\prime-1}\right) / \partial y_{\alpha}$ is Calderon-Zygmund on $\partial \Omega$, we find

$$
\left\|D_{\beta} f\right\|_{2, \partial} \leqslant C\left(\left\|D_{\beta} \frac{\partial u_{\alpha}}{\partial n}\right\|_{2, \partial}+\left\|\frac{\partial u_{a}}{\partial n}\right\|_{2, \partial}\right) .
$$

Iterating this calculation for $j=2,3, \ldots$ we find

$$
\begin{equation*}
\left\|D_{\beta}^{j} f\right\|_{2, \partial} \leqslant C \sum_{h=0}^{j}\left\|D_{\beta}^{h} \frac{\partial u_{a}}{\partial n}\right\|_{2, \partial} \tag{11.8}
\end{equation*}
$$

and by (5.18) a similar estimate is obtained for $\left\|D_{\beta}^{j} \partial f / \partial n\right\|_{2, \partial}$.
By Green's formula

$$
\begin{equation*}
\left\|\nabla D_{\beta}^{s} f\right\|_{2}^{2}=\int_{\partial \Omega} D_{\beta}^{s} f \frac{\partial D_{\beta}^{s} f}{\partial n} d S-\int_{\Omega} D_{\beta}^{s} f \Delta D_{\beta}^{s} f d x \tag{11.9}
\end{equation*}
$$

The first of these integrals is bounded above by

$$
\begin{equation*}
\left\|D_{\beta}^{s} f\right\|_{2, a}\left\|D_{\beta}^{s} \frac{\partial f}{\partial n}\right\|_{2, \partial} \leqslant C \sum_{h=0}^{s}\left\|D_{\beta}^{h} \frac{\partial u_{a}}{\partial n}\right\|_{2, \partial}^{2} \tag{11.10}
\end{equation*}
$$

As in the proof of Lemma 1 we may estimate the right hand side in (11.10) by the volume norm expression

$$
\begin{equation*}
E_{s} \equiv C \sum_{h=0}^{s}\left\|\nabla D_{\beta}^{h} u\right\|_{2}\left\{\left\|\tilde{\Delta} D_{\beta}^{h} u\right\|_{2}+\left\|\nabla D_{\beta}^{h} u\right\|_{2}\right\} \tag{11.11}
\end{equation*}
$$

The second integral on the right side of (11.9) can be estimated by means of the commutator expression (10.17) for $\Delta D_{\beta}^{s} f$, and we obtain

$$
\begin{align*}
-\int_{\Omega} D_{\beta}^{s} f\left(D_{\beta}^{s} \Delta f\right. & +\sum_{\gamma<\beta} \bar{A}_{\gamma}^{\beta} D_{\gamma}^{k} \Delta f+\sum_{\gamma<\beta} \bar{B}_{\gamma}^{\beta} D_{3} D_{\gamma}^{k} f  \tag{11.12}\\
& \left.+\sum_{\gamma \leqslant \beta} \bar{C}_{\gamma}^{\beta} D_{\gamma}^{k} f+\sum_{\gamma<\beta} \bar{E}_{\gamma}^{\beta} D_{\gamma}^{k}\left(D_{1}^{2}+D_{2}^{2}\right) f\right) d x
\end{align*}
$$

The first term, and the first sum, vanish in view of (5.1). A typical term of the second sum is

$$
\int_{\Omega} D_{\beta}^{s} f \cdot \bar{B}_{\gamma}^{\beta} D_{3} D_{\gamma}^{k} f d x=\int_{\Omega} D_{\beta}^{s} f \cdot \bar{B}_{\gamma}^{\beta} \nabla_{3} D_{\gamma}^{k} f d x
$$

in view of (10.4) and (10.16), where $\overline{\bar{B}}_{\gamma}^{B}$ is bounded over $\Omega$ including $S\left(P_{0}, \varepsilon\right)$. The second sum in (11.12) is therefore bounded by

$$
\begin{equation*}
C\left\|D_{\beta}^{s} f\right\|_{2} \sum_{\gamma<\beta}\left\|\nabla D_{\gamma}^{k} f\right\|_{2} \tag{11.13}
\end{equation*}
$$

A typical term of the third sum is

$$
\int_{\Omega} D_{\beta}^{s} f \cdot \bar{C}_{\gamma}^{\beta} D_{\gamma}^{k} f d x=\int_{\Omega} D_{\beta}^{s} f \overline{\bar{C}}_{\gamma}^{\beta} \nabla D_{\gamma}^{k-1} f d x
$$

where we may note from (10.16) that $\bar{C}_{\gamma}^{\beta}$ vanishes in $S\left(P_{0}, \varepsilon\right)$. Since $k-1<s$ it follows that the third sum in (11.12) is also bounded by an expression of the form (11.13).

To analyze the last sum in (11.12) we note that Lemma 6 provides a bound $C\left\|\nabla D_{\gamma}^{s-1} f\right\|_{2}^{2}$ for the highest order terms. A similar calculation but ending at a point corresponding to (10.21) will yield the same order of estimate for the second highest terms, and so on for lower terms, so that a bound

$$
\begin{equation*}
C \sum_{h=0}^{s-1}\left\|\nabla D_{\gamma}^{h} f\right\|_{2}^{2} \tag{11.14}
\end{equation*}
$$

is obtained for the whole sum. Noting $\left\|D_{\beta}^{s} f\right\|_{2} \leqslant C\left\|\nabla_{1} D_{\gamma}^{s-1} f\right\|_{2}$ where $\beta=\gamma+(1,0)$, we obtain from (11.13) and (11.14) the inequality based on (11.9) in the form

$$
\begin{align*}
\left\|\nabla D_{\beta}^{s} f\right\|_{2}^{2} & \leqslant 2 E_{s}+C\left\|\nabla D_{\beta}^{s-1} f\right\|_{2} \sum_{h=0}^{s-1}\left\|\nabla D_{\beta}^{h} f\right\|_{2} \\
& \leqslant 2 E_{s}+C \sum_{h=0}^{s-1}\left\|\nabla D_{\beta}^{h} f\right\|_{2}^{2} \tag{11.15}
\end{align*}
$$

Thus we have again used the property that the gradient operator dominates a first order tangential derivative operator. The case $s=0$ of this inequality (11.15) is equivalent to Lemma 1. We may substitute this result on the right hand side, and so obtain the result for $s=1$. Upon substitution successively for $s=2,3, \ldots$ the result now follows by induction on $s$.

Lemma 7. For $s=0,1,2, \ldots$,

$$
\begin{equation*}
\left\|\nabla D_{\beta}^{s} f\right\|_{2}^{2} \leqslant C \sum_{h=0}^{s}\left\|\nabla D_{\beta}^{h} u\right\|_{2}\left\{\left\|\bar{\Delta} D_{\beta}^{h} u\right\|_{2}+\left\|\nabla D_{\beta}^{h} u\right\|_{2}\right\} \tag{11.16}
\end{equation*}
$$

where the constant $C$ depends on $s$ and on the choice of tangential coordinates but not on $u$.

A similar estimate, which we need not state explicitly here, holds for time derivatives of $f$ in terms of the time derivatives of $u$ of the same order.

The necessary estimate for $b$ can also be found by means of the commutator formula (10.17). Since $D_{\alpha}^{s}$ is tangential it will commute on $\partial \Omega$ with $\partial / \partial n$. Thus

$$
\left\|\nabla D_{a}^{s} b\right\|_{2}^{2}=\int_{\partial \Omega} D_{a}^{s} b \cdot \frac{\partial D_{a}^{s}}{\partial n} b d S-\int_{\Omega} D_{a}^{s} b \cdot \Delta D_{a}^{s} b d x
$$

Since the normal derivative term vanishes on $\partial \Omega$, the first integral is zero. The second integral on the right hand side becomes, in view of (11.2),

$$
\begin{aligned}
& -\int_{\Omega} D_{\alpha}^{s} b\left[\sum_{j=0}^{s} \bar{A}_{\beta}^{a} D_{\beta}^{j} \Delta b+\sum_{\beta<\alpha} \bar{B}_{\beta}^{\alpha} D_{3} D_{\beta}^{k} b+\sum_{\beta \leqslant a} \bar{C}_{\beta}^{a} D_{\beta}^{k} b+\sum_{\beta<a} \bar{E}_{\beta}^{\alpha} D_{\beta}^{k}\left(D_{1}^{2}+D_{2}^{2}\right) b\right] d x \\
& \quad \leqslant C\left\|D_{a}^{s} b\right\|_{6} \sum_{j=0}^{s}\left\|D_{a}^{j}(\nabla u)^{2}\right\|_{\alpha / s}+C \sum_{h=0}^{s-1}\left\|\nabla D_{a}^{h} b\right\|_{2}^{2} \\
& \quad \leqslant C\left\|\nabla D_{a}^{s} b\right\|_{2} \sum_{j=0}^{s} \sum_{l=0}^{[i / 2]}\left\|\nabla D_{a}^{l} u\right\|_{2}\left\|\nabla D_{a}^{j-l} u\right\|_{3}+C \sum_{l=0}^{s-1}\left\|\nabla D_{a}^{l} b\right\|_{2}^{2} \\
& \quad \leqslant \frac{1}{2}\left\|\nabla D_{\alpha}^{s} b\right\|_{2}^{2}+C \sum_{j=0}^{s} \sum_{l=0}^{[i / 2]}\left\|\nabla D_{a}^{l} u\right\|_{2}^{2}\left\|\nabla D_{a}^{j-l} u\right\|_{2}\left\|\bar{\Delta} D_{a}^{j-l} u\right\|_{2}+C \sum_{l=0}^{s-1}\left\|\nabla D_{a}^{l} b\right\|_{2}^{2} .
\end{aligned}
$$

To estimate the $\bar{B}_{\beta}^{\alpha}, \bar{C}_{\beta}^{\alpha}$ and $\bar{E}_{\beta}^{\alpha}$ type terms here, we have proceeded exactly as in the proof of Lemma 7. Note that in the estimation of the nonlinear term, the $L^{2}$ norm is applied to the factor with the lower singularity.

It now follows that

$$
\left\|\nabla D_{a}^{s} b\right\|_{2}^{2} \leqslant C \sum_{j=0}^{s} \sum_{l=0}^{[j / 2]}\left\|\nabla D_{a}^{l} u\right\|_{2}^{2}\left\|\nabla D_{a}^{j-l} u\right\|_{2}\left\|\tilde{\Delta} D_{a}^{j-l} u\right\|_{2}+C \sum_{l=0}^{s-1}\left\|\nabla D_{a}^{l} b\right\|_{2}^{2}
$$

For $s=0$ this relation is

$$
\|\nabla b\|_{2}^{2} \leqslant C\|\nabla u\|_{2}^{3}\|\bar{\Delta} u\|_{2}
$$

which can easily be obtained directly. Substituting this result on the right hand side we obtain the result for $s=1$, and so on by successive substitution. Thus we have established

Lemma 8. For $s=0,1,2, \ldots$ we have

$$
\left\|\nabla D_{a}^{s} b\right\|_{2}^{2} \leqslant C \sum_{j=0}^{s} \sum_{l=0}^{[j / 2]}\left\|\nabla D_{a}^{l} u\right\|_{2}^{2}\left\|\nabla D_{a}^{j-l} u\right\|_{2}\left\|\tilde{\Delta} D_{a}^{j-l} u\right\|_{2}
$$

where $C$ depends on $s$ and on the tangential coordinate system, but not on $u$.
For completeness we state here the modified form of this lemma needed to estimate time derivatives $D_{t}^{r} \nabla D_{a}^{s} b$.

Lemma $8 r$. For $r, s=0,1,2, \ldots$ we have

$$
\left\|D_{t}^{r} \nabla D_{a}^{s} b\right\|_{2}^{2} \leqslant C \sum_{h=0}^{r} \sum_{j=0}^{s} \sum_{l=0, l \leqslant s}^{[j / 2+r-2 h]}\left\|D_{t}^{h} \nabla D_{a}^{l} u\right\|_{2}^{2}\left\|D_{t}^{r-h} \nabla D_{a}^{j-l} u\right\|_{2}\left\|D_{t}^{r-h} \tilde{\Delta} D_{\alpha}^{j-l} u\right\|_{2}
$$

where $C$ depends on $r$ and $s$ but not on $u$.
The demonstration is similar using Leibniz' formula for the time derivatives of $(\nabla u)^{2}$ and again applying the $L^{2}$ norm to the factor with lowest overall singularity.

## 12. Tangential derivative inequalities

To establish estimates of the tangential derivatives of $u, \nabla u, \tilde{\Delta} u$ and their time derivatives, we differentiate the Navier-Stokes equations with respect to tangential variables and then conduct calculations similar to those of Sections 7 and 8 above. For each value of $r=0,1,2, \ldots$, an induction on the order $s=s_{1}+s_{2}$ of tangential derivatives is necessary, so the details of the induction are now somewhat different. Moreover the normal coordinate derivatives are not included in our summations at this stage, so that full tensorial invariance is not preserved [31, p. 36]. Thus the divergence property (2.2) cannot be used, as it was earlier, to annihilate the pressure terms; instead the estimates of the preceding Section 11 will be employed.

We denote by $D_{a}^{s} u=D_{1}^{s_{1}} D_{2}^{s_{2}} u$ a typical tangential derivative of order $s_{1}+s_{2}=s$ and denote by $\left\|D_{\alpha}^{s} u\right\|_{2}^{2}$ the sum of squares of the $L^{2}(\Omega)$ norms of all such tangential derivatives of order $s$. For reasons of homogeneity in the orders of integrability, we consider at the same time the space derivatives $\nabla D_{a}^{s} u$ and $\Delta D_{a}^{s-1} u$, the latter being replaced in inequalities by $\tilde{\Delta} D_{a}^{s-1} u$. Thus we will obtain estimates of $D_{a}^{s+1} u, D_{a}^{s} D_{3} u$ and $D_{a}^{s-1} D_{3}^{2} u$ simultaneously at a given stage of induction on $s$; and this structure also applies to all orders $r$ of time derivatives.

Applying the operator $D_{t}^{r} D_{a}^{s}$ to (2.1) we find, using Leibniz' formula, and (10.15),

$$
\begin{align*}
& D_{t}^{r+1} D_{a}^{s} u_{i}+\sum_{h=0}^{r} \sum_{j=0}^{s}\binom{r}{h}\binom{s}{j} D_{t}^{h} D_{a}^{j} u_{k} D_{t}^{r-h} D_{a}^{s-j} u_{i, k} \\
&=-D_{t}^{r} D_{a}^{s}\left(b_{, i}+v f_{, i}\right)+v D_{t}^{r} D_{a}^{s} \Delta u_{i}  \tag{12.1}\\
&=-D_{t}^{r} D_{a}^{s}\left(b_{, i}+v f_{, i}\right)+v D_{t}^{r} \Delta D_{a}^{s} u_{i}+v \sum_{l=0}^{s-1} A_{\beta}^{a} D_{t}^{r} \Delta D_{\beta}^{l} u_{i} \\
&+\sum_{l=0}^{s-1} B_{\beta}^{a} D_{t}^{r} D_{3} D_{\beta}^{l} u_{i}+\sum_{l=0}^{s} C_{\beta}^{\alpha} D_{t}^{r} D_{\beta}^{l} u_{i}+\sum_{\beta<\alpha}^{s-1} E_{\beta}^{\alpha} D_{t}^{r} D_{\beta}^{l}\left(D_{1}^{2}+D_{2}^{2}\right) u_{i}
\end{align*}
$$

Multiplying by $D_{t}^{r} D_{\alpha}^{s} u_{i}$ and integrating by parts in the leading viscosity term on the right hand side, we find

$$
\begin{align*}
\frac{1}{2} D_{t}\left\|D_{t}^{r} D_{\alpha}^{s} u\right\|_{2}^{2}+v\left\|D_{t}^{r} \nabla D_{a}^{s} u\right\|_{2}^{2}= & -\int_{\Omega} D_{t}^{r} D_{\alpha}^{s} u_{i} \sum_{h, j=0}^{r, s}\binom{r}{h}\binom{s}{j} D_{t}^{h} D_{\alpha}^{j} u_{k} D_{t}^{r-h} D_{\alpha}^{s-j} u_{i, k} d x \\
& -\int_{\Omega} D_{t}^{r} D_{\alpha}^{s} u_{i}\left\{D_{t}^{r} D_{a}^{s} b_{, i}+v D_{t}^{r} D_{a}^{s} f_{, i}\right\} d x \\
& +v \int_{\Omega} D_{t}^{r} D_{\alpha}^{s} u_{i} \sum_{i=0}^{s-1} A_{\beta}^{\alpha} D_{t}^{r} \Delta D_{\beta}^{l} u_{i} d x  \tag{12.2}\\
& +v \int_{\Omega} D_{t}^{r} D_{\alpha}^{s} u_{i} \sum_{l=0}^{s-1} B_{\beta}^{\alpha} D_{t}^{r} D_{3} D_{\beta}^{l} u_{i} d x \\
& +v \int_{\Omega} D_{t}^{r} D_{\alpha}^{s} u_{i} \sum_{l=0}^{s} C_{\beta}^{a} D_{t}^{r} D_{\beta}^{l} u_{i} d x \\
& +v \int_{\Omega} D_{t}^{r} D_{\alpha}^{s} u_{i} \sum_{i=0}^{s-1} E_{\beta}^{\alpha} D_{t}^{r} D_{\beta}^{l}\left(D_{1}^{2}+D_{2}^{2}\right) u_{i} d x
\end{align*}
$$

Let us denote the integrals on the right side by $I_{1}, I_{2}+I_{3}, I_{4}, I_{5}, I_{6}$ and $I_{7}$ respectively. By (10.18) we have

$$
I_{1}=-\int_{\Omega} D_{t}^{r} D_{a}^{s} u_{i} \sum_{h, j=0}^{r, s}\binom{r}{h}\binom{s}{j} D_{t}^{h} D_{a}^{j} u_{k} D_{t}^{r-h} \sum_{l=0}^{s, j} G_{k l}^{a} \nabla_{k} D_{a}^{l} u_{i} d x
$$

We observe that the term in the sum with $h=0, j=0, l=s$ gives an integral similar to (7.5) that vanishes after integration by parts and use of the divergence condition (2.2).

Indicating omission of this term from the sum by a prime, we integrate by parts with respect to $\nabla_{k}$ and use (10.19), obtaining

$$
\begin{aligned}
I_{1}= & \int_{\Omega} D_{t}^{r} \nabla_{k} D_{a}^{s} u_{i} \sum_{h, j, l=0}^{r, s, s-j}\binom{r}{h}\binom{s}{j} D_{t}^{h} D_{\alpha}^{j} u_{k} G_{k l}^{a} D_{t}^{r-h} D_{\alpha}^{l} u_{i} d x \\
& -\int_{\Omega} D_{t}^{r} D_{a}^{s} u_{i} \sum_{h, j, l=0}^{r, s, s-j}\binom{r}{h}\binom{s}{j} D_{t}^{h} D_{a}^{j} u_{k}\left(\nabla_{k} G_{k l}^{\alpha}\right) D_{t}^{r-h} D_{a}^{l} u_{i} d x
\end{aligned}
$$

Hence

$$
\left|I_{1}\right| \leqslant \frac{v}{16}\left\|D_{t}^{r} \nabla D_{a}^{s} u\right\|_{2}^{2}+C\left\|D_{t}^{r} D_{a}^{s} u\right\|_{2}^{2}+C \sum_{h, j, l=0}^{r, s, s-j}\left\|D_{t}^{h} D_{a}^{j} u_{k} D_{t}^{r-h} D_{a}^{l} u_{i}\right\|_{2}^{2}
$$

In this last sum the opposite corner term with $h=r, j=s, l=0$ may be estimated by

$$
\begin{aligned}
C\left\|D_{t}^{r} D_{a}^{s} u_{k} \cdot u_{i}\right\|_{2}^{2} & \leqslant C\left\|D_{t}^{r} D_{a}^{s} u\right\|_{3}^{2}\|u\|_{6}^{2} \\
& \leqslant C\left\|D_{t}^{r} \nabla D_{a}^{s} u\right\|_{2}\left\|D_{t}^{r} D_{a}^{s} u\right\|_{2}\|\nabla u\|_{2}^{2} \\
& \leqslant \frac{v}{16}\left\|D_{t}^{r} \nabla D_{a}^{s} u\right\|_{2}^{2}+C\left\|D_{t}^{r} D_{a}^{s} u\right\|_{2}^{2}\|\nabla u\|_{2}^{4}
\end{aligned}
$$

Further terms of the triple sum with $2 h+j / 2 \geqslant r+l / 2$ will be estimated by

$$
\begin{aligned}
& \left\|D_{t}^{h} D_{a}^{j} u_{k} D_{t}^{r-h} D_{a}^{l} u_{i}\right\|_{2}^{2} \leqslant\left\|D_{t}^{h} D_{a}^{j} u\right\|_{3}^{2}\left\|D_{t}^{r-h} D_{a}^{l} u\right\|_{6}^{2} \\
& \leqslant C\left\|D_{t}^{h} D_{a}^{j} u\right\|_{2}\left\|D_{t}^{h} \nabla D_{a}^{j} u\right\|_{2}\left\|D_{t}^{r-h} \nabla D_{a}^{l} u\right\|_{2}^{2}
\end{aligned}
$$

while if $2 h+j / 2<r+l / 2$ we write

$$
\begin{aligned}
& \left\|D_{t}^{h} D_{a}^{j} u_{k} D_{t}^{r-h} D_{a}^{l} u_{i}\right\|_{2}^{2} \leqslant\left\|D_{t}^{h} D_{a}^{j} u\right\|_{6}^{2}\left\|D_{t}^{r-h} D_{a}^{l} u\right\|_{3}^{2} \\
& \quad \leqslant C\left\|D_{t}^{h} \nabla D_{a}^{j} u\right\|_{2}^{2}\left\|D_{t}^{r-h} D_{a}^{l} u\right\|_{2}\left\|D_{t}^{r-h} \nabla D_{a}^{l} u\right\|_{2}
\end{aligned}
$$

The involution exchanging $h$ with $r-h$, and $j$ with $l$, shows that the latter set are included among the former, so that only the sum with $2 h+j \geqslant r+l / 2$ need be included if the constant $C$ is adjusted.

Now by integration by parts,

$$
\begin{align*}
\left|I_{2}\right| & =\left|\int_{\Omega} D_{t}^{r} D_{a}^{s} u_{i} D_{t}^{r} D_{a}^{s} b_{i} d x\right| \\
& =\left|-\int_{\Omega} D_{t}^{r} \nabla_{i} D_{a}^{s} u_{i} \sum_{l=0}^{s} G_{i l}^{a} D_{t}^{r} D_{\alpha}^{l} b d x\right|  \tag{12.6}\\
& \leqslant C\left\|D_{t}^{r} \nabla D_{a}^{s} u\right\|_{2} \sum_{l=0}^{s}\left\|D_{t}^{r} D_{a}^{l} b\right\|_{2} \\
& \leqslant \frac{v}{32}\left\|D_{t}^{r} \nabla D_{a}^{s} u\right\|_{2}^{2}+C\left(\sum_{l=0}^{s-1}\left\|D_{t}^{r} \nabla D_{a}^{l} b\right\|_{2}^{2}+\left\|D_{t}^{r} b\right\|_{2}^{2}\right)
\end{align*}
$$

while

$$
\begin{align*}
\left|I_{3}\right| & =\left|\int_{\Omega} D_{t}^{r} D_{a}^{s} u_{i} D_{t}^{r} D_{a}^{s} f_{, i} d x\right| \\
& =\left|-\int_{\Omega} D_{t}^{r} \nabla D_{a}^{s} u_{i} \sum_{l=0}^{s} G_{i i}^{a} D_{t}^{r} D_{a}^{l} f d x\right| \tag{12.7}
\end{align*}
$$

$$
\begin{aligned}
& \leqslant C\left\|D_{t}^{r} \nabla D_{a}^{s} u\right\|_{2} \sum_{l=0}^{s}\left\|D_{t}^{r} D_{a}^{l} f\right\|_{2} \\
& \leqslant \frac{v}{32}\left\|D_{t}^{r} \nabla D_{a}^{s} u\right\|_{2}^{2}+C\left(\sum_{l=0}^{s-1}\left\|D_{t}^{r} \nabla D_{, a}^{l} f\right\|_{2}^{2}+\left\|D_{t}^{r} f\right\|_{2}^{2}\right)
\end{aligned}
$$

We may integrate by parts in $I_{4}$, since $D_{\alpha}^{s} u=0$ on $\partial \Omega$ :

$$
\begin{align*}
\left|I_{4}\right| & =v\left|\int_{\Omega_{2}} D_{t}^{r} \nabla D_{a}^{s} u_{i} \sum_{l=0}^{s-1} A_{\beta}^{a} D_{t}^{r} \nabla D_{\beta}^{l} u_{i} d x\right| \\
& \leqslant C\left\|D_{t}^{r} \nabla D_{a}^{s} u\right\|_{2} \sum_{l=0}^{s-1}\left\|D_{t}^{r} \nabla D_{\beta}^{l} u\right\|_{2}  \tag{12.8}\\
& \leqslant \frac{v}{16}\left\|D_{t}^{r} \nabla D_{a}^{s} u\right\|_{2}^{2}+C \sum_{l=0}^{s-1}\left\|D_{t}^{r} \nabla D_{\beta}^{l} u\right\|_{2}^{2} .
\end{align*}
$$

In $I_{5}$ we integrate by parts with respect to $D_{3}$, noting that the surface integral vanishes:

$$
\begin{align*}
\left|I_{5}\right| & =v\left|\int_{\Omega} D_{t}^{r} D_{3} D_{a}^{s} u_{i} \sum_{l=1}^{s-1} B_{\beta}^{a} D_{t}^{r} D_{\beta}^{l} u_{i} d x\right| \\
& \leqslant C\left\|D_{t}^{r} \nabla D_{a}^{s} u\right\|_{2} \sum_{l=0}^{s-2}\left\|D_{t}^{r} \nabla D_{\beta}^{l} u\right\|_{2}  \tag{12.9}\\
& \leqslant \frac{v}{16}\left\|D_{t}^{r} \nabla D_{a}^{s} u\right\|_{2}^{2}+C \sum_{l=0}^{s-2}\left\|D_{t}^{r} \nabla D_{\beta}^{l} u\right\|_{2}^{2}
\end{align*}
$$

where we have taken account of (10.4) and (10.16) to convert one $D_{a}$ factor to a gradient. Then in $I_{6}$ we obtain

$$
\begin{align*}
\left|I_{6}\right| & \leqslant v\left|\int_{\Omega} D_{t}^{r} D_{a}^{s} u \sum_{l=0}^{s} C_{\beta}^{\alpha} D_{t}^{r} D_{\beta}^{l} u d x\right| \\
& \leqslant C\left\|D_{t}^{r} D_{a}^{s} u\right\|_{2} \sum_{l=0}^{s}\left\|D_{t}^{r} D_{\beta}^{l} u\right\|_{2}  \tag{12.10}\\
& \leqslant C \sum_{l=0}^{s}\left\|D_{t}^{r} D_{\beta}^{l} u\right\|_{2}^{2}
\end{align*}
$$

For the integral $I_{7}$ we can proceed exactly as in (11.12) - (11.14) with $D_{i}^{r} u_{i}$ in place of $f$, and so obtain the estimate

$$
\begin{equation*}
I_{7} \leqslant C \sum_{l=0}^{s-1}\left\|D_{t}^{r} \nabla D_{\beta}^{l} u_{i}\right\|_{2}^{2} \tag{12.11}
\end{equation*}
$$

The foregoing results will be combined with a second inequality obtained by changing $s$ into $s-1$ in (12.1), multiplying by $D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u_{i}$ and integrating over $\Omega$. This process yields, after an integration by parts similar to (3.2), and noting that $D_{a}^{s-1} u_{i}$ is solenoidal, by (10.19),

$$
\begin{align*}
& \frac{1}{2} D_{t}\left\|D_{t}^{r} \nabla D_{a}^{s-1} u\right\|_{2}^{2}+v\left\|D_{t}^{r} \tilde{\Delta} D_{\alpha}^{s-1} u\right\|_{2}^{2} \\
&=+\int_{\Omega} D_{t}^{r} \bar{\Delta} D_{a}^{s-1} u_{i} \sum_{h, l=0}^{r, s-1}\binom{r}{h}\binom{s-1}{l} D_{t}^{h} D_{a}^{l} u_{k} D_{t}^{r-h} D_{a}^{s-l-1} u_{i, k} d x \\
&+\int_{\Omega} D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u_{i}\left\{D_{t}^{r} D_{a}^{s-1} b_{, i}+v D_{t}^{r} D_{a}^{s-1} f_{i}\right\} d x \\
&+\int_{\Omega} D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u_{i} \sum_{l=0}^{s-2} A_{\beta}^{a} D_{t}^{r} \Delta D_{\beta}^{l} u_{i} d x  \tag{12.12}\\
&+\int_{\Omega} D_{t}^{r} \bar{\Delta} D_{a}^{s-1} u_{i} \sum_{l=0}^{s-2} B_{\beta}^{a} D_{t}^{r} D_{3} D_{\beta}^{l} u_{i} d x \\
&+\int_{\Omega} D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u_{i} \sum_{l=1}^{s-1} C_{\beta}^{a} D_{t}^{r} D_{\beta}^{l} u_{i} d x \\
&+\int_{\Omega} D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u_{i} \sum_{l=0}^{s-2} E_{\beta}^{a} D_{t}^{r} D_{\beta}^{l}\left(D_{1}^{2}+D_{2}^{2}\right) u_{i} d x
\end{align*}
$$

We shall denote the integrals on the right side of this second relation by $J_{1}, J_{2}+J_{3}$, $J_{4}, J_{5}, J_{6}$ and $J_{7}$ respectively.

In the estimation of $J_{1}$ by Hölder's inequality it is necessary to use an $L^{2}(\Omega)$ norm for the first factor, so that an $L^{6}(\Omega)$ and an $L^{3}(\Omega)$ norm or an $L^{\infty}(\Omega)$ and an $L^{2}(\Omega)$ norm, could be available for the remaining two factors.

We apply the $L^{6}(\Omega)$ norm to the factor $D_{t}^{h} D_{a}^{l} u$ when it has the lesser total order of singularity. Otherwise we apply the $L^{\infty}(\Omega)$ norm to this factor. We have

$$
\begin{align*}
\left|J_{1}\right|= & \left|\int_{\Omega} D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u_{i} \sum_{h, l=0}^{r, s-1}\binom{r}{h}\binom{s-1}{l} D_{t}^{h} D_{a}^{l} u_{k} \sum_{j=0}^{s-l-1} G_{k l}^{a} D_{t}^{r-h} \nabla_{k} D_{a}^{s-j} u_{i} d x\right| \\
\leqslant & C\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u\right\|_{2}\left(\sum_{\substack{h, l, j=0 \\
2 h+l l 2<r+(j-1) / 2}}^{r, s-1, s-l-1}\left\|D_{t}^{h} D_{a}^{l} u\right\|_{6}\left\|D_{t}^{r-h} \nabla D_{a}^{j} u\right\|_{3}\right. \\
& \left.+\sum_{\substack{h, l, j=0 \\
2 h+l l 2 \geq r+(j-1) / 2}}^{r, s-1, s-l-1}\left\|D_{t}^{h} D_{a}^{l} u\right\|_{\infty}\left\|D_{t}^{r-h} \nabla D_{a}^{j} u\right\|_{2}\right) \tag{12.13}
\end{align*}
$$

$$
\begin{aligned}
& \leqslant C\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u\right\|_{2}\left(\sum_{\substack{h, l, j=0 \\
2 h+l / 2<t+(j-1) / 2}}^{r, s-1, s-l-1}\left\|D_{t}^{h} \nabla D_{a}^{l} u\right\|_{2}\left\|D_{t}^{r-h} \nabla D_{a}^{j} u\right\|_{2}^{1 / 2}\left\|D_{t}^{r-h} \tilde{\Delta} D_{a}^{j} u\right\|_{2}^{1 / 2}\right. \\
& \left.\quad+\sum_{\substack{h,, j=0 \\
2 h+\| 2 \geqslant r+(j-1) / 2}}^{r, s-1, s-l-1}\left\|D_{t}^{h} \nabla D_{a}^{l} u\right\|_{2}^{1 / 2}\left\|D_{t}^{h} \tilde{\Delta} D_{a}^{l} u\right\|_{2}^{1 / 2}\left\|D_{t}^{r-h} \nabla D_{a}^{j} u\right\|_{2}\right)
\end{aligned}
$$

where (2.16), (2.20) and (2.21) have been invoked as appropriate. There is an involutory correspondence $h \rightarrow r-h, l \rightarrow j$ between the terms of the two sums which therefore can be combined into one such sum. Employing Young's inequality at the same time we now find the estimate

$$
\begin{equation*}
\left|J_{1}\right| \leqslant \frac{v}{16}\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u\right\|_{2}^{2}+C \sum_{\substack{h, l, j=0 \\ 2 h+l l 2 \pi r+(j-1) / 2}}^{r, s-1, s-l-1}\left\|D_{t}^{h} \nabla D_{a}^{l} u\right\|_{2}\left\|D_{t}^{h} \bar{\Delta} D_{a}^{l} u\right\|_{2}\left\|D_{t}^{r-h} \nabla D_{a}^{j} u\right\|_{2}^{2} \tag{12.14}
\end{equation*}
$$

The term with $h=r$ and $l=s-1, j=0$ in this sum also contains $\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u\right\|_{2}$ so that we apply Young's inequality once more and obtain

$$
\begin{align*}
\left|J_{1}\right| \leqslant & \frac{v}{16}\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u\right\|_{2}^{2}+C\left\{\left\|D_{t}^{r} \nabla D_{a}^{s-1} u\right\|_{2}^{2}\|\nabla u\|_{2}^{4}\right. \\
& \left.+\sum_{\substack{h, l, j=0 \\
2 h+l / 2>r+(j-1) / 2}}^{r, s-1, s-1-l}\left\|D_{t}^{h} \nabla D_{a}^{l} u\right\|_{2}\left\|D_{t}^{h} \tilde{\Delta} D_{a}^{l} u\right\|_{2}\left\|D_{t}^{r-h} \nabla D_{a}^{j} u\right\|_{2}^{2}\right\} \tag{12.15}
\end{align*}
$$

where the prime on the summation sign denotes omission of the term $h=r, l=s-1, j=0$. Noting the lemmas of the preceding section we write the expressions for $J_{2}$ and $J_{3}$ in the form

$$
\begin{align*}
\left|J_{2}\right|+\left|J_{3}\right| & \leqslant C\left\|D_{t}^{r} \bar{\Delta} D_{a}^{s-1} u\right\|_{2} \sum_{l=0}^{s-1}\left\{\left\|D_{t}^{r} \nabla D_{a}^{l} b\right\|_{2}+v\left\|D_{t}^{r} \nabla D_{a}^{l} f\right\|_{2}\right\} \\
& \leqslant \frac{v}{16}\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u\right\|_{2}^{2}+C \sum_{l=0}^{s-1}\left\{\left\|D_{t}^{r} \nabla D_{a}^{l} b\right\|_{2}^{2}+\left\|D_{t}^{r} \nabla D_{a}^{l} f\right\|_{2}^{2}\right\} \tag{12.16}
\end{align*}
$$

For the integral $J_{4}$ we use the orthogonal decomposition $\Delta v_{i}=\bar{\Delta} v_{i}+\nabla_{i} f_{a}$, where $v_{i}=D_{t}^{r} D_{\alpha}^{l} u_{i}$, and so write, noting $\left(\tilde{\Delta} w_{i}, \nabla_{i} f_{\alpha}\right)=0$,

$$
\begin{align*}
\left|J_{4}\right| & \leqslant C\left\|D_{t}^{r} \bar{\Delta} D_{a}^{s-1} u\right\|_{2} \sum_{l=0}^{s-2}\left\|D_{t}^{r} \bar{\Delta} D_{a}^{l} u\right\|_{2} \\
& \leqslant \frac{v}{16}\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u\right\|_{2}^{2}+C \sum_{l=0}^{s-2}\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{l} u\right\|_{2}^{2} \tag{12.17}
\end{align*}
$$

by Young's inequality.
In $J_{5}$, we see from the second condition of (10.16) that one $D_{\alpha}$ factor should be converted to a $\nabla_{\alpha}$ to absorb the $r^{-1}$ factor. Since $D_{3}$ corresponds to $\nabla_{3}$ we obtain

$$
\left|J_{5}\right| \leqslant C\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u\right\|_{2} \sum_{l=0}^{s-2}\left\|D_{t}^{r} \nabla_{3} \nabla_{a} D_{\beta}^{l} u\right\|_{2}
$$

The latter factor may be estimated as in [19, p. 21] by the formula

$$
\left\|D_{t}^{r} \nabla \nabla D_{\beta}^{l} u\right\|_{2} \leqslant C\left(\left\|D_{t}^{r} \tilde{\Delta} D_{\beta}^{l} u\right\|_{2}+\left\|D_{t}^{r} \nabla D_{\beta}^{l} u\right\|_{2}\right)
$$

so that we obtain by Young's formula

$$
\begin{equation*}
\left|J_{5}\right| \leqslant \frac{v}{16}\left\|D_{t}^{r} \bar{\Delta} D_{a}^{s-1} u\right\|_{2}^{2}+C\left(\sum_{l=0}^{s-2}\left\|D_{t}^{r} \bar{\Delta} D_{\beta}^{l} u\right\|_{2}^{2}+\left\|D_{t}^{r} \nabla D_{\beta}^{l} u\right\|_{2}^{2}\right) \tag{12.18}
\end{equation*}
$$

By the third condition of $(10.16)$, we see that $D_{a}$ and $\nabla_{a}$ are equivalent in $J_{6}$, and so obtain

$$
\begin{align*}
\left|J_{6}\right| & \leqslant C\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u\right\|_{2} \sum_{l=0}^{s-1}\left\|D_{t}^{r} D_{\beta}^{l} u\right\|_{2} \\
& \leqslant C\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u\right\|_{2}\left(\sum_{l=0}^{s-2}\left\|D_{t}^{r} \nabla D_{\beta}^{l} u\right\|_{2}+\left\|D_{t}^{r} u\right\|_{2}\right)  \tag{12.19}\\
& \leqslant \frac{v}{16}\left\|D_{t}^{r} \bar{\Delta} D_{a}^{s-1} u\right\|_{2}^{2}+C\left(\sum_{l=0}^{s-2}\left\|D_{t}^{r} \nabla D_{\beta}^{l} u\right\|_{2}^{2}+\left\|D_{l}^{r} u\right\|_{2}\right) .
\end{align*}
$$

From the fourth condition of $(10.16)$ it is evident that two $D_{a}$ factors in $J_{7}$ should be converted to $\nabla_{\alpha}$ operators, and these are best chosen as the factors $D_{1}^{2}+D_{2}^{2}$. The integral over $S\left(P_{0}, \varepsilon\right)$ has the form

$$
\begin{align*}
\int_{S} w \frac{\left(1+\xi_{1}^{2}+\xi_{2}^{2}\right)^{2}}{4 r^{2}}\left(D_{1}^{2}+D_{2}^{2}\right) v d x & =\int_{0}^{\varepsilon} d r \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} w\left(D_{1}^{2}+D_{2}^{2}\right) v \cdot d \xi_{1} d \xi_{2}  \tag{12.20}\\
& =-\int_{0}^{\varepsilon} d r \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(D_{1} w \cdot D_{1} v+D_{2} w \cdot D_{2} v\right) d \xi_{1} d \xi_{2}
\end{align*}
$$

where $w$ and $v$ are smooth functions. Supplying the factors $\left(1+\xi_{1}^{2}+\xi_{2}^{2}\right)^{2} / 4 r^{2}$ in numerator and denominator we find the expression

$$
-\int_{0}^{\varepsilon} d r \int_{\omega}\left(\nabla_{1} w \cdot \nabla_{1} v+\nabla_{2} w \cdot \nabla_{2} v\right) r^{2} d \omega
$$

where $\omega$ denotes solid angle.
We may now regard $\nabla_{\alpha}$ as the gradient operator with respect to arc length $s_{\alpha}$ along the appropriate parametric curve on $S_{r}$, and, since the isothermic curves form an orthogonal net, write

$$
d S=r^{2} d \omega=d s_{1} d s_{2}
$$

Integrating by parts in the reverse direction we now find

$$
\begin{align*}
\int_{0}^{\varepsilon} d r \int_{S_{r}} w\left(\nabla_{1}\left(\nabla_{1} v\right)+\nabla_{2}\left(\nabla_{2} v\right)\right) d s_{1} d s_{2} & =\int_{0}^{\varepsilon} d r \int_{S_{r}} w\left(\nabla_{1}^{2} v+\nabla_{2}^{2} v\right) d S_{r}  \tag{12.21}\\
& =\int_{S\left(P_{0}, \varepsilon\right)} w\left(\nabla_{1}^{2} v+\nabla_{2}^{2} v\right) d x .
\end{align*}
$$

The corresponding integral over $\Omega-S\left(P_{0}, \varepsilon\right)$ can be shown to have a similar form.
Consequently in view of [19, p. 21], and Young's inequality,

$$
\begin{align*}
\left|J_{7}\right| & =\left|-\int_{\Omega} D_{t}^{r} \tilde{\Delta} D_{\alpha}^{s-1} u_{i} \sum_{l=0}^{s-2} E_{\beta}^{\alpha} D_{t}^{r} D_{\beta}^{l}\left(D_{1}^{2}+D_{2}^{2}\right) u_{i} d x\right| \\
& \leqslant C\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u\right\|_{2} \sum_{l=0}^{s-2}\left(\left\|D_{t}^{r} \tilde{\Delta} D_{\beta}^{\prime} u\right\|_{2}+\left\|D_{t}^{r} \nabla D_{\beta}^{l} u\right\|_{2}\right)  \tag{12.22}\\
& \leqslant \frac{v}{16}\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u\right\|_{2}^{2}+C \sum_{l=0}^{s-2}\left(\left\|D_{t}^{r} \tilde{\Delta} D_{\beta}^{l} u\right\|_{2}^{2}+\left\|D_{t}^{r} \nabla D_{\beta}^{l} u\right\|_{2}^{2}\right)
\end{align*}
$$

Combining all the foregoing inequalities and multiplying by 2 , we find after certain cancellations

$$
\begin{aligned}
& D_{t}\left\{\left\|D_{t}^{r} D_{a}^{s} u\right\|_{2}^{2}+\left\|D_{t}^{r} \nabla D_{a}^{s-1} u\right\|_{2}^{2}\right\}+\frac{3 v}{2}\left\{\left\|D_{t}^{r} \nabla D_{a}^{s} u\right\|_{2}^{2}+\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u\right\|_{2}^{2}\right\} \\
& \quad \leqslant C\left(\left(\left\|D_{t}^{r} D_{a}^{s} u\right\|_{2}^{2}+\left\|D_{t}^{r} \nabla D_{a}^{s-1} u\right\|_{2}^{2}\right)\|\nabla u\|_{2}^{4}\right.
\end{aligned}
$$

$$
\begin{align*}
& +\sum_{h, l, j=0,2 h+j / 2 \geqslant r+l / 2}^{r, s, s-l}\left\|D_{t}^{h} D_{a}^{j} u\right\|_{2}\left\|D_{t}^{h} \nabla D_{a}^{j} u\right\|_{2}\left\|D_{t}^{r-h} \nabla D_{\alpha}^{l} u\right\|_{2}^{2}  \tag{12.23}\\
& +\sum_{h, l, j=0,2 h+l / 2 \geqslant r+j / 2}^{r-1, s-l-1}\left\|D_{t}^{h} \nabla D_{a}^{l} u\right\|_{2}\left\|D_{t}^{h} \bar{\Delta} D_{\alpha}^{l} u\right\|_{2}\left\|D_{t}^{r-h} \nabla D_{a}^{j} u\right\|_{2}^{2} \\
& +\sum_{h=0}^{r} \sum_{j=0}^{s-1} \sum_{l=0, l \leqslant s}^{[j / 2+r-2 h]}\left\|D_{t}^{h} \nabla D_{a}^{l} u\right\|_{2}^{2}\left\|D_{t}^{r-h} \nabla D_{a}^{j-l} u\right\|_{2}\left\|D_{t}^{r-h} \tilde{\Delta} D_{\alpha}^{j-l} u\right\|_{2} \\
& +\sum_{j=0}^{s-1}\left\|D_{t}^{r} \nabla D_{a}^{j} u\right\|_{2}\left\{\left\|D_{t}^{r} \bar{\Delta} D_{a}^{j} u\right\|_{2}+\left\|D_{t}^{r} \nabla D_{a}^{j} u\right\|_{2}\right\} \\
& \left.+\sum_{l=0}^{s-2}\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{l} u\right\|_{2}^{2}+\sum_{l=0}^{s-1}\left\|D_{t}^{r} \nabla D_{a}^{l} u\right\|_{2}^{2}+\sum_{l=0}^{s}\left\|D_{t}^{r} D_{a}^{l} u\right\|_{2}^{2}\right)
\end{align*}
$$

Denote the seven summations on the right hand side of (12.23) by $\Sigma_{1}, \ldots, \Sigma_{7}$ in the order that they appear there.

We shall cancel off against the left hand side any terms containing $\left\|D_{t}^{r} \bar{\Delta} D_{a}^{s-1} u\right\|_{2}$, in the following way: In the triple sum $\Sigma_{3}$ such a term appears for $h=0, l=0, j=s-1$, namely

$$
\begin{align*}
& \|\nabla u\|_{2}^{2}\left\|D_{t}^{r} \nabla D_{\alpha}^{s-1} u\right\|_{2}\left\|D_{t}^{r} \tilde{\Delta} D_{\alpha}^{s-1} u\right\|_{2} \\
& \quad \leqslant \frac{v}{32}\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u\right\|_{2}^{2}+C\left(\left\|D_{t}^{r} \nabla D_{\alpha}^{s-1} u\right\|_{2}^{\frac{8 r+4 s+2}{4 r+2 s-1}}+\|\nabla u\|_{2}^{8 r+4 s+2}\right) \tag{12.24}
\end{align*}
$$

The first term with $j=s-1$ in $\Sigma_{4}$ can be majorized by

$$
\begin{equation*}
\frac{v}{32}\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u\right\|_{2}^{2}+C\left\|D_{t}^{r} \nabla D_{a}^{s-1} u\right\|_{2}^{2} \tag{12.25}
\end{equation*}
$$

and the first of these terms will cancel against part of a term on the left hand side. The gradient products in $\Sigma_{4}$ are identical with those in $\Sigma_{5}$ and $\Sigma_{6}$, so that $\Sigma_{4}$ reduces in effect to

$$
\begin{equation*}
\sum_{j=0}^{s-2}\left\|D_{t}^{r} \nabla D_{a}^{j} u\right\|_{2}\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{j} u\right\|_{2} \leqslant \frac{1}{2} \sum_{j=0}^{s-2}\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{j} u\right\|_{2}^{2}+\frac{1}{2} \sum_{j=0}^{s-2}\left\|D_{t}^{r} \nabla D_{a}^{j} u\right\|_{2}^{2} \tag{12.26}
\end{equation*}
$$

As these sums are included in $\Sigma_{5}$ and $\Sigma_{6}$ it is clear that, adjusting $C$ (as necessary), we can drop $\Sigma_{4}$ altogether.

## 13. Tangential derivative estimates

We now apply Young's inequality to the product terms on the right hand side of (12.23), noting that the maximum singular index is $4 r+2 s+1$. As in Section 8, certain gradient and Stokesian terms must be kept together, so that the necessary lower order estimates can later be adjoined consistently with the integrability lemma. These terms will also be given a sufficiently small coefficient to make possible cancellation against left hand side terms. The result of these calculations is the inequality

$$
\begin{align*}
& D_{t}\left\{\left\|D_{t}^{r} D_{a}^{s} u\right\|_{2}^{2}+\left\|D_{t}^{r} \nabla D_{\alpha}^{s-1} u\right\|_{2}^{2}\right\}+\frac{5 v}{4}\left\{\left\|D_{t}^{r} \nabla D_{\alpha}^{s} u\right\|_{2}^{2}+\left\|D_{t}^{r} \tilde{\Delta} D_{\alpha}^{s-1} u\right\|_{2}^{2}\right\} \\
& \leqslant C_{r, s} \\
& \left\{\left\|D_{t}^{r} D_{a}^{s} u\right\|_{2}^{2 \frac{4 r+2 s+1}{4 r+2 s-1}}+\left\|D_{t}^{r} \nabla D_{a}^{s-1} u\right\|_{2}^{2 \frac{4 r+2 s+1}{4 r+2 s-1}}+\|\nabla u\|_{2}^{8 r+4 s+2}+\sum_{h, l=0}^{r, s}\left\|D_{t}^{h} D_{\alpha}^{\prime} u\right\|_{2}^{2 \frac{4 r+2 s+1}{4 h+2 l-1}}\right.  \tag{13.1}\\
& \\
& \left.\quad+\sum_{h, l=0}^{r, s-1}\left\|D_{t}^{h} \nabla D_{a}^{l} u\right\|_{2}^{2 \frac{4 r+2 s+1}{4 h+2 l+1}}+v \sum_{h, l=0}^{r, s-1}\left\|D_{t}^{h} \tilde{\Delta} D_{a}^{l} u\right\|_{2}^{2}\right\} \\
& \\
& \quad+\frac{v}{8} \sum_{h, l=0}^{r, s-1}\left\|D_{t}^{h} \nabla D_{\alpha}^{l} u\right\|_{2}^{2^{\frac{4(r-h)+2(s-l-1)}{4 h+2 l+1}}}\left\|D_{t}^{h} \tilde{\Delta} D_{\alpha}^{l} u\right\|_{2}^{2} .
\end{align*}
$$

Here the prime on the first two summations over $r, s$ indicates that the "upper right corner'' $h=r$ and $l=s$ is omitted. On the last sums the prime indicates omission of $h=r$, $l=s-1$. In view of (3.12), we have supposed that the singular degree of every term except those in $\Sigma_{5}$ has been raised to the maximum $4 r+2 s+1$ by multiplying by a term $K\|\nabla u\|^{a} \geqslant 1$. This means that when we apply (2.13) with appropriate exponents, only terms with singular index $4 r+2 s+1$ will appear, including terms in $\|\nabla u\|_{2}^{8 r+4 s+2}$. $\Sigma_{5}$ is exempted from this process because terms containing the Stokes operator $\tilde{\Delta}$ will occur only in $G_{h, j}(t)$ so that a different disposition must be made for these terms.

The constant $C$ on the right hand side of (13.1) will be definitively denoted by $C_{r, s}$ and will not be increased hereafter.

We now define, first for $r=0, s=0,1,2, \ldots$ then for $r, s=0,1,2, \ldots$ and so on for all positive integers $(r, s)$ :

$$
\begin{align*}
F_{r, s}(t)= & \left\|D_{t}^{r} D_{a}^{s} u\right\|_{2}^{2}+\left\|D_{t}^{r} \nabla D_{a}^{s-1} u\right\|_{2}^{2}+\frac{5}{4} \sum_{h=0}^{r} \sum_{j=0}^{s+1} F_{h, j}(t)^{\frac{4 r+2 s-1}{4 h+2 j-1}}+\frac{5}{2} C_{r, s} \sum_{h, l=0}^{r, s-1} F_{h, l}(t)+1  \tag{13.2}\\
G_{r, s}(t)= & \nu\left(\left\|D_{t}^{r} \nabla D_{a}^{s} u\right\|_{2}^{2}+\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u\right\|_{2}^{2}\right) \\
& +\sum_{h=0}^{r} \sum_{j=0}^{s+1} \frac{4 r+2 s-1}{4 h+2 j-1} F_{h, j}(t)^{\frac{4(r-h)+2(s-j)}{4 h+2 j-1}} G_{h, j}(t)+C_{r, s} \sum_{h, l=0}^{r, s-1} G_{h, 1}(t) . \tag{13.3}
\end{align*}
$$

Again the double prime denotes omission of the terms $h=r, j=s$ and $h=r, j=s+1$. Terms with $4 r+2 s-1<0$ or $4 h+2 j-1<0$ are also omitted from the sums. The terms on the right side of ( 13.1 ) evidently satisfy

$$
\begin{gather*}
\left\|D_{1}^{h} D_{a}^{l} u\right\|_{2}^{\frac{4 r+2 s+1}{4 h+2 l-1}} \leqslant F_{h, l}(t)^{\frac{4 r+2 s+1}{4 h+2 l-1}} \\
\left\|D_{t}^{h} \nabla D_{a}^{l} u\right\|_{2}^{\frac{2 r+2 s+1}{4 h+2 l+1}} \leqslant F_{h, l+1}(t)^{\frac{4 r+2 s+1}{4 h+2(l+1)-1}}  \tag{13.4}\\
v\left\|D_{t}^{h} \bar{\Delta} D_{\alpha}^{l} u\right\|_{2}^{2} \leqslant G_{h, l+1}(t)
\end{gather*}
$$

and

$$
\nu\left\|D_{t}^{h} \nabla D_{a}^{l} u\right\|_{2}^{2 \frac{2(r-h)+2(s-1-1)}{4 h+2 l+1}}\left\|D_{t}^{h} \tilde{\Delta} D_{a}^{l} u\right\|_{2}^{2} \leqslant F_{h, l+1}(t)^{\frac{4(r-h)+2(s-l-1)}{4 k+2(l+1)-1}} G_{h, l+1}(t)
$$

We also note the inequalities, where $h \leqslant r, l \leqslant s$ :

$$
\begin{aligned}
& F_{h, l}(t)^{\frac{1}{4 h+2 l-1}} \leqslant F_{r, s}(t)^{\frac{1}{4 r+2 s-1}}, \\
& \sum_{h, l=0}^{r, s} F_{h, l}(t)^{\frac{4 r+2 s+1}{4 h+2 l-1}} \leqslant \sum_{h, l=0}^{r, s+1} F_{h, l}(t)^{\frac{4 r+2 s+1}{4 h+2 l-1}} \leqslant C F_{r, s}(t)^{\frac{4 r+2 s+1}{4 r+2 s-1}} \text {, } \\
& \sum_{h, l=0}^{r, s} F_{h, l+1}(t)^{\frac{4 r+2 s+1}{4 h+2 l+1}} \leqslant F_{r, s}(t)^{\frac{4 r+2 s+1}{4 r+2 s-1}}+\sum_{h, l=0}^{r, s} \prime \prime F_{h, l+1}(t)^{\frac{4 r+2 s+1}{4 h+2 l+1}} \\
& \leqslant C F_{r, s}(t)^{\frac{4 r+2 s+1}{4 r+2 s-1}}, \\
& \|\nabla u\|_{2}^{8 r+4 s+2} \leqslant F_{0,1}(t)^{4 r+2 s+1}<F_{r, s}(t)^{\frac{4 r+2 s+1}{4 r+2 s-1}}, \\
& \sum_{h, l=0}^{r_{1} s} F_{h, l+1}(t)^{\frac{4(r-h)+2(s-l-1)}{4 h+2(l+1)-1}} G_{h, l+1}(t) \leqslant G_{r, s}(t)+\sum_{h, j=0}^{r, s+1} \frac{4 r+2 s-1}{4 h+2 j-1} F_{h, j}(t)^{\frac{4(r-h)+2(s-j)}{4 h+2 j-1}} G_{h, j}(t) \\
& \leqslant 2 G_{r, s}(t), \\
& \sum_{h, i=0}^{r, s+1} \frac{4 r+2 s-1}{4 h+2 l-1} F_{h, i}(t)^{\frac{4 r+2 s+1}{4 h+2 l-1}}<(4 r+2 s+1)(r+1)(s+2) F_{r, s}(t)^{\frac{4 r+2 s+1}{4 r+2 s-1}}
\end{aligned}
$$

and

$$
C_{r, s} \sum_{h, l=0}^{r, s} C_{h, 3}^{r} F_{h, l}(t)^{\frac{4 h+2 l+1}{4 h+2 l-1}}<C F_{r, s}(t)^{\frac{4 r+2 s+1}{4 r+2 s-1}}
$$

The general inequality with which we shall work has the form

$$
\begin{equation*}
\frac{d}{d t} F_{r, s}(t)+G_{r, s}(t) \leqslant C_{r, s}^{\prime} F_{r, s}(t)^{\frac{4 r+2 s+1}{4 r+2 s-1}} \tag{13.6}
\end{equation*}
$$

We shall proceed by induction with $F_{r, s}(t) \in L^{1 /(4 r+2 s-1)}(0, T)$ and thus prove that $G_{r, s}(t) \in L^{1 /(4 r+2 s+1)}(0, T)$. However we must first show that (13.1) can be transformed into the form (13.6). For this purpose we multiply (13.6) (where $r, s$ are replaced by $h, j$ ) by

$$
\frac{5}{4} \cdot \frac{4 r+2 s-1}{4 h+2 j-1} F_{h, j}(t)^{\frac{4(r-h)+2(s-j)}{4 h+2 j-1}}
$$

and add the resulting inequalities for $h=0,1, \ldots, r, j=0,1, \ldots, s+1$, but omitting $h=r$, $j=s$ and $j=s+1$. Also for $h=0,1, \ldots, r$ and $l=0, \ldots, s$ but omitting $h=r, l=s$ we multiply (13.6), with $r, s$ replaced by $h, l$, by $\frac{5}{2} C_{r, s}$ and add on.

As induction hypothesis we assume that these preceding inequalities are valid. We now obtain from (13.1)

$$
\begin{align*}
D_{t} F_{r, s}(t) & +\frac{5}{4} G_{r, s}(t)+C_{r, s} \sum_{h, l=0}^{r, s} G_{h, l}(t) \\
\leqslant & C_{r, s}\left\{\left\|D_{t}^{r} D_{a}^{s} u\right\|_{2}^{2 \frac{4 r+2 s+1}{4 r+2 s-1}}+\left\|D_{t}^{r} \nabla D_{a}^{s-1} u\right\|_{2}^{2 \frac{4 r+2 s+1}{4 r+2 s-1}}\right. \\
& +C \sum_{h, l=0}^{r, s+1} F_{h, l}(t)^{\frac{4 r+2 s+1}{4 h+2 l-1}}+\sum_{h, l=0}^{r, s-1} F_{h, l+1}(t)^{\frac{4 r+2 s+1}{4 h+2(l+1)-1}}  \tag{13.7}\\
& \left.+v \sum_{h, l=0}^{r, s-1}\left\|D_{t}^{h} \tilde{\Delta} D_{a}^{l} u\right\|_{2}^{2}\right\}+\frac{1}{8} \sum_{h, l=0}^{r, s-1} F_{h, l+1}(t)^{\frac{4(r-h)+2(s-l-1)}{4 h+2(l+1)-1}} G_{h, l+1}(t) \\
& +\frac{5}{4} \sum_{h, l=0}^{r, s+1} \frac{4 r+2 s+1}{4 h+2 l-1} F_{h, l}(t)^{\frac{4 r+2 s+1}{4 h+2 l-11}}+\frac{5}{2} C_{r, s} \sum_{h, l=0}^{r, s} C_{h, l}^{\prime} F_{h, l}(t)^{\frac{4 h+2 l+1}{4 h+2 l-1}}
\end{align*}
$$

We note that the Stokes operator terms are together majorized by the sum of $G$ function terms on the left hand side.

Also the sum containing the products of $F$ and $G$ terms is less, term by term, than the corresponding sum in (13.3) plus $G_{r, s}(t)$. Hence this term cancels against $\frac{1}{4} G_{r, s}(t)$ on the left side. Inequality (13.6) now implies, by (13.5),

$$
\begin{align*}
D_{t} F_{r, s}(t)+G_{r, s}(t) \leqslant & C\left\{F_{r, s}(t)^{\frac{4 r+2 s+1}{4 r+2 s-1}}+2 \sum_{h, l=0}^{r, s-1} F_{h, l}(t)^{\frac{4 r+2 s+1}{4 h+2 l-1}}\right. \\
& \left.+\frac{9}{4} \sum_{h, l=0}^{r, s} F_{h, l+1}(t)^{\frac{4 r+2 s+1}{4 h+2(l+1)-1}}+\sum_{h, l=0}^{r, s-1} F_{h, l}(t)^{\frac{4 r+2 s+1}{4 h+2 l-1}}\right\}  \tag{13.8}\\
\leqslant & C F_{r, s}(t)^{\frac{4 r+2 s+1}{4 r+2 s-1}}
\end{align*}
$$

It now follows from Lemma 3 that

$$
\begin{equation*}
G_{r, s}(t) \in L^{\frac{1}{4 r+2 s+1}}(0, T) \tag{13.9}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\left\|D_{t}^{r} \nabla D_{a}^{s} u\right\|_{2} \quad \text { and } \quad\left\|D_{t}^{r} \bar{\Delta} D_{a}^{s-1} u\right\|_{2} \in L^{\frac{2}{4 r+2 s+1}}(0, T) \tag{13.10}
\end{equation*}
$$

## 14. Deduction of the estimates for $s_{3}=0,1,2$ and $r, s_{1}, s_{2}$ arbitrary

At a given stage in the induction proof of the preeding section we establish (13.10) and at that stage corresponding results for all lower order tangential and time derivatives are also known. By Lemma 7 and its analogues for general values of $r$, we can then conclude $\left\|D_{t}^{r} \nabla D_{a}^{s-1} f\right\|_{2} \in L^{1 /(2 r+s)}(0, T)$. Noting that the tangential derivatives of $u$ vanish on $\partial \Omega$, we may again apply the estimate $[19$, p. 21] and obtain

$$
\begin{align*}
\left\|D_{t}^{r} D_{j} D_{k} D_{a}^{s-1} u\right\|_{2}^{2} & \leqslant C\left\{\left\|D_{t}^{r} \Delta D_{a}^{s-1} u\right\|_{2}^{2}+\left\|D_{t}^{r} \nabla D_{a}^{s-1} u\right\|_{2}^{2}\right\} \\
& \leqslant C\left\{\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{s-1} u\right\|_{2}^{2}+\left\|D_{t}^{r} \nabla D_{a}^{s-1} f\right\|_{2}^{2}+\left\|D_{t}^{r} \nabla D_{a}^{s-1} u\right\|_{2}^{2}\right\}  \tag{14.1}\\
& \in L^{\frac{1}{4 r+2 s+1}}(0, T)
\end{align*}
$$

We are now in a postition to undertake the main proof by mathematical induction on $s$, and then on $r$. The results of Section 7, 8 and 9 assure us that $F_{0,0}(t), F_{0,1}(t)$ and $F_{0,2}(t)$ satisfy the induction hypothesis on $s$. Consequently $G_{0,0}(t), G_{0,1}(t)$ and $G_{0,2}(t)$ satisfy the conclusion of these induction steps. At any step $s$ of the sequence with $r=0$, the new induction hypothesis requires $\left\|D_{a}^{s} u\right\|_{2}$ and $\left\|\nabla D_{a}^{s-1} u\right\|_{2} \in L^{2 /(2 s-1)}(0, T)$. But the result of the preceding induction step $s-1$ assures us that $\left\|\nabla D_{\alpha}^{s-1} u\right\|_{2}$ (and also $\left\|\bar{\Delta} D_{a}^{s-2} u\right\|_{2}$ and $\left\|\Delta D_{a}^{s-2} u\right\|_{2}$ ) satisfy precisely this same condition, which since
$\left\|D_{a}^{s} u\right\|_{2}<C\left\|\nabla D_{a}^{s-1} u\right\|_{2}$ ensures the necessary induction hypothesis for the next step. This proves the induction for $r=0, s=0,1,2, \ldots, n, \ldots$

Considering now the induction over $r$, we assume the results proved for all $s$ and for values of $r$ up to and including $r-1$. Then, by (13.2), the new hypothesis at any $s$ step is $\left\|D_{t}^{r} D_{\alpha}^{s} u\right\|_{2}$ and $\left\|D_{t}^{r} \nabla D_{\alpha}^{s-1} u\right\|_{2} \in L^{2(4 r+2 s-1)}$. But the result of the preceding ( $s-1$ ) st step of the $s$-induction is that $\left\|D_{t}^{r} \nabla D_{a}^{s-1} u\right\|_{2}$ and also $\left\|D_{t}^{r} \bar{\Delta} D_{a}^{s-2} u\right\|_{2}$ and $\left\|D_{t}^{r} \Delta D_{\alpha}^{s-2} u\right\|_{2}$ satisfy exactly this same condition. Since again $\left\|D_{t}^{r} D_{\alpha}^{s} u\right\|_{2}<C\left\|D_{t}^{r} \nabla D_{\alpha}^{s-1} u\right\|_{2}$ the induction hypothesis for each step from $s-1$ to $s$ does hold. Now by our earlier results the induction hypothesis can be seen to hold for $F_{r, 0}(t), F_{r, 1}(t)$ and $F_{r, 2}(t)$. By (13.2) this requires the results of the earlier induction steps up to $r-1$, as well as the results of Sections 7, 8 and 9 , but these results are all available at the $r$ th stage of the induction. Hence the induction over $s=0,1,2,3, \ldots, n, \ldots$ holds at the $r$ th stage, and this establishes the general step of the induction over $r$. Letting $r=0,1,2, \ldots, m, \ldots$ we now easily complete the induction over $r$ and with it the proof that (14.1) holds in general for $r, s=0,1,2, \ldots, n, \ldots$.

A further conclusion we can now draw is that, by (2.22)

$$
\begin{align*}
\max _{x \in \Omega}\left|D_{t}^{r} D_{a}^{s} u\right| & \equiv\left\|D_{t}^{r} D_{a}^{s} u\right\|_{\infty} \\
& \leqslant C\left\|D_{t}^{r} \nabla D_{a}^{s} u\right\|_{2}^{1 / 2}\left\|D_{t}^{r} \tilde{\Delta} D_{a}^{s} u\right\|_{2}^{1 / 2}  \tag{14.2}\\
& \in L^{\frac{1}{2 r+s+1}}(0, T)
\end{align*}
$$

Note that the $s_{3}$ component is still necessarily zero in (14.2) at this stage of proof.

## 15. Normal derivatives of third and higher order

Remaining to be estimated are the partial derivatives containing three or more normal derivations. These we shall estimate inductively on the normal order, by considering each component separately and by introducing the incompressibility and vorticity relations.

The continuity equation $\operatorname{div} u \equiv u_{i, i}=0$ yields in tangential cordinates

$$
\begin{equation*}
D_{3} u_{3}=-D_{\alpha} u_{\alpha}+g_{i} u_{i}, \quad \alpha=1,2 \tag{15.1}
\end{equation*}
$$

so that

$$
\begin{equation*}
D_{t}^{r} D_{3}^{s_{3}} D_{2}^{s_{2}} D_{1}^{s_{1}} u_{3}=-D_{t}^{r} D_{3}^{s_{3}-1} D_{2}^{s_{2}} D_{1}^{s_{1}} D_{a} u_{a}+\text { lower order } \tag{15.2}
\end{equation*}
$$

The right side contains only derivatives of lower normal order so suggesting an induction on $s_{3}$. In fact by iterating (15.2) we can express the derivative on the left side as a finite linear combination of derivatives of normal order two or less, each of which has $L^{2}$ norm with the appropriate property of integrability by the preceding section, namely inclusion in $L^{2 /\left(4 r+2 s_{1}+2 s_{2}+2 s_{3}-1\right)}(0, T)$.

For the tangential components $u_{1}$ and $u_{2}$ we make use of the corresponding tangential components of the vorticity equation

$$
\begin{equation*}
\omega_{i, t}+u_{k} \omega_{i, k}=\omega_{k} u_{i, k}+v \Delta \omega_{i} \tag{15.3}
\end{equation*}
$$

with $i, k=1,2,3$ and

$$
\begin{equation*}
\omega_{i}=\operatorname{curl} u_{i}=\frac{1}{2} \varepsilon^{i j k}\left(\frac{\partial u_{k}}{\partial x_{j}}-\frac{\partial u_{j}}{\partial x_{k}}\right) \tag{15.4}
\end{equation*}
$$

where $\varepsilon^{i j k}$ is the permutation symbol. Solving (15.3) for the Laplacian term we have, with $\alpha=1,2$

$$
\begin{equation*}
v \Delta \omega_{a}=\omega_{\alpha, t}+u_{k} \omega_{\alpha, k}-\omega_{k} u_{\alpha, k} \tag{15.5}
\end{equation*}
$$

Hence, with bounded coefficients $a_{1}, a_{2}$

$$
\begin{align*}
D_{3}^{3} u_{1} & =a_{1} \Delta D_{3} u_{1}-a_{2}\left(D_{1}^{2}+D_{2}^{2}\right) D_{3} u_{1}+\text { lower order } \\
& =a_{1} \Delta\left(\omega_{2}-D_{1} u_{3}\right)-a_{2}\left(D_{1}^{2}+D_{2}^{2}\right) D_{3} u_{1}+\text { lower order }  \tag{15.6}\\
& =\frac{a_{1}}{v}\left(\omega_{2, t}+u_{k} \omega_{2, k}-\omega_{k} u_{2, k}\right)-a_{1} \Delta D_{1} u_{3}-a_{2}\left(D_{1}^{2}+D_{2}^{2}\right) D_{3} u_{1}+\text { lower order }
\end{align*}
$$

is now expressed by third and lower space derivatives of components of $u_{i}$ containing at most two normal derivatives, together with a time derivative and products of the form

$$
\begin{equation*}
u_{k} \omega_{2, k}=u_{k} \frac{\partial}{\partial x_{k}}\left(\frac{\partial u_{3}}{\partial x_{1}}-\frac{\partial u_{1}}{\partial x_{3}}\right) \tag{15.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{k} u_{2, k}=\left(\frac{\partial u_{m}}{\partial x_{n}}-\frac{\partial u_{n}}{\partial x_{m}}\right) \frac{\partial u_{2}}{\partial x_{k}} \tag{15.8}
\end{equation*}
$$

As in all our preceding calculations with the hypoelliptic heat flow operator, we see that the time derivative takes the place of two space derivatives, and that the $L^{2}$ norms
of the time derivative term and all the third order derivative terms on the right side of (15.6) lie in $L^{2 / 5}(0, T)$. The same is true of terms such as (15.7), for

$$
\begin{equation*}
\left\|u_{k} \omega_{2, k}\right\|_{2} \leqslant \max \left|u_{k}\right| \cdot\left\|\mid D_{j}^{2} u\right\|_{2} \tag{15.9}
\end{equation*}
$$

and these two factors are known to be in $L^{1}(0, T)$ and $L^{2 / 3}(0, T)$, respectively. Likewise for (15.8) we have

$$
\begin{aligned}
\left\|\omega_{k} u_{2, k}\right\|_{2} & \leqslant\|\omega\|_{6}\|\nabla u\|_{3} \\
& \leqslant\|\nabla u\|_{6} \cdot\|\nabla u\|_{6}^{1 / 2}\|\nabla u\|_{2}^{1 / 2} \\
& \leqslant C\|\tilde{\Delta} u\|_{2}^{3 / 2}\|\nabla u\|_{2}^{1 / 2}
\end{aligned}
$$

and this product has singular index $\left(\frac{3}{2}\right)^{2}+\left(\frac{1}{2}\right)^{2}=\frac{5}{2}$. Hence $\left\|D_{3} u_{1}\right\|_{2}$ and also $\left\|D_{3} u_{2}\right\|_{2} \in$ $L^{2 / 5}[0, T]$.

Consider now a typical derivative of (15.6) with respect to time and tangential derivatives. We may neglect all lower derivative terms arising from variability of the coefficients $a_{1}$ and $a_{2}$ which will have bounded tangential derivatives at every order. Thus
$D_{t}^{r} D_{a}^{s} D_{3}^{3} u_{1}=\frac{a_{1}}{\nu} D_{t}^{r} D_{a}^{s}\left(\omega_{2, t}-\Delta D_{1} u_{3}+u_{k} \omega_{2, k}-\omega_{k} u_{2, k}\right)-a_{2} D_{t}^{r} D_{a}^{s}\left(D_{1}^{2}+D_{2}^{2}\right) D_{3} u_{1}+\ldots$
Evidently each of the four linear terms in $\omega$ or $u$ will have the singularity index $\frac{1}{2}(4 r+2 s+5)$, by the results of Section 14 . To calculate the product terms we again use Leibniz' rule:

$$
\begin{equation*}
D_{t}^{r} D_{\alpha}^{s}\left(u_{k} \omega_{2, k}\right)=\sum_{j, l=0}^{r, s}\binom{r}{j}\binom{s}{l} D_{t}^{j} D_{\alpha}^{l} u_{k} \cdot D_{t}^{r-j} D_{\alpha}^{s-l} \omega_{2, k} \tag{15.11}
\end{equation*}
$$

Again we may use the results of Section 14 , namely that the product in the $(j, l)$ term has singular index determined by

$$
\begin{equation*}
\left\|D_{t}^{j} D_{\alpha}^{l} u_{k} \cdot D_{t}^{r-j} D_{a}^{s-l} \omega_{2, k}\right\|_{2} \leqslant \max _{\Omega}\left|D_{t}^{j} D_{\alpha}^{l} u\right| \cdot\left\|D_{t}^{r-j} D_{a}^{s-l} \omega_{2, k}\right\|_{2} . \tag{15.12}
\end{equation*}
$$

The factors of this expression have singular indices

$$
2 j+l+1 \text { and } \frac{1}{2}(4(r-j)+2(s-l)+3)
$$

by (14.2) and (14.1) respectively. Thus the product, and hence (15.11), has singular index $\frac{1}{2}(4 r+2 s+5)$ also. Similarly, the derivative

$$
\begin{equation*}
D_{t}^{r} D_{a}^{s}\left(\omega_{k} u_{2, k}\right)=\sum_{j, I=0}^{r, s}\binom{r}{j}\binom{s}{l} D_{t}^{j} D_{\alpha}^{l} \omega_{k} \cdot D_{t}^{r-j} D_{\alpha}^{s-l} u_{2, k} \tag{15.13}
\end{equation*}
$$

is a sum of terms with typical $L^{2}(\Omega)$ norm

$$
\begin{align*}
\left\|D_{t}^{j} D_{\alpha}^{l} \omega_{k} \cdot D_{t}^{r-j} D_{a}^{s-l} u_{2, k}\right\|_{2} & \leqslant\left\|D_{t}^{j} D_{a}^{l} \omega\right\|_{6} \cdot\left\|D_{t}^{r-j} D_{a}^{s-l} u_{2, k}\right\|_{3} \\
& \leqslant C\left\|D_{t}^{j} \nabla D_{a}^{l} \omega\right\|_{2} \sum_{m=0}^{s-l}\left\|D_{t}^{r-j} \nabla D_{a}^{m} u\right\|_{6}^{1 / 2}\left\|D_{t}^{r-j} \nabla D_{a}^{m} u\right\|_{2}^{1 / 2}  \tag{15.14}\\
& \leqslant C\left\|D_{t}^{j} \tilde{\Delta} D_{a}^{l} u\right\|_{2} \sum_{m=0}^{s-l}\left\|D_{t}^{r-j} \bar{\Delta} D_{a}^{m} u\right\|_{2}^{1 / 2} \cdot\left\|D_{t}^{r-j} \nabla D_{a}^{m} u\right\|_{2}^{1 / 2}
\end{align*}
$$

By (14.1) the singularity indices of these factors do not exceed

$$
\frac{1}{2}(4 j+2 l+3), \quad \frac{1}{4}(4(r-j)+2(s-l)+3) \quad \text { and } \quad \frac{1}{4}(4(r-j)+2(s-l)+1)
$$

the sum again being at most $\frac{1}{2}(4 r+2 s+5)$ in every case.
An entirely similar proof works for the other tangential component $u_{2}$, and the result is known to be true for $u_{3}$. This proves the desired result for the partial derivatives of the form (15.10) and sets the stage for an induction on the normal order $s_{3}$. However we should note at this point that (14.2) can now be extended to first normal derivatives as follows (see also [1, p. 718]).

$$
\begin{align*}
\max _{x \in \Omega}\left|D_{t}^{r} D_{a}^{s} D_{3} u\right| & =\left\|D_{t}^{r} D_{a}^{s} D_{3} u\right\|_{\infty} \\
& \leqslant C\left\|D_{t}^{r} \nabla D_{\alpha}^{s} D_{3} u\right\|_{2}^{1 / 2}\left(\left\|D_{t}^{r} \nabla \nabla D_{\alpha}^{s} D_{3} u\right\|_{2}^{1 / 2}+\left\|D_{t}^{r} \nabla D_{\alpha}^{s} D_{3} u\right\|_{2}^{1 / 2}\right)  \tag{15.15}\\
& \in L^{\frac{1}{2 r+s+2}}(0, T)
\end{align*}
$$

Suppose, therefore, as induction hypothesis that the first or $L^{2}(\Omega)$ result of the main theorem has been established for all partial derivatives with respect to $x_{3}$ of order less than or equal to $s_{3}-1$, where $s_{3} \geqslant 4$. Suppose also that the second, or maximum norm, result of the main theorem has been shown for all partial derivatives with respect to $x_{3}$ of order less than or equal to $s_{3}-3$. We wish to establish the first result to order $s_{3}$ and the second to order $s_{3}-2$.

Observe in view of (15.10) that

$$
\begin{equation*}
D_{t}^{r} D_{a}^{s} D_{3}^{s_{3}} u_{1}=\frac{a_{1}}{v} D_{t}^{r} D_{a}^{s} D_{3}^{s_{3}-3}\left(\omega_{2, t}-\Delta D_{1} u_{3}+u_{k} \omega_{2, k}-\omega_{k} u_{2, k}\right)-\alpha_{2} D_{t}^{r} D_{a}^{s}\left(D_{1}^{2}+D_{2}^{2}\right) D_{3}^{s_{3}-2} u_{1}+\ldots \tag{15.16}
\end{equation*}
$$

where now the omitted lower order derivative terms may contain terms with coefficients differentiated with respect to $x_{3}$ which near a singular point is the radial coordinate.

To estimate such lower order terms with coefficients singular at the centre $P_{0}$ of a tangential coordinate system, we first omit the sphere $S\left(P_{0}, \varepsilon\right)$ from the domain of integration. By the induction hypothesis on $s_{3}$, the integrability property for this reduced domain is easily established. By means of a second tangential coordinate system and corresponding domain covering $S\left(P_{0}, \varepsilon\right)$, and by recalling that all lower order derivatives in this second system have already been estimated, we can however obtain the result for $S\left(P_{0}, \varepsilon\right)$. This establishes the integrability of $D_{t}^{r} D_{\alpha}^{s} D_{3}^{s_{3}} u$, as required for the next stage of the induction on $s_{3}$.

The terms on the right in (15.16) have normal order at most $s_{3}-1$. The linear terms among them have therefore been estimated as required, by the induction hypothesis. The product terms can be calculated exactly as in (15.11)-(15.14); indeed we need only read the two-dimensional derivative symbol $D_{\alpha}^{s}$ as including a third component $D_{3}^{s^{3}-3}$ with appropriate Leibniz rule factors. Thus the calculation based on (15.12) goes through as before since the highest index for the $D_{3}$ factor in the maximum norm is $s_{3}-3$, and the maxima up to this order inclusive have been estimated and are a part of the induction hypothesis. Likewise the calculation based on (15.14) goes through since the highest order normal term is the Stokes operator term with normal order at most $s_{3}-3+2=s_{3}-1$; and these terms have been estimated and are included in the induction hypothesis. Therefore the first estimate of the main theorem holds for the derivative on the left side in (15.16). Finally, since all $L^{2}(\Omega)$ norms of derivatives of normal order $s_{3}$ have been estimated as in the main theorem, the estimate for the maximum or $L^{\infty}(\Omega)$ norms of all derivatives of normal order $s_{3}-2$ now follows from the known imbedding inequalities [1, p. 718]. This completes the proof of the induction with respect to $s_{3}$. Therefore all derivatives of all normal orders, and consequently, all partial derivatives of all orders in the tangential or Cartesian coordinates, satisfy the conclusions of the theorem. This completes the proof of the main theorem.

## 16. Concluding comments

The main theorem and the Integrability lemma will be extended in another paper to cover the presence on the right hand side of the Navier-Stokes equations of a forcing term. If however such a forcing term were only finitely differentiable, then the estimates may be valid only up to the corresponding finite stage.

Consider solutions of the form

$$
\begin{equation*}
u_{i}(x, t)=(T-t)^{-\beta} U_{i}\left(\frac{x_{j}}{(T-t)^{\alpha}}\right) H(T-t)+u_{2 i}(x, t), \tag{16.1}
\end{equation*}
$$

where $T, \alpha, \beta$ are positive numbers, $H(T-t)$ denotes the Heaviside unit function, $U_{i}\left(X_{j}\right)$ is $C^{\infty}$ and $u_{2 i}(x, t)$ is $C^{\infty}$ at least near $(0, T)$. Then for $t<T$,

$$
\begin{equation*}
\left\|D_{t}^{r} D_{x}^{s} u\right\|_{2}=O\left((T-t)^{-\beta-r-a s+\frac{3 a}{2}}\right) \tag{16.2}
\end{equation*}
$$

while

$$
\begin{equation*}
\max _{x \in \Omega}\left|D_{t}^{r} D_{x}^{s} u\right|=O\left((T-t)^{-\beta-r-a s}\right) . \tag{16.3}
\end{equation*}
$$

From the main theorem we may now conclude using (16.2) that

$$
\beta+r+\alpha s-\frac{3 \alpha}{2}<2 r+s-\frac{1}{2}
$$

holds for all permitted sets of values of $r$ and $s$. Thus $\alpha<1$ follows if $r=0, s$ is large, while from the case $r=0, s=1$ we conclude $\beta<\frac{1}{2}(1+\alpha)<1$. Equivalent results can be deduced from (16.3). From the $1 / p_{2}$ intercept of Serrin's critical line [33] we may infer $\beta \geqslant \frac{1}{2}$. The condition $\|\nabla u\|_{2} \in L^{4}(0, T)$ is known to be sufficient for regularity [21, p. 227], and this can also be seen from our estimates of every order in succession, if the last terms on the left are dropped and the estimates are treated as first order linear differential inequalities. This condition implies $\frac{1}{2} \alpha+\frac{1}{4} \leqslant \beta$. Thus finally,

$$
\begin{equation*}
\max \left(\frac{1}{2}, \frac{\alpha}{2}+\frac{1}{4}\right) \leqslant \beta<\frac{\alpha}{2}+\frac{1}{2}<1 . \tag{16.4}
\end{equation*}
$$

Perhaps the most natural parameter values in the range thus indicated are $\alpha=\beta=\frac{1}{2}$ which were considered by Leray [21, p. 225].
While the asymptotic expansion of a solution with a point singularity need not, in general, have a form as simple as (16.1), it is evident from our results that the singular behaviour must fall within a well defined and non-trivial range of algebraic behaviour. One point singularities with $\alpha=\beta=\frac{1}{2}$ might occur in sequences or condensations leading to a more complicated higher order asymptotic behaviour. Our estimates are a consequence of the underlying algebraic and differential structure in $\mathbf{R}^{3}$ of the nonlinear convective terms, which seem to permit exceptions to smoothness but only with welldefined limitations. In higher dimensions of space any such limitations would necessarily be very much weaker, as comparable integrability estimates are not available.

Acknowledgement. This research was supported by NSERC operating grant 3004. The theorem was announced in [7].

## References

[1] Adams, R. A., \& Fournier, J. J., Cone conditions and properties of Sobolev spaces. J. Math Anal. Appl., 61 (1977), 713-734.
[2] Bergman, S. \& Schiffer, M., Kernel Functions and Elliptic Differential Equations in Mathematical Physics. Academic Press, New York, 1953.
[3] Caffarelli, L., Kohn, R. \& Nirenberg, L., Partial regularity of suitable weak solutions of the Navier-Stokes equations. Comm. Pure Appl. Math., 35 (1982), 771-831.
[4] Duff, G. F. D., Particle path length estimates for the Navier-Stokes equations in three space dimensions. Hokkaido Math. J., 12 (1983), 461-471.
[5] - Qualitative properties of the Navier-Stokes equations. Proc. International Conference on Qualitative Properties of Differential Equations. University of Alberta, Edmonton (1984), 107-132.
[6] - $L^{2}$ estimates and integrals for solutions of the Navier-Stokes equations on a threedimensional closed manifold. Current Topics in Partial Differential Equations (Papers dedicated to S. Mizohata). Tokyo, 1986 (289-307).
[7] - Derivative estimates for the Navier-Stokes equations in three space dimensions. C.R. Math Rep. Acad. Sci. Canada, 8 (1986), 323-328.
[8] Duff, G. F. D. \& Naylor, D., Differential Equations of Applied Mathematics. Wiley, New York, 1966.
[9] Dunford, N. \& Schwartz, J. T., Linear Operators, vol. II: Spectral Theory. New York, 1963.
[10] Foias, C., Guillope, C. \& Temam, R., New a priori estimates for Navier-Stokes equations in dimension 3. Comm. Partial Differential Equations, 6 (1981), 329-359.
[11] Fuirta, H. \& Kato, T., On the Navier-Stokes initial value problem I. Arch Rational Mech. Anal., 16 (1964), 269-315.
[12] Giga, Y., Weak and strong solutions of the Navier-Stokes initial value problem. Publ. Res. Inst. Math. Sci., 19 (1983), 887-910.
[13] Guillope, C., Comportement à l'infini des solutions des équations de Navier-Stokes et propriété des ensembles fonctionnels invariants (ou attracteurs). Ann. Inst. Fourier (Grenoble), 32 (1982), 1-39.
[14] Hardy, G. H., Littlewood, J. E. \& Polya, G., Inequalities. Cambridge U.P., 1934.
[15] Heywood, J. G., The Navier-Stokes equations: On the existence, regularity and decay of solutions. Indiana Univ. Math. J., 29 (1980), 639-681.
[16] Kato, T. \& Lai, C. Y., Nonlinear evolution equations and the Euler flow. J. Funct. Anal., 56 (1984), 15-28.
[17] Kellogg, O. D., Foundations of Potential Theory. Springer, New York, 1967.
[18] Ladyzhenskaya, O. A., Solution "in the large" of the nonstationary boundary value problem for the Navier-Stokes system with two space variables. Comm. Pure Appl. Math., 12 (1959), 427-433.
[19] - The Mathematical Theory of Viscous Incompressible Flow. Gordon and Breach, New York, 1969.
[20] - An example of nonuniqueness in Hopf's class of weak solutions of the Navier-Stokes equations. Izv. Akad. Nauk. SSSR Ser. Mat., 33 (1969), 240-247.
[21] Leray, J., Sur le mouvement d'un liquide visqueux emplissant l'espace. Acta Math., 63 (1934), 193-248.
[22] Lions, J. L., Sur l'existence de solutions des equations de Navier-Stokes. C. R. Acad. Sci Paris Sér. I Math., 249 (1959), 2847-2849.
[23] Mikhlin, S. G. \& Prossdorf, S., Singular Integral Operators. Springer, Berlin, 1986.
[24] Morse, P. M. \& Feshbach, H., Methods of Theoretical Physics, vol. 1. McGraw-Hill, New York, 1953.
[25] Nirenberg, L., On elliptic partial differential equations. Ann. Scuola Norm. Sup. Pisa Cl. Sci., 13 (1959), 116-162.
[26] Rautmann, R., On optimum regularity of Navier-Stokes solutions at time $t=0$. Math. Z., 184 (1983), 141-149.
[27] Scheffer, V., The Navier-Stokes equations on a bounded domain. Comm. Math. Phys., 73 (1980), 1-42.
[28] - Boundary regularity for the Navier-Stokes equations in a half-space. Comm. Math. Phys., 85 (1982), 275-299.
[29] - A solution to the Navier-Stokes inequality with an internal singularity. Comm. Math. Phys., 101 (1985), 47-85.
[30] Schonbeck, M. E., $L^{2}$ decay for weak solutions of the Navier-Stokes equations. Arch. Rational Mech. Anal., 88 (1985), 209-222.
[31] Schrödinger, E., Space-Time Structure. Cambridge, U.K., 1954.
[32] Serrin, J. B., The initial value problem for the Navier-Stokes equations. Nonlinear Problems. Univ. of Wisconsin Press, Madison (1963), 69-98.
[33] - On the interior regularity of weak solutions of the Navier-Stokes equations. Arch. Rational Mech. Anal., 9 (1962), 187-195.
[34] - The swirling vortex. Philos. Trans. Roy. Soc. London Ser. A., 271 (1972), 325-360.
[35] Shinbrot, M., Lectures on Fluid Mechanics. Gordon and Breach, New York, 1973.
[36] Sohr, H. \& von Wahl, W., On the singular set and the uniqueness of weak solutions of the Navier-Stokes equations. Manuscripta Math., 49 (1984), 27-59.
[37] Solonnikov, V. A., Estimates for solutions of nonstationary Navier-Stokes equations. J. Soviet Math., 8 (1977), 467-529.
[38] Spivak, M., A Comprehensive Introduction to Differential Geometry, vol. IV. Publish or Perish, Berkeley, 1979.
[39] Temam, R., Navier-Stokes Equations and Nonlinear Functional Analysis. Siam, Philadelphia, 1983.
[40] von Wahl, W., The Equations of Navier-Stokes and Abstract Parabolic Equations. Vieweg, Braunschweig, 1985.

Received January 5, 1989

