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## Introduction

In this paper we study spectral properties of self-adjoint Hankel operators. For the last years the theory of Hankel operators has been developing very intensively and many new applications have been found. Hankel operators are widely used in function theory, operator theory, approximation theory, prediction theory, and control theory (see [ N$]$, [Po], [Pa], [PK], [F]).

There are many different equivalent ways to define a Hankel operator. By a Hankel operator we mean a (bounded) operator $\Gamma$ on the sequence space $l^{2}$ which has a Hankel matrix in the standard basis $\left\{e_{j}\right\}_{j \geqslant 0}$, i.e. $\left(\Gamma e_{j}, e_{k}\right)=\alpha_{j+k}, j, k \geqslant 0$, where $\left\{\alpha_{j}\right\}_{j \geqslant 0}$ is a sequence of complex numbers. Let $S$ be the shift operator on $l^{2}$, i.e. $S e_{j}=e_{j+1}, j \geqslant 0$. It is easy to see that a bounded operator $\Gamma$ on $l^{2}$ is a Hankel operator if and only if it satisfies the commutation relation

$$
\begin{equation*}
S^{*} \Gamma=\Gamma S \tag{1}
\end{equation*}
$$

The main aim of this paper is to describe the class of self-adjoint Hankel operators in spectral terms. To be more precise we obtain in this paper a characterization of those self-adjoint operators that are unitarily equivalent to a Hankel operator. Clearly an operator $\Gamma$ is unitarily equivalent to a Hankel operator if and only if there exists an orthonormal basis $\left\{e_{j}\right\}_{j \geqslant 0}$ such that $\left(\Gamma e_{j}, e_{k}\right)=\alpha_{j+k}, j, k \geqslant 0$, for a sequence $\left\{\alpha_{j}\right\}_{j \geqslant 0}$ of complex numbers. It is also obvious that $\Gamma$ is self-adjoint if and only if $\alpha_{j} \in \mathbf{R}$ for any $j \geqslant 0$.

We arrived at this problem in the following way. In [KP] the following question was studied. Let $\mathcal{L}, \mathcal{K}$ be subspaces of a Hilbert space $\mathcal{H}$. The problem was to find out under which conditions on $\mathcal{L}$ and $\mathcal{K}$ there exists a stationary process $\left\{x_{n}\right\}_{n \in \mathbf{Z}}$ in $\mathcal{H}$ whose past

$$
\operatorname{span}\left\{x_{j}: j<0\right\}
$$

coincides with $\mathcal{L}$ and whose future

$$
\operatorname{span}\left\{x_{j}: j \geqslant 0\right\}
$$

coincides with $\mathcal{K}$ (by "span" we mean "closed linear span"). Here a stationary process is a two-sided sequence $\left\{x_{n}\right\}_{n \in \mathbf{Z}}$ of elements of $\mathcal{H}$ such that the inner products ( $x_{j}, x_{k}$ ) depend only on $j-k$.

It was shown in $[\mathrm{KP}]$ that the above problem is equivalent to the following one. Let $K$ be a non-negative self-adjoint operator on Hilbert space. Under which conditions does there exist a Hankel operator $\Gamma$ whose modulus $\left(\Gamma^{*} \Gamma\right)^{1 / 2}$ is unitarily equivalent to $K$ ? The following simple necessary conditions were found in [KP]:
(i) Ker $K$ is either trivial or infinite-dimensional;
(ii) $K$ is non-invertible.

The condition (i) follows immediately from Beurling's theorem (see [ N, Chapter 1]). Indeed it is easily seen from (1) that if $\Gamma$ is a Hankel operator, then Ker $\Gamma$ is an invariant subspace of $S$ and so by Beurling's theorem Ker $K$ is either trivial or infinite-dimensional.

The condition (ii) follows immediately from the fact that if $\Gamma$ is a Hankel operator and $\left(\Gamma e_{j}, e_{k}\right)=\alpha_{j+k}, j, k \geqslant 0$, then

$$
\left\|\Gamma e_{k}\right\|^{2}=\sum_{j \geqslant k}\left|\alpha_{j}\right|^{2} \rightarrow 0 \quad \text { as } k \rightarrow \infty .
$$

A question was posed in [KP] of whether the conditions (i) and (ii) are also sufficient.
The first step was made in [T1]. It was shown there that if $K$ satisfies (i) and (ii) and in addition has simple discrete spectrum, then $K$ is unitarily equivalent to the modulus of a Hankel operator. Then, it was shown in [TV] that each non-negative operator with discrete spectrum that satisfies (i) and (ii) is unitarily equivalent to the modulus of a Hankel operator.

The next step was made by R. Ober in [O1] and [O2]. He found a new approach to the problem which is based on the so-called balanced realizations with continuous time. Using that approach R. Ober obtained a different proof of the results of [TV] "modulo the kernel". However, it turned out that Ober's approach works in a much more general situation and with its help it was proved in [T2] that the conditions (i) and (ii) are also sufficient.

Let us dwell briefly on the above approach. Let $\mathcal{K}$ be a Hilbert space (state space), $A$ an operator on $\mathcal{K}, B$ an operator from $\mathbf{C}$ to $\mathcal{K}$ and $C$ an operator from $\mathcal{K}$ to $\mathbf{C}$. Consider the following linear dynamical system with one-dimensional input and one-dimensional output:

$$
\left\{\begin{array}{l}
x^{\prime}(t)=A x(t)+B u(t)  \tag{2}\\
y(t)=C x(t)
\end{array}\right.
$$

Let $b, c$ be the vectors in $\mathcal{K}$ such that $B u=u b, b \in \mathbf{C}, C x=(x, c), x \in \mathcal{K}$. With the above linear system one can associate the (formal) Hankel operator $\Gamma_{h}$ :

$$
\left(\Gamma_{h} f\right)(t)=\int_{0}^{\infty} h(s+t) f(s) d s, \quad f \in L^{2}(\mathbf{R})
$$

where $h(t)=\left(e^{t A} b, c\right)$.
The operator $\Gamma_{h}$ need not be bounded in general but it is bounded under certain natural conditions. Note that $\Gamma_{h}$ is not only an analogue of a Hankel matrix but also unitarily equivalent to a Hankel operator. It is well known that the matrix of $\Gamma_{h}$ in the basis of Laguerre functions is Hankel.

The idea behind the approach in question is to choose a triple $\{A, B, C\}$ so that the modulus of the corresponding operator $\Gamma_{h}$ be unitarily equivalent to the given operator $K$.

The solution obtained in [T2] allows one to construct a self-adjoint Hankel operator whose modulus is unitarily equivalent to $\Gamma$. Therefore the problem we study in this paper is a refinement of the above problem posed in [KP]. Namely, the results of [T2] show that the spectral multiplicity function $\nu_{|\Gamma|}$ (a precise definition is given below) of the modulus of a self-adjoint Hankel operator $\Gamma$ can be an arbitrary function $\nu$ which satisfies the conditions:
(i) $\nu(0)=0$ or $\nu(0)=\infty$;
(ii) $0 \in \operatorname{supp} \nu$.

Clearly $\nu_{|\Gamma|}(t)=\nu_{\Gamma}(t)+\nu_{\Gamma}(-t), t>0$. So the problem we study in this paper is to investigate in which way the value of $\nu_{|\Gamma|}(t)$ can be distributed between $\nu_{\Gamma}(t)$ and $\nu_{\Gamma}(-t)$.

To formulate our main result we need the notion of von Neumann (direct) integral (see [BS1, Chapter 7] for more detail). Let $\mu$ be a finite positive Borel measure on $\mathbf{R}$ and $\{\mathcal{H}(t)\}_{t \in \mathbf{R}}$ a measurable family of Hilbert spaces. That means that we are given an at most countable set $\Omega$ of functions $f$ such that $f(t) \in \mathcal{H}(t)$, $\mu$-a.e.,

$$
\operatorname{span}\{f(t): f \in \Omega\}=\mathcal{H}(t) \quad \text { for } \mu \text {-almost all } t
$$

and the function

$$
t \mapsto\left(f_{1}(t), f_{2}(t)\right)_{\mathcal{H}(t)}
$$

is $\mu$-measurable for any $f_{1}, f_{2} \in \Omega$. A function $g$ with values $g(t)$ in $\mathcal{H}(t)$ is called measurable if the scalar-valued function $t \mapsto(f(t), g(t))_{\mathcal{H}(t)}$ is measurable for any $f \in \Omega$.

The von Neumann integral (direct integral) $\int \bigoplus \mathcal{H}(t) d \mu(t)$ consists of measurable functions $f, f(t) \in \mathcal{H}(t)$, such that

$$
\|f\|=\left(\int\|f(t)\|_{\mathcal{H}(t)}^{2} d \mu(t)\right)^{1 / 2}<\infty
$$

If $f, g \in \int \bigoplus \mathcal{H}(t) d \mu(t)$, then their inner product is defined by

$$
(f, g)=\int(f(t), g(t)) d \mu(t)
$$

By von Neumann's theorem (see [BS1]) each self-adjoint operator on a separable Hilbert space is unitarily equivalent to multiplication by the independent variable on a direct integral $\int \bigoplus \mathcal{H}(t) d \mu(t)$ :

$$
(A f)(t)=t f(t), \quad f \in \int \bigoplus \mathcal{H}(t) d \mu(t)
$$

Without loss , f generality we can assume that $\mathcal{H}(t) \neq 0, \mu$-almost everywhere. In this case $\mu$ is called a scalar spectral measure of $A$. The spectral multiplicity function $\nu_{A}$ of the operator $A$ is defined $\mu$-almost everywhere by

$$
\nu_{A}(t)=\operatorname{dim} \mathcal{H}(t)
$$

It is well known (see [BS1]) that self-adjoint operators $A_{1}$ and $A_{2}$ are unitarily equivalent if and only if their scalar spectral measures are mutually absolutely continuous and $\nu_{A_{1}}=\nu_{A_{2}}$ almost everywhere.

If $A$ is a self-adjoint operator with scalar spectral measure $\mu$ and spectral multiplicity function $\nu_{A}$, then $A$ is unitarily equivalent to multiplication by the independent variable on

$$
\int \bigoplus \mathcal{H}(t) d \mu(t)
$$

where $\mu$ is a scalar spectral measure of $A$, and the $\mathcal{H}(t)$ are embedded in a Hilbert space $E$ with basis $\left\{e_{j}\right\}_{j \geqslant 1}$ and

$$
\mathcal{H}(t)=\operatorname{span}\left\{e_{j}: 1 \leqslant j<\nu_{A}(t)+1\right\}
$$

Now we are in a position to formulate our main result. As usual, $\mu_{a}$ and $\mu_{s}$ are the absolutely continuous and the singular component, respectively, of $\mu$.

Theorem 1. Let $\Gamma$ be a bounded self-adjoint operator on Hilbert space, $\mu$ a scalar spectral measure of $\Gamma$, and $\nu$ its spectral multiplicity function. Then $\Gamma$ is unitarily equivalent to a Hankel operator if and only if the following conditions hold:
(C1) either Ker $\Gamma=\{0\}$ or $\operatorname{dim} \operatorname{Ker} \Gamma=\infty$;
(C2) $\Gamma$ is non-invertible;
(C3) $|\nu(t)-\nu(-t)| \leqslant 2, \mu_{a}-a . e .$, and $|\nu(t)-\nu(-t)| \leqslant 1, \mu_{s}-a . e$.
Note here that (C3) means in particular that if one of the numbers $\nu(t)$ and $\nu(-t)$ is infinite, then the other one must also be infinite.

We have to say a few words here to justify the meaning of the inequalities in (C3). Let $\tilde{\mu}$ be the measure defined by $\tilde{\mu}(\Delta)=\mu(\Delta)+\mu(-\Delta)$. We can assume that the function $\nu$ is defined $\tilde{\mu}$-almost everywhere. If $\delta$ is a Borel set such that $\mu(\delta)=0$, then $\nu(t)=0$ on $\delta$, $\tilde{\mu}$-almost everywhere. With this convention $\nu(t)-\nu(-t)$ is defined $\tilde{\mu}$-almost everywhere which makes it possible to justify the left-hand sides of the inequalities in (C3).

The necessity of the conditions (C1) and (C2) is equivalent to the necessity of the above conditions (i) and (ii) for the modulus of a Hankel operator. In Chapter I of this paper we prove that (C3) is also necessary. It is easy to see that (C3) implies the following inequality for the multiplicities of eigenvalues of a self-adjoint Hankel operator $\Gamma$ : if $\lambda \in \mathbf{R}$, then

$$
\begin{equation*}
|\operatorname{dim} \operatorname{Ker}(\Gamma-\lambda I)-\operatorname{dim} \operatorname{Ker}(\Gamma+\lambda I)| \leqslant 1 \tag{3}
\end{equation*}
$$

(if one of the dimensions is infinite, then the other one must also be infinite).
For compact self-adjoint operators (3) was proved in [Pe] by another method. Earlier in [C] a weaker inequality was obtained. In [HW] another method was used to prove (3)
for compact self-adjoint Hankel operators. V. M. Adamyan told us that he also obtained another proof of (3) in the compact case but had not published the proof.

In $\S I .2$ we obtain a very simple proof of (3) for an arbitrary Hankel operator $\Gamma$ (not necessarily self-adjoint) and an arbitrary $\lambda \in \mathbf{C}$.

In Chapter II we use linear systems (2) to construct a Hankel operator with prescribed spectral properties. We prove that if $\Gamma$ is a self-adjoint operator which satisfies (C1), (C2), and the condition

$$
|\nu(t)-\nu(-t)| \leqslant 1, \quad \mu \text {-a.e. }
$$

then there exists a system (2) (in fact a balanced system, see $\S I I .1$ for a definition) such that the Hankel operator associated with it is unitarily equivalent to $\Gamma$. Explicit formulae are obtained for the operators $A, B, C$ in (2).

However, we also show in Chapter II that if $\Gamma$ is a positive self-adjoint operator with multiple spectrum, then there exists no balanced system (2) for which the corresponding Hankel operator is unitarily equivalent to $\Gamma$. This shows that in contrast with the problem of the description of possible moduli of Hankel operators, the balanced systems (2) cannot produce enough Hankel operators to solve our problem completely.

Note here that we consider only those linear systems (2) which involve bounded operators $A, B, C$. It is also possible to consider linear systems for which $A$ is the generator of a contractive semigroup, $B$ is an operator from $\mathbf{C}$ to a Hilbert space which is larger than $\mathcal{K}$, and $C$ is a linear functional defined on a dense subset of $\mathcal{K}$. Using the results of [Y], R. Ober and S. Montgomery-Smith [OM] proved that for any bounded Hankel operator $\Gamma$ on $L^{2}\left(\mathbf{R}_{+}\right)$there exists a generalized balanced linear system such that the Hankel operator associated with it coincides with $\Gamma$ (see also $[\mathrm{S}]$ ). However we do not know how to evaluate the spectra of Hankel operators associated with systems that have unbounded $B$ and $C$.

Note that positive Hankel operators with multiple spectra do exist. A classical example of such an operator is the Carleman operator $K$ defined on $L^{2}\left(\mathbf{R}_{+}\right)$by

$$
(K f)(s)=\int_{0}^{\infty} \frac{f(t)}{s+t} d t
$$

(see [Po, §2.6]). Other interesting examples of such operators are given by J. Howland in [Ho1], [Ho2], and [Ho3].

In Chapter III, we prove that the conditions (C1)-(C3) are sufficient. The method of the proof is based on linear dynamical systems with discrete time. Let $A$ be an operator on a Hilbert space $\mathcal{K}$ and let $B u=u b, u \in \mathbf{C}, C x=(x, c), x \in \mathcal{H}$, where $b, c \in \mathcal{H}$. Consider the linear system:

$$
\left\{\begin{array}{l}
x_{n+1}=A x_{n}+B u_{n}  \tag{4}\\
y_{n}=C x_{n}
\end{array}\right.
$$

As in the case of continuous time we can associate with this system the Hankel matrix $\left\{\alpha_{j+k}\right\}_{j, k \geqslant 0}$, where $\alpha_{j}=\left(A^{j} b, c\right), j \geqslant 0$. N. Young proved in $[\mathrm{Y}]$ that for any bounded Hankel matrix $\left\{\alpha_{j+k}\right\}_{j, k \geqslant 0}$ there exists a balanced linear system (4) (see §III. 1 for a definition) such that $\alpha_{j}=\left(A^{j} b, c\right)$.

The main result of Chapter III claims that if $\Gamma$ is a self-adjoint operator satisfying the conditions (C1)-(C3), then there exists a balanced linear system (4) such that the corresponding Hankel operator is unitarily equivalent to $\Gamma$.

We can consider also the problem of spectral characterization of self-adjoint blockHankel operators of order $n$, i.e. block-Hankel matrices of the form $\left\{\alpha_{j+k}\right\}_{j, k \geqslant 0}$, where $\alpha_{j}$ is an $n \times n$ matrix for every $j$. The following analogue of Theorem 1 holds.

Theorem 2. Let $\Gamma$ be a bounded self-adjoint operator on Hilbert space, $\mu$ a scalar spectral measure of $\Gamma$, and $\nu$ its spectral multiplicity function. Then $\Gamma$ is unitarily equivalent to a block-Hankel operator of order $n$ if and only if the following conditions are satisfied:
(C1) either $\operatorname{Ker} \Gamma=\{0\}$ or $\operatorname{dim} \operatorname{Ker} \Gamma=\infty$;
(C2) $\Gamma$ is non-invertible;
$\left(\mathrm{C} 3_{n}\right)|\nu(t)-\nu(-t)| \leqslant 2 n, \mu_{a}-a . e .$, and $|\nu(t)-\nu(-t)| \leqslant n, \mu_{s}-a . e$.
The sufficiency follows easily from Theorem 1 and the fact that if $\Gamma$ satisfies (C1)$\left(\mathrm{C} 3_{n}\right)$, then it can be represented as an orthogonal sum of $n$ operators each of which satisfies (C1)-(C3). The necessity can be proved by the same method as in the case $n=1$ (see Chapter I).

In what follows we need a description of the class of bounded operators which intertwine two given self-adjoint operators. Let $A_{1}, A_{2}$ be self-adjoint operators which are given as multiplications by the independent variable on direct integrals

$$
\int \bigoplus \mathcal{H}_{1}(t) d \mu_{1}(t) \quad \text { and } \quad \int \bigoplus \mathcal{H}_{2}(t) d \mu_{2}(t)
$$

The following result is apparently known to experts, however we were unable to find a reference.

Lemma 3. Let $B$ be a bounded operator such that $B A_{1}=A_{2} B$. Then there is a ( $\mu_{1}+\mu_{2}$ )-measurable operator-valued function b,

$$
b(t): \mathcal{H}_{1}(t) \rightarrow \mathcal{H}_{2}(t)
$$

such that

$$
\begin{equation*}
(B f)(t)=b(t) f(t), \quad f \in \int \bigoplus \mathcal{H}_{1}(t) d \mu_{1}(t) \tag{5}
\end{equation*}
$$

We have to say a few words to justify (5). We can assume that $\mathcal{H}_{1}(t)$ and $\mathcal{H}_{2}(t)$ are defined $\left(\mu_{1}+\mu_{2}\right)$-almost everywhere and if $\mu_{1}(\delta)=0\left(\mu_{2}(\delta)=0\right)$ for a Borel set $\delta$, then $\mathcal{H}_{1}(t)=\{\mathbf{0}\}\left(\mathcal{H}_{2}(t)=\{\mathbf{0}\}\right)$ on $\delta,\left(\mu_{1}+\mu_{2}\right)$-almost everywhere.

Proof. Let $\mu=\mu_{1}+\mu_{2}$. Without loss of generality we can assume that $\mu_{j}$ is the restriction of $\mu$ to the set

$$
\left\{t: \mathcal{H}_{j}(t) \neq\{\mathbf{0}\}\right\}, \quad j=1,2
$$

Let

$$
\mathcal{H}_{j}=\int \bigoplus \mathcal{H}_{j}(t) d \mu_{1}(t)=\int \bigoplus \mathcal{H}_{j}(t) d \mu(t), \quad j=1,2
$$

Put

$$
\mathcal{H}(t)=\mathcal{H}_{1}(t) \oplus \mathcal{H}_{2}(t) \quad \text { and } \quad \mathcal{H}=\int \bigoplus \mathcal{H}(t) d \mu(t)
$$

Then $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ are naturally embedded in $\mathcal{H}$. Define the self-adjoint operator $A$ on $\mathcal{H}$ as multiplication by the independent variable. Consider the operator $\widetilde{B}$ on $\mathcal{H}$ defined by

$$
\widetilde{B} f=B \mathcal{P}_{1} f
$$

where $\mathcal{P}_{1}$ is the orthogonal projection from $\mathcal{H}$ onto $\mathcal{H}_{1}$. It is easy to see that Range $\widetilde{B} \subset$ $\mathcal{H}_{2}, B=\widetilde{B} \mid \mathcal{H}_{1}$ and $B A=A B$. Then (see [BS1, Chapter 7]) there exists a measurable operator-valued function $\tilde{b}, \tilde{b}(t): \mathcal{H}(t) \rightarrow \mathcal{H}(t)$, such that $(\widetilde{B} f)(t)=\tilde{b}(t) f(t)$. It is easy to see that $\tilde{b}(t) x=0$ for $x \in \mathcal{H}_{2}(t)$ and Range $\tilde{b}(t) \subset \mathcal{H}_{2}(t)$. We can now define $b(t)$ by $\tilde{b}(t) \mid \mathcal{H}_{1}(t)$. Clearly $b(t)$ is an operator from $\mathcal{H}_{1}(t)$ to $\mathcal{H}_{2}(t)$ and $(B f)(t)=b(t) f(t)$.

Concluding the introduction we would like to mention that in each chapter we use separate numeration of theorems, lemmas and displayed formulae.

We would like to express our deep gratitude to the referee for thoroughly reading the manuscript, finding a lot of misprints and making helpful suggestions.

## I. Necessary conditions

The main result of this chapter is given in §I.1. It will be shown there that if $\Gamma$ is a self-adjoint operator on Hilbert space which is unitarily equivalent to a Hankel operator, then $\Gamma$ satisfies the conditions ( C 1 ), ( C 2 ), and ( C 3 ) in the Introduction.

In $\S I .2$ we consider the problem of comparison of the multiplicities of the eigenvalues $\lambda$ and $-\lambda, \lambda \in \mathbf{C}$, for an arbitrary (not necessarily self-adjoint) Hankel operator $\Gamma$. Certainly it follows from the results of §I. 1 that if $\Gamma$ is a self-adjoint Hankel operator and $\lambda \in \mathbf{R}$, then

$$
|\operatorname{dim} \operatorname{Ker}(\Gamma-\lambda I)-\operatorname{dim} \operatorname{Ker}(\Gamma+\lambda I)| \leqslant 1
$$

It will be shown in $\S 1.2$ that the same is true for an arbitrary Hankel operator $\Gamma$ and any $\lambda \in \mathbf{C}$.

## I.1. Spectral multiplicities of self-adjoint Hankel operators

Let $\Gamma$ be a self-adjoint operator on a Hilbert space $\mathcal{H}$. Then (see the Introduction) $\Gamma$ admits the following realization. There exist a finite Borel measure $\mu$ on the real line and a measurable family of Hilbert spaces $\mathcal{H}(t), t \in \mathbf{R}$, such that $\mathcal{H}(t) \neq\{\mathbf{0}\}, \mu$-almost everywhere, $\mathcal{H}$ can be identified with the direct integral

$$
\begin{equation*}
\mathcal{H}=\int_{\mathbf{R}} \oplus \mathcal{H}(t) d \mu(t) \tag{1.1}
\end{equation*}
$$

and under this identification

$$
\begin{equation*}
(\Gamma f)(t)=t f(t), \quad f \in \mathcal{H} \tag{1.2}
\end{equation*}
$$

The spectral multiplicity function $\nu$ is defined by

$$
\nu(t)=\operatorname{dim} \mathcal{H}(t)
$$

As we have mentioned in the Introduction, we can assume that $\nu$ is defined $\tilde{\mu}$-almost everywhere, where $\tilde{\mu}(\Delta) \stackrel{\text { def }}{=} \mu(\Delta)+\mu(-\Delta)$ for any Borel set $\Delta$. Then if $\delta$ is a Borel set such that $\mu(\delta)=0$, then $\nu(t)=0$ on $\delta, \tilde{\mu}$-almost everywhere.

Let $\mu=\mu_{a}+\mu_{s}$ be the Lebesgue decomposition of $\mu$, where $\mu_{a}$ is absolutely continuous and $\mu_{s}$ is singular with respect to Lebesgue measure.

The following theorem is the main result of this section.
Theorem 1.1. Let $\Gamma$ be the self-adjoint operator (1.2) on the space (1.1). If $\Gamma$ is unitarily equivalent to a Hankel operator, then the following conditions are satisfied:
(C1) either $\operatorname{Ker} \Gamma=\{0\}$ or $\operatorname{dim} \operatorname{Ker} \Gamma=\infty$;
(C2) $\Gamma$ is non-invertible;
(C3) $|\nu(t)-\nu(-t)| \leqslant 2, \mu_{a}$-a.e., and $|\nu(t)-\nu(-t)| \leqslant 1, \mu_{s}$-a.e.
Remark. If $\nu(t)=\infty$ or $\nu(-t)=\infty$, then (C3) has to be understood as $\nu(t)=$ $\nu(-t)=\infty$.

As we have already mentioned in the Introduction, the conditions (C1) and (C2) are trivial. Thus we only have to prove (C3).

Before we proceed to the proof, we adopt the following terminology. If $f$ is a Borel function, $\varrho$ is a Borel measure, and $\Delta$ is a Borel set, we say $f$ is supported on $\Delta$ ( $\varrho$ is supported on $\Delta$ ) if $f$ is zero almost everywhere outside $\Delta$ ( $\varrho$ is zero outside $\Delta$ ).

Proof of Theorem 1.1. Suppose that $\Gamma$ is unitarily equivalent to a Hankel operator. Then $\mathcal{H}$ has an orthonormal basis $\left\{e_{j}\right\}_{j \geqslant 0}$ such that $\Gamma$ has Hankel matrix in this basis,
i.e. $\left(\Gamma e_{j}, e_{k}\right)=\alpha_{j+k}, j, k \geqslant 0$, where $\left\{\alpha_{j}\right\}_{j \geqslant 0}$ is a sequence of real numbers $\left(\alpha_{j} \in \mathbf{R}\right.$ since $\Gamma$ is self-adjoint).

Consider the shift operator $S$ on $\mathcal{H}$ defined by

$$
S \sum_{n \geqslant 0} x_{n} e_{n}=\sum_{n \geqslant 0} x_{n} e_{n+1}
$$

Put $\alpha=\sum_{j=0}^{\infty} \alpha_{j} e_{j}=\Gamma e_{0}$. It is easy to see that the following commutation relations hold:

$$
\begin{align*}
S^{*} \Gamma & =\Gamma S  \tag{1.3}\\
S \Gamma f-\Gamma S^{*} f & =\left(f, e_{0}\right) S \alpha-(f, S \alpha) e_{0}, \quad f \in \mathcal{H} \tag{1.4}
\end{align*}
$$

Let us first prove the inequality $|\nu(t)-\nu(-t)| \leqslant 2, \mu$-a.e. Let $f$ be a function in $\mathcal{H}$ such that $f(t) \perp e_{0}(t)$ and $f(t) \perp(S \alpha)(t), \mu$-a.e. Consider the function $\left(S^{*}-S\right) f$. We have

$$
\begin{equation*}
\Gamma\left(S^{*}-S\right) f=\Gamma S^{*} f-\Gamma S f=S \Gamma f-S^{*} \Gamma f=-\left(S^{*}-S\right) \Gamma f \tag{1.5}
\end{equation*}
$$

by (1.3) and (1.4), since $f \perp e_{0}$ and $f \perp S \alpha$.
Let us now make use of Lemma 3 from the Introduction. Put $B=S^{*}-S$. Let $A_{1}$ be the restriction of $\Gamma$ to

$$
\tilde{\mathcal{H}}=\left\{f \in \mathcal{H}: f(t) \perp e_{0}(t) \text { and } f(t) \perp(S \alpha)(t), \mu \text {-a.e. }\right\}
$$

and let $A_{2}=-\Gamma$. We have $B A_{1}=A_{2} B$ by (1.5). Therefore by Lemma 3 there exists a bounded weakly measurable function $b, b(t): \tilde{\mathcal{H}}(t) \rightarrow \mathcal{H}(-t)$, such that

$$
(B f)(t)=b(t) f(-t)
$$

where

$$
\tilde{\mathcal{H}}(t)=\left\{x \in H(t): x \perp e_{0}(t) \text { and } x \perp(S \alpha)(t)\right\}
$$

Let us show that $\operatorname{Ker} b(t)=\{\mathbf{0}\}, \mu$-a.e. Indeed, assume that there exists a Borel set $\Delta, \mu(\Delta)>0$, such that $\operatorname{Ker} b(t) \neq\{0\}$ for any $t$ in $\Delta$. Let $P_{t}$ be the orthogonal projection of $\widetilde{H}(t)$ onto $\operatorname{Ker} b(t)$. Then the function $t \mapsto P_{t}$ is weakly measurable. This follows from the fact that

$$
P_{t}=\lim _{\varepsilon \rightarrow 0} \chi_{\varepsilon}\left(b^{*}(t) b(t)\right)
$$

where $\chi_{\varepsilon}(s)=0$ for $s>\varepsilon$ and $\chi_{\varepsilon}(s)=1$ for $0 \leqslant s \leqslant \varepsilon$. Therefore (see the Introduction) the spaces $\operatorname{Ker} b(t)$ form a measurable family in a natural way and we can consider the direct integral

$$
\int \bigoplus \operatorname{Ker} b(t) d \mu(t) \neq\{\mathbf{0}\}
$$

It is easy to see that

$$
\{0\} \neq \int \bigoplus \operatorname{Ker} b(t) d \mu(t) \subset \operatorname{Ker} B
$$

However, it is obvious (and well known) that $\operatorname{Ker}\left(S^{*}-S\right)=\{\mathbf{0}\}$.
Thus $b(t)$ is an injective map from $\widetilde{\mathcal{H}}(t)$ to $\mathcal{H}(-t)$ which implies that

$$
\nu(-t)=\operatorname{dim} \mathcal{H}(-t) \geqslant \operatorname{dim} \tilde{\mathcal{H}}(t) \geqslant \nu(t)-2, \quad \mu \text {-a.e. }
$$

Interchanging the roles of $t$ and $-t$, we obtain

$$
|\nu(t)-\nu(-t)| \leqslant 2
$$

Let us now prove that $|\nu(t)-\nu(-t)| \leqslant 1$ on the singular spectrum. Let $\Delta_{s}$ be a Borel set such that $\mu_{s}$ is supported on $\Delta_{s}$ and $\Delta_{s}$ has zero Lebesgue measure.

Lemma 1.2. Let $f$ be a function supported on $\Delta_{s}$ such that for $\mu$-almost all $t$, $f(t) \perp e_{0}(t)$, and if $e_{0}(t)=0$, then $f(t) \perp(S \alpha)(t)$. Then $\Gamma S^{*} f=S \Gamma f$.

Let us first complete the proof of Theorem 1.1 and then prove Lemma 1.2. Put

$$
\check{\mathcal{H}}(t)=\left\{x \in \mathcal{H}(t): x \perp e_{0}(t) \text { and if } e_{0}(t)=0, \text { then } x \perp(S \alpha)(t)\right\}, \quad t \in \Delta_{s}
$$

and

$$
\check{\mathcal{H}}=\left\{f: f \text { is supported on } \Delta_{s} \text { and } f(t) \in \check{\mathcal{H}}(t), \mu \text {-a.e. }\right\} .
$$

As above we put $A_{1}=A \mid \check{\mathcal{H}}, A_{2}=-A, B=S^{*}-S$. By Lemma $1.2, B A_{1}=A_{2} B$ and by Lemma 3,

$$
(B f)(t)=b(t) f(-t)
$$

where $b$ is a weakly measurable operator-valued function on $\Delta_{s}$ such that $b(t): \check{\mathcal{H}}(t) \rightarrow$ $\mathcal{H}(-t)$ and $\operatorname{Ker} b(t)=\{\boldsymbol{0}\}, \mu$-a.e. As above it follows that

$$
\nu(-t)=\operatorname{dim} \mathcal{H}(-t) \geqslant \operatorname{dim} \check{\mathcal{H}}(t) \geqslant \nu(t)-1
$$

which implies that

$$
|\nu(t)-\nu(-t)| \leqslant 1, \quad \mu_{s} \text {-a.e. }
$$

Proof of Lemma 1.2. Put

$$
\Delta_{0}=\left\{t \in \Delta_{s}: e_{0}(t) \neq 0\right\}
$$

(recall that $\left\{e_{j}\right\}_{j \geqslant 0}$ is an orthonormal basis in which $\Gamma$ has Hankel matrix). If $f$ is supported on $\Delta_{s} \backslash \Delta_{0}$, then $f \perp S \alpha$ and $f \perp e_{0}$, and it follows from (1.4) that $\Gamma S^{*} f=S \Gamma f$.

Thus we can assume without loss of generality that $f$ is supported on $\Delta_{0}$. Let $k$ be a positive integer. Put

$$
\Delta_{k}=\left\{t \in \Delta_{s}: 2^{-k} \leqslant\left\|e_{0}(t)\right\| \leqslant 2^{k}\right\}
$$

Clearly $\Delta_{0}=\bigcup_{k \geqslant 1} \Delta_{k}$. So it is sufficient to consider the case when $f$ is supported on $\Delta_{k}$ for some $k$.

Let $\left\{I_{j}\right\}$ be a covering of $\Delta_{k}$ by disjoint open intervals. Put $\Lambda_{j}=\Delta_{k} \cap I_{j}$ ( $k$ is fixed), $f_{j}=\chi_{j} f, g_{j}=\chi_{j} e_{0}$, where $\chi_{j}$ is the characteristic function of $\Lambda_{j}$.

It follows from (1.3) and (1.4) that

$$
\begin{equation*}
\Gamma\left(S+S^{*}\right) f-\left(S+S^{*}\right) \Gamma f=c e_{0} \tag{1.6}
\end{equation*}
$$

for some $c \in \mathbf{C}$. Therefore it is sufficient to show that

$$
\left(\Gamma\left(S+S^{*}\right) f-\left(S+S^{*}\right) \Gamma f, e_{0}\right)=0
$$

We have

$$
\begin{aligned}
\left(\Gamma\left(S+S^{*}\right) f-\left(S+S^{*}\right) \Gamma f, e_{0}\right) & =\sum_{j \geqslant 1}\left(\Gamma\left(S+S^{*}\right) f_{j}-\left(S+S^{*}\right) \Gamma f_{j}, e_{0}\right) \\
& =\sum_{j \geqslant 1} \frac{1}{\left(e_{0}, g_{j}\right)}\left(\Gamma\left(S+S^{*}\right) f_{j}-\left(S+S^{*}\right) \Gamma f_{j}, g_{j}\right)
\end{aligned}
$$

in view of (1.6).
Clearly

$$
\left(e_{0}, g_{j}\right)=\int_{\Lambda_{j}}\left\|e_{0}(t)\right\|^{2} d \mu(t) \geqslant 2^{-2 k} \mu \Lambda_{j}
$$

Let $\lambda \in \Lambda_{j}$. We have

$$
\left|\left(\Gamma\left(S+S^{*}\right) f-\left(S+S^{*}\right) \Gamma f, e_{0}\right)\right| \leqslant 2^{2 k} \sum_{j \geqslant 1} \frac{1}{\mu \Lambda_{j}}\left|\left(\left(S+S^{*}\right) f_{j}, \Gamma g_{j}\right)-\left(\Gamma f_{j},\left(S+S^{*}\right) g_{j}\right)\right|
$$

Put $g^{(j)}=\Gamma g_{j}-\lambda_{j} g_{j}, f^{(j)}=\Gamma f_{j}-\lambda_{j} f_{j}$. Clearly

$$
\left\|g^{(j)}\right\| \leqslant\left|I_{j}\right| \cdot\left\|g_{j}\right\|, \quad\left\|f^{(j)}\right\| \leqslant\left|I_{j}\right| \cdot\left\|f_{j}\right\|
$$

where $\left|I_{j}\right|$ is the length of $I_{j}$. Therefore

$$
\begin{aligned}
\left|\left(\Gamma\left(S+S^{*}\right) f-\left(S+S^{*}\right) \Gamma f, e_{0}\right)\right| & \leqslant 2^{2 k} \sum_{j \geqslant 1} \frac{1}{\mu \Lambda_{j}}\left|\left(\left(S+S^{*}\right) f_{j}, g^{(j)}\right)-\left(f^{(j)},\left(S+S^{*}\right) g_{j}\right)\right| \\
& \leqslant \mathrm{const} \cdot \sum_{j \geqslant 1} \frac{\left|I_{j}\right|}{\mu \Lambda_{j}}\left\|f_{j}\right\| \cdot\left\|g_{j}\right\| \\
& \leqslant \text { const } \cdot \sup _{j \geqslant 1} \frac{\left|I_{j}\right|}{\mu \Lambda_{j}} \cdot\left(\sum_{j \geqslant 1}\left\|f_{j}\right\|^{2}\right)^{1 / 2}\left(\sum_{j \geqslant 1}\left\|g_{j}\right\|^{2}\right)^{1 / 2} \\
& =\text { const } \cdot \sup _{j \geqslant 1} \frac{\left|I_{j}\right|}{\mu \Lambda_{j}} \cdot\|f\| \cdot\left\|e_{0}\right\| .
\end{aligned}
$$

Clearly the proof will be completed if we establish the following elementary fact.
Lemma 1.3. Let $\mu$ be a singular measure supported on a Borel set $\Omega$ of zero Lebesgue measure and let $\varepsilon>0$. Then $\Omega$ can be covered by disjoint open intervals $\left\{I_{j}\right\}_{j \geqslant 1}$ such that

$$
\begin{equation*}
\sup _{j \geqslant 1} \frac{\left|I_{j}\right|}{\mu\left(\Omega \cap I_{j}\right)} \leqslant \varepsilon . \tag{1.7}
\end{equation*}
$$

Proof of Lemma 1.3. Let $\left\{J_{k}\right\}_{k \leqslant 1}$ be a covering of $\Omega$ by disjoint open intervals such that $\sum_{k \geqslant 1}\left|J_{k}\right|<\frac{1}{2} \varepsilon \mu \Omega$. Let

$$
M_{1}=\left\{k: \frac{\left|J_{k}\right|}{\mu\left(\Omega \cap J_{k}\right)}>\varepsilon\right\}
$$

Then

$$
\mu\left(\bigcup_{k \in M_{1}}\left(\Omega \cap J_{k}\right)\right)<\frac{1}{\varepsilon} \sum_{k \in M_{1}}\left|J_{k}\right|<\frac{1}{2} \mu \Omega .
$$

Let $\Omega^{(1)}=\bigcup_{k \in M_{1}}\left(\Omega \cap J_{k}\right)$. Let us cover $\Omega^{(1)}$ by a system of disjoint open intervals the sum of lengths of which is less than $\frac{1}{2} \varepsilon \mu \Omega^{(1)}$. Then the intervals $J$ from this system for which

$$
\frac{|J|}{\mu\left(\Omega^{(1)} \cap J\right)}<\varepsilon
$$

cover a subset of $\Omega^{(1)}$ of measure greater than $\frac{1}{2} \mu \Omega^{(1)}$. By repeating this procedure, we can construct a covering of $\Omega$ by disjoint intervals $\left\{I_{j}\right\}_{j \geqslant 1}$ satisfying (1.7).

## I.2. Eigenvalues of Hankel operators

As we have already noticed, it follows from Theorem 1.1 that for any self-adjoint Hankel operator $\Gamma$ and for any $\lambda \in \mathbf{R}$

$$
\begin{equation*}
|\operatorname{dim} \operatorname{Ker}(\Gamma-\lambda I)-\operatorname{dim} \operatorname{Ker}(\Gamma+\lambda I)| \leqslant 1 . \tag{2.1}
\end{equation*}
$$

The main result of this section shows that (2.1) is also valid for an arbitrary bounded Hankel operator and an arbitrary $\lambda \in \mathbf{C}$. The idea of the proof is the same as in Theorem 1.1, but to include the non-self-adjoint case, we have to replace the inner product by the natural bilinear form on $l^{2}$ and instead of adjoint operators consider transposed operators.

We assume here that $\Gamma$ is a bounded Hankel operator on the Hilbert space $l^{2},\left\{e_{n}\right\}$ is the standard orthonormal basis in $l^{2}$. Then $\left(\Gamma e_{j}, e_{k}\right)=\alpha_{j+k}, j, k \geqslant 0$, where $\left\{\alpha_{j}\right\}_{j \geqslant 0}$ is a sequence of complex numbers.

It is convenient to consider the following bilinear form on $l^{2}$ :

$$
\langle x, y\rangle=\sum_{j \geqslant 0} x_{j} y_{j}
$$

where $x=\sum_{j \geqslant 0} x_{j} e_{j}$ and $y=\sum_{j \geqslant 0} y_{j} e_{j}$. If $B$ is a bounded operator on $l^{2}$, we define its transpose $B^{t}$ by

$$
\langle B x, y\rangle=\left\langle x, B^{t} y\right\rangle, \quad x, y \in l^{2}
$$

Clearly any Hankel operator $\Gamma$ is symmetric: $\Gamma^{t}=\Gamma$. Let $S$ be the shift operator on $l^{2}$ : $S e_{n}=e_{n+1}, n \geqslant 0$. Then $S^{*}=S^{t}$.

Theorem 2.1. Let $\Gamma$ be a bounded Hankel operator. Then inequality (2.1) holds for any $\lambda \in \mathbf{C}$.

Proof. Given $\mu \in \mathbf{C}$, we put $E_{\mu}=\operatorname{Ker}(\Gamma-\mu I)$. Let $\alpha=\sum_{j \geqslant 0} \alpha_{j} e_{j}$. We have

$$
\begin{gather*}
S^{*} \Gamma=\Gamma S  \tag{2.2}\\
S \Gamma x-\Gamma S^{*} x=\left\langle x, e_{0}\right\rangle S \alpha-\langle x, S \alpha\rangle e_{0}, \quad x \in l^{2}, \tag{2.3}
\end{gather*}
$$

(see (1.3) and (1.4)).
Let $\lambda \in \mathbf{C}$. To prove the theorem, we have to show that

$$
\begin{equation*}
\operatorname{dim} E_{-\lambda} \geqslant \operatorname{dim} E_{\lambda}-1 . \tag{2.4}
\end{equation*}
$$

We consider separately two different cases.
Case 1. There exists a vector $a=\sum_{j \geqslant 0} a_{j} e_{j}$ in $E_{\lambda}$ with $a_{0} \neq 0$. Let us show that if $x \in E_{\lambda}$ and $\left\langle x, e_{0}\right\rangle=0$, then

$$
\begin{equation*}
S \Gamma x=\Gamma S^{*} x, \tag{2.5}
\end{equation*}
$$

which is equivalent in view of (2.2) to

$$
\Gamma\left(S+S^{*}\right) x=\left(S+S^{*}\right) \Gamma x
$$

It follows from (2.2) and (2.3) that

$$
\Gamma\left(S+S^{*}\right) x-\left(S+S^{*}\right) \Gamma x=c e_{0}
$$

for some $c \in \mathbf{C}$. Since $\left\langle a, e_{0}\right\rangle \neq 0$ and

$$
\left\langle\Gamma\left(S+S^{*}\right) x-\left(S+S^{*}\right) \Gamma x, a\right\rangle=a_{0} c
$$

it is sufficient to show that

$$
\left\langle\Gamma\left(S+S^{*}\right) x-\left(S+S^{*}\right) \Gamma x, a\right\rangle=0
$$

We have

$$
\begin{aligned}
\left\langle\Gamma\left(S+S^{*}\right) x-\left(S+S^{*}\right) \Gamma x, a\right\rangle & =\left\langle\left(S+S^{*}\right) x, \Gamma a\right\rangle-\left\langle\left(S+S^{*}\right) \Gamma x, a\right\rangle \\
& =\lambda\left\langle\left(S+S^{*}\right) x, a\right\rangle-\lambda\left\langle\left(S+S^{*}\right) x, a\right\rangle
\end{aligned}
$$

since both $x$ and $a$ belong to $E_{\lambda}$.
Now it is easy to show that if $x \in E_{\lambda}$ and $\langle x, S \alpha\rangle=0$, then $\left(S-S^{*}\right) x \in E_{-\lambda}$. Indeed

$$
\Gamma\left(S-S^{*}\right) x=\Gamma S x-\Gamma S^{*} x=S^{*} \Gamma x-S \Gamma x=-\left(S-S^{*}\right) \Gamma x=-\lambda\left(S-S^{*}\right) x
$$

by (2.2) and (2.5). Since $\operatorname{Ker}\left(S-S^{*}\right)=\{0\}$, it follows that $S-S^{*}$ is a one-to-one map of $\left\{x \in E_{\lambda}:\langle x, S \alpha\rangle=0\right\}$ into $E_{-\lambda}$ which proves (2.4).

Case 2. For any $x \in E_{\lambda},\left\langle x, e_{0}\right\rangle=0$. In this case it follows directly from (2.2) and (2.3) that if $x \in E_{\lambda}$ and $\langle x, S \alpha\rangle=0$, then (2.5) holds. As in Case 1 this implies that $S-S^{*}$ is a one-to-one map of $\left\{x \in E_{\lambda}:\langle x, S \alpha\rangle=0\right\}$ into $E_{-\lambda}$.

## II. Balanced realizations with continuous time

In this chapter we use linear systems with continuous time to construct a Hankel operator with prescribed spectral properties. Recall that such linear systems allow one to solve the problem of the description of non-negative operators that are unitarily equivalent to the modulus of a Hankel operator [T2]. In this chapter we construct self-adjoint Hankel operators with prescribed spectral properties in the case when $|\nu(t)-\nu(-t)| \leqslant 1$ almost everywhere. Moreover we shall find an explicit formula for the symbol of the Hankel operator.

However we shall see that this approach cannot lead to a complete solution of the problem of the description of self-adjoint operators that are unitarily equivalent to a Hankel operator. Namely, if $\Gamma$ is a positive operator with spectral multiplicity 2, it cannot be obtained from a linear system that involves bounded operators.

In §II.1 we introduce the balanced systems, define the Hankel operator associated with the system and state the main result of the chapter. In $\S I I .2$ we study the Hankel operator associated with a balanced system and describe its spectral type modulo the kernel. In §II. 3 we use Lyapunov's equation to reduce the problem in question to the
construction of an asymptotically stable semigroup whose generator satisfies certain commutation relations. The main construction is given in $\S I I .4$ which allows us to solve the problem modulo the kernel. The main result of the chapter is proved in §II. 5 where we study the kernel of the Hankel operator associated with a balanced system. In §II. 6 we prove auxiliary facts in measure theory. In the final §II. 7 we show that positive operators with multiple spectrum cannot be constructed with the help of a balanced system with continuous time.

## II.1. Hankel operators and balanced realizations

We consider here linear systems $\{A, B, C\}$ with one-dimensional input and one-dimensional output:

$$
\left\{\begin{array}{l}
x^{\prime}(t)=A x(t)+B u(t)  \tag{1.1}\\
y(t)=C x(t)
\end{array}\right.
$$

Here $A$ is a bounded linear operator on a Hilbert space $\mathcal{K}$ (state space), $B: \mathbf{C} \rightarrow \mathcal{K}$ and $C: \mathcal{K} \rightarrow \mathbf{C}$ are bounded linear operators defined by

$$
B u=u b, u \in \mathbf{C}, \quad C x=(x, c), x \in \mathcal{K}
$$

where $c, b \in \mathcal{K}$. In (1.1) $u$ is interpreted as input and $y$ as output.
In what follows we shall also denote the system (1.1) by $\{A, b, c\}$.
The system (1.1) is controllable if span $\left\{A^{n} b: n \geqslant 0\right\}=\mathcal{K}$ and observable if $\operatorname{span}\left\{A^{* n} c\right.$ : $n \geqslant 0\}=\mathcal{K}$. It is called minimal if it is both controllable and observable.

We can associate with the system (1.1) the controllability Gramian $W_{c}$ and the observability Gramian $W_{o}$ defined by

$$
\begin{align*}
& W_{c} \stackrel{\text { def }}{=} \int_{\mathbf{R}_{+}} e^{t A} B B^{*} e^{t A^{*}} d t  \tag{1.2}\\
& W_{o} \stackrel{\text { def }}{=} \int_{\mathbf{R}_{+}} e^{t A^{*}} C^{*} C e^{t A} d t \tag{1.3}
\end{align*}
$$

if the integrals converge in the weak operator topology. It is easy to see that if the integrals converge, then the system is controllable (observable) if and only if Ker $W_{c}=\{\mathbf{0}\}$ (Ker $W_{o}=\{0\}$ ).

In what follows, an important role will be played by balanced linear systems. A minimal system is called balanced (cf. [G], where the case $\operatorname{dim} \mathcal{K}<\infty$ was considered) if the integrals (1.2) and (1.3) converge in the weak operator topology and $W_{c}=W_{o}$.

We can associate with the system $\{A, B, C\}$ the following formal Hankel operator $\Gamma_{h}$, where

$$
h(t)=C e^{t A} B=\left(e^{t A} b, c\right), \quad t>0
$$

which is defined on compactly supported functions by

$$
\left(\Gamma_{h} f\right)(s)=\int_{0}^{\infty} h(t+s) f(t) d t
$$

In general $\Gamma_{h}$ need not be bounded on $L^{2}\left(\mathbf{R}_{+}\right)$. However we shall see later that for the balanced linear systems the operator $\Gamma_{h}$ is bounded.

The operator $\Gamma_{h}$ is related to the system (1.1) in a natural way in the case $\sup _{t>0}\left\|e^{t A}\right\|<\infty$. Namely, let $v \in L^{2}\left(\mathbf{R}_{+}\right)$. Consider the function $u$ on $\mathbf{R}$ defined by

$$
u(t)= \begin{cases}v(-t), & t<0 \\ 0, & t \geqslant 0\end{cases}
$$

It is well known (and it is easy to see) that under the initial condition $\lim _{t \rightarrow-\infty} x(t)=0$ the output $y$ of the system (1.1) with input $u$ satisfies

$$
y(t)=\left(\Gamma_{h} v\right)(t), \quad t \geqslant 0 .
$$

Now we are in a position to formulate the main result of Chapter II. Let $\Gamma$ be a selfadjoint operator. Then $\Gamma$ is unitarily equivalent to multiplication by the independent variable on the direct integral

$$
\int \bigoplus \mathcal{H}(t) d \mu(t)
$$

Let $\nu(t) \stackrel{\text { def }}{=} \operatorname{dim} \mathcal{H}(t)$ be the multiplicity function of $\Gamma$.
Theorem 1.1. Let $\Gamma$ be a self-adjoint operator such that
(C1) either Ker $\Gamma=\{0\}$ or $\operatorname{dim} \operatorname{Ker} \Gamma=\infty$;
(C2) $\Gamma$ is non-invertible;
$\left(\mathrm{C} 3^{\prime}\right)|\nu(t)-\nu(-t)| \leqslant 1, \mu$-a.e.
Then there exists a balanced system $\{A, B, C\}$ such that the corresponding Hankel operator $\Gamma_{h}$ is unitarily equivalent to $\Gamma$.

The proof of Theorem 1.1 will be given in $\S$ II. 5 .

## II.2. Unitary equivalence modulo the kernel

In this section we establish useful facts on the unitary equivalence (modulo the kernel) of the Hankel operator $\Gamma_{h}$ corresponding to a balanced system $\{A, B, C\}$ and certain operators related to the system.

The following theorem was proved in [G] in the case $\operatorname{dim} \mathcal{K}<\infty$ and [T2] in the general case. We prove it here for completeness. We also need the construction used in the proof.

Theorem 2.1. Let $\{A, B, C\}$ be a balanced system, $W=W_{o}=W_{c}$, and let $\Gamma_{h}$ be the Hankel operator associated with it. Then $\Gamma_{h}$ is bounded and the restriction of $\left|\Gamma_{h}\right|$ to $\left(\operatorname{Ker} \Gamma_{h}\right)^{\perp}$ is unitarily equivalent to $W$.

Proof. Consider the operators $V_{c}, V_{o}: \mathcal{K} \rightarrow L^{2}\left(\mathbf{R}_{+}\right)$defined by

$$
\left(V_{c} x\right)(t)=B^{*} e^{t A^{*}} x, \quad\left(V_{o} x\right)(t)=c e^{t A} x, \quad x \in \mathcal{H}
$$

Clearly

$$
V_{c}^{*} V_{c}=\int_{\mathbf{R}_{+}} e^{t A} B B^{*} e^{t A^{*}} d t=W_{c}=W
$$

and

$$
V_{o}^{*} V_{o}=\int_{\mathbf{R}_{+}} e^{t A^{*}} C^{*} C e^{t A} d t=W_{o}=W
$$

Therefore the operators $V_{c}$ and $V_{o}$ are bounded. It is also easy to see that

$$
\Gamma_{h}=V_{o} V_{c}^{*}
$$

which implies that $\Gamma_{h}$ is also bounded.
Let

$$
V_{c}=U_{c} W^{1 / 2}, \quad V_{o}=U_{o} W^{1 / 2}
$$

be the polar decompositions of $V_{c}$ and $V_{o}\left(\left|V_{c}\right|=\left|V_{o}\right|=W^{1 / 2}\right)$. We have

$$
\operatorname{Ker} V_{c}=\operatorname{Ker} V_{c}^{*} V_{c}=\operatorname{Ker} W_{c}=\{\mathbf{0}\}=\operatorname{Ker} W_{o}=\operatorname{Ker} V_{o}^{*} V_{o}=\operatorname{Ker} V_{o}
$$

Therefore the operators $U_{c}$ and $U_{o}$ are isometries. Clearly Range $U_{c}=\operatorname{clos}$ Range $V_{c}$ and Range $U_{o}=$ clos Range $V_{o}$. It follows that

$$
\left|\Gamma_{h}\right|^{2}=\Gamma_{h}^{*} \Gamma_{h}=V_{c} V_{o}^{*} V_{o} V_{c}^{*}=U_{c} W^{2} U_{c}^{*}
$$

Since $\operatorname{Ker} U_{c}^{*}=\left(\text { Range } V_{c}\right)^{\perp}=\operatorname{Ker} V_{c}^{*}=\operatorname{Ker} \Gamma_{h}$, the operator $W^{2}$ is unitarily equivalent to $\left|\Gamma_{h}\right|^{2} \mid\left(\operatorname{Ker} \Gamma_{h}\right)^{\perp}$ which implies that $\left|\Gamma_{h}\right| \mid\left(\operatorname{Ker} \Gamma_{h}\right)^{\perp}$ is unitarily equivalent to $W$.

Let us consider now linear systems for which the corresponding Hankel operator is self-adjoint.

Theorem 2.2. Let $\{A, B, C\}$ be a balanced linear system (1.1) such that $\Gamma_{h}$ is selfadjoint, $W=W_{o}=W_{c}$. Then there exists an operator $\boldsymbol{J}$ on $\mathcal{K}$ which is self-adjoint and unitary and such that $\boldsymbol{J} W=W \boldsymbol{J}, A^{*}=\boldsymbol{J} A \boldsymbol{J}$, and $c=\boldsymbol{J} b$.

Proof. We have under the above notation $\Gamma_{h}=U_{o} W U_{c}^{*}$. Since $\Gamma_{h}$ is self-adjoint, we have

$$
U_{o} W U_{c}^{*}=U_{c} W U_{o}^{*}
$$

hence

$$
\begin{equation*}
W U=U^{*} W \tag{2.1}
\end{equation*}
$$

where $U=U_{c}^{*} U_{o}$.
We have already shown that $\operatorname{Ker} U_{c}^{*}=\operatorname{Ker} V_{c}^{*}=\operatorname{Ker} \Gamma_{h}$. Since $\Gamma_{h}^{*}=\Gamma_{h}$, it follows that $\Gamma_{h}=V_{c} V_{o}^{*}$ which implies that $\operatorname{Ker} \Gamma_{h}=\operatorname{Ker} V_{o}^{*}=\operatorname{Ker} U_{o}^{*}$. Therefore $U_{c}$ and $U_{o}$ are isometric with the same range $\left(\operatorname{Ker} \Gamma_{h}\right)^{\perp}$ which implies that $U=U_{c}^{*} U_{o}$ is unitary. Let us show that it is also self-adjoint.

Lemma 2.3. Let $W$ be a non-negative operator, $\operatorname{Ker} W=\{\mathbf{0}\}$ and let $U$ be a unitary operator such that $W U=U^{*} W$. Then $U$ is self-adjoint.

Proof. $\left({ }^{4}\right)$ Multiplying the equality $U^{*} W=W U$ by $U$ on the left and by $U^{*}$ on the right, we obtain the equality $U W=W U^{*}$. Hence

$$
U^{*} W^{2} U=W U W U=W^{2} U^{*} U=W^{2}
$$

which implies that $W^{2} U=U W^{2}$. Since $W$ is positive, it follows that $W U=U W$ and so

$$
U^{*} W=W U=U W
$$

and since $W$ has dense range, we have $U^{*}=U$.
Let us complete the proof of Theorem 2.2. We denote $U=U_{c}^{*} U_{o}$ by $J$. It follows from (2.1) that $W J=J W$. Let us show that $A^{*}=J A J$. Indeed by the definition of $J$, $U_{o}=U_{c} \boldsymbol{J}$ and since $\boldsymbol{J} W=W \boldsymbol{J}$, we have $V_{o}=V_{c} \boldsymbol{J}$. This means that

$$
C e^{t A} x=B e^{t A^{*}} J x, \quad x \in \mathcal{K},
$$

or which is the same

$$
\left(x, e^{t A^{*}} c\right)=\left(x, \boldsymbol{J} e^{t A} b\right)=\left(x, \boldsymbol{J} e^{t A} \boldsymbol{J}(J b)\right)=\left(x, e^{t J A J} J b\right)
$$

Hence

$$
\begin{equation*}
e^{t A^{*}} c=e^{t J A J} J b, \quad t \geqslant 0 . \tag{2.2}
\end{equation*}
$$

Substituting $t=0$, we obtain $c=\boldsymbol{J} b$. Differentiating (2.2) we find that $A^{*}$ and $\boldsymbol{J} A \boldsymbol{J}$ coincide on the orbit $\left\{e^{t A^{*}} c: t \geqslant 0\right\}$ which is dense since the system is observable. Therefore $A^{*}=J A J$ which completes the proof.
${ }^{4}$ ) This proof was suggested by the referee and is simpler than the original proof suggested by the authors.

Theorem 2.4. Let $\{A, B, C\}$ be a balanced dynamical system (1.1), $W_{c}=W_{o}=W$, and let $J$ be an operator which is self-adjoint and unitary and satisfies the equalities $J W=W J, A^{*}=\boldsymbol{J} A \boldsymbol{J}, c=\boldsymbol{J} b$. Then the Hankel operator $\Gamma_{h}$ associated with the system is self-adjoint and $\Gamma_{h} \mid\left(\operatorname{Ker} \Gamma_{h}\right)^{\perp}$ is unitarily equivalent to WJ.

Proof. Since $A^{*}=\boldsymbol{J} A \boldsymbol{J}$, we have $e^{t A^{*}}=\boldsymbol{J} e^{t A} \boldsymbol{J}$. The equality $c=\boldsymbol{J} b$ implies $C=B^{*} \boldsymbol{J}$ which in turn leads to the equality $V_{c}=V_{o} J$. Therefore

$$
\Gamma_{h}=V_{o} \boldsymbol{J} V_{o}^{*}=U_{o} W^{1 / 2} \boldsymbol{J} W^{1 / 2} U_{o}^{*}=U_{o} W \boldsymbol{J} U_{o}^{*}
$$

which proves the result.

## II.3. Lyapunov equations

We are going to use Theorem 2.4 to construct a Hankel operator with given spectral properties modulo the kernel. Namely let $\Gamma$ be the self-adjoint operator in Theorem 1.1. Put $\widetilde{\Gamma}=\Gamma \mid(\operatorname{Ker} \Gamma)^{\perp}$. Let $J$ be the operator on $(\operatorname{Ker} \Gamma)^{\perp}$ which is self-adjoint and unitary and satisfies $\widetilde{\Gamma}=J|\widetilde{\Gamma}|=|\widetilde{\Gamma}| \boldsymbol{J}$. We are going to construct a balanced linear system $\{A, B, C\}$ such that $W=|\widetilde{\Gamma}|, A^{*}=\boldsymbol{J} A J, c=J b$, and $W J=J W$. Then by Theorem $2.4, \Gamma_{h} \mid\left(\operatorname{Ker} \Gamma_{h}\right)^{\perp}$ is unitarily equivalent to $\tilde{\Gamma}$. Later we shall settle the problem with the kernel.

It is not easy to verify directly that $W=|\widetilde{\Gamma}|$. Fortunately, to prove this equality, we do not have to evaluate the integrals (1.2) and (1.3). We are going to verify instead the corresponding Lyapunov equations.

Recall that an operator $A$ is said to be asymptotically stable if

$$
\lim _{t \rightarrow \infty}\left\|e^{t A} x\right\|=0
$$

for any $x$.
ThEOREM 3.1. Let $A$ be an asymptotically stable operator on a Hilbert space $\mathcal{K}$ and let $K$ be a bounded operator on $\mathcal{K}$. If the integral

$$
\begin{equation*}
\int_{\mathbf{R}_{+}} e^{t A^{*}} K e^{t A} d t \stackrel{\text { def }}{=} W \tag{3.1}
\end{equation*}
$$

converges in the weak operator topology, then $W$ is a unique solution of the following Lyapunov equation

$$
\begin{equation*}
A^{*} W+W A=-K \tag{3.2}
\end{equation*}
$$

Proof. Let us show that $W$ satisfies (3.2). We have for $x, y \in \mathcal{K}$

$$
\begin{aligned}
\left(\left(A^{*} W+W A\right) x, y\right) & =\int_{\mathbf{R}_{+}}\left(\left(A^{*} e^{t A^{*}} K e^{t A}+e^{t A^{*}} K e^{t A} A\right) x, y\right) d t \\
& =\int_{\mathbf{R}_{+}}\left(\frac{d}{d t}\left(e^{t A^{*}} K e^{t A} x, y\right)\right) d t \\
& =\lim _{t \rightarrow \infty}\left(K e^{t A} x, e^{t A} y\right)-(K x, y)=-(K x, y)
\end{aligned}
$$

because of the asymptotic stability of $A$.
Let us now establish the uniqueness of the solution. Suppose

$$
A^{*} X+X A=-K
$$

for some operator $X$. Let $\Delta=W-X$. Then

$$
A^{*} \Delta+\Delta A=\mathbf{0}
$$

Clearly

$$
\frac{d}{d t}\left(\Delta e^{t A} x, e^{t A} y\right)=\left(\Delta A e^{t A} x, e^{t A} y\right)+\left(\Delta e^{t A} x, A e^{t A} y\right)=\left(\left(A^{*} \Delta+\Delta A\right) e^{t A} x, y\right)=0
$$

Since $\lim _{t \rightarrow \infty}\left\|e^{t A} x\right\|=0$ for any $x \in \mathcal{K}$, it follows that $(\Delta x, y)=0$ for any $x, y \in \mathcal{K}$. Hence $\Delta=0$.

The following result shows that if $W$ satisfies the Lyapunov equation (2.2), we can obtain the convergence of the integral (3.1) for free.

Theorem 3.2. Let $A$ be an operator such that $\left\|e^{t A}\right\| \leqslant M<\infty, t \geqslant 0$, and let $K$ be a non-negative operator. If $W$ is a solution of the Lyapunov equation

$$
A^{*} W+W A=-K
$$

then the integral

$$
\int_{\mathbf{R}_{+}} e^{t A^{*}} K e^{t A} d t
$$

converges in the weak operator topology.
Proof. Let $x, y \in \mathcal{K}$. We have

$$
\left(e^{t A^{*}} K e^{t A} x, y\right)=-\left(e^{t A^{*}}\left(A^{*} W+W A\right) e^{t A} x, y\right)=-\frac{d}{d t}\left(e^{t A^{*}} W e^{t A} x, y\right)
$$

Therefore

$$
\int_{0}^{T}\left(e^{t A^{*}} K e^{t A} x, x\right) d t=(W x, x)-\left(e^{T A^{*}} W e^{T A} x, x\right) \leqslant\|W\| \cdot(M+1)
$$

Since $\left(e^{t A^{*}} K e^{t A} x, x\right) \geqslant 0$ for $x \in \mathcal{K}$, it follows that the integral $\int_{0}^{\infty}\left(e^{t A^{*}} K e^{t A} x, x\right) d t$ converges for any $x \in \mathcal{K}$. The result follows from the polarization identity.

Theorems 3.1 and 3.2 show that to solve the problem modulo the kernel, it is sufficient to construct a linear system $\{A, B, C\}$ and an operator $\boldsymbol{J}=\boldsymbol{J}^{*}=\boldsymbol{J}^{-1}$ such that
(i) the operators $A$ and $A^{*}$ are asymptotically stable;
(ii) the operator $W=|\widetilde{\Gamma}|$ is a solution of the Lyapunov equations

$$
A^{*} W+W A=-C^{*} C, \quad A W+W A^{*}=-B B^{*}
$$

(iii) $A^{*}=\boldsymbol{J} A \boldsymbol{J}, c=\boldsymbol{J} b$.

If $A^{*}=\boldsymbol{J} A \boldsymbol{J}$, then $A^{*}$ is asymptotically stable if and only if $A$ is. It follows easily from (iii) that both Lyapunov equations in (ii) coincide. Therefore it is sufficient to verify the following properties:
( $\mathrm{i}^{\prime}$ ) $A$ is asymptotically stable;
(ii') $A^{*} W+W A=-C^{*} C$;
(iii') $A^{*}=\boldsymbol{J} A \boldsymbol{J}, \boldsymbol{c}=\boldsymbol{J} b$.

## II.4. The main construction

Let $\Gamma$ be a self-adjoint operator which satisfies the hypotheses of Theorem 1.1 and let $\widetilde{\Gamma}=\Gamma \mid(\operatorname{Ker} \Gamma)^{\perp}$. Then the operator $|\widetilde{\Gamma}|$ is unitarily equivalent to the operator $W$ of multiplication by $t$ on the von Neumann integral

$$
\begin{equation*}
\mathcal{K}=\int_{\sigma(W)} \oplus E(t) d \rho(t) \tag{4.1}
\end{equation*}
$$

Here $\varrho$ is a scalar spectral measure of $|\widetilde{\Gamma}|$. We can also assume that the spaces $E(t)$ are imbedded in an infinite-dimensional space $E$ with an orthonormal basis $\left\{e_{j}\right\}_{j \geqslant 1}$ and

$$
E(t)=\operatorname{span}\left\{e_{k}: 1 \leqslant k<\nu_{W}(t)+1\right\}, \quad E(t)=\{0\} \text { if } \nu_{W}(t)=0
$$

where $\nu_{W}$ is the spectral multiplicity function of $W, \nu_{W}(t)=\operatorname{dim} E(t)$.
Clearly $\nu_{W}(t)=\nu(t)+\nu(-t), \varrho$-a.e., where $\nu$ is the spectral multiplicity function of $\Gamma$. Recall that $\nu$ satisfies the condition ( $\mathrm{C} 3^{\prime}$ ) of Theorem 1.1.

Consider the sets

$$
\begin{aligned}
& \sigma_{+}=\{t \in \sigma(W): \nu(t) \geqslant \nu(-t)\} \\
& \sigma_{-}=\{t \in \sigma(W): \nu(t)<\nu(-t)\}
\end{aligned}
$$

We define the operator $J$ on $\mathcal{K}$ as multiplication by the operator-valued function $J$ :

$$
J(t)=\xi(t)\left(\begin{array}{cccc}
1 & 0 & 0 & \ldots \\
0 & -1 & 0 & \ldots \\
0 & 0 & 1 & \ldots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

where $\xi(t)=1$ for $t \in \sigma_{+}$and $\xi(t)=-1$ for $t \in \sigma_{-}$.
Clearly $\widetilde{\Gamma}$ is unitarily equivalent to $J W$ and we can assume that $\widetilde{\Gamma}=J W$.
Recall that the scalar spectral measure $\varrho$ of $W$ is not uniquely defined and we can always replace it with a mutually absolutely continuous measure by multiplying it by a positive weight $w$ in $L^{1}(\varrho)$.

Let $\mathcal{K}_{0}$ be the subspace of $\mathcal{K}$ that consists of functions $f$ of the form

$$
f(t)=\varphi(t) e_{1}, \quad \varphi \in L^{2}(\varrho)
$$

$\mathcal{K}_{0}$ can be identified naturally with $L^{2}(\varrho)$. Let $A_{0}$ be the integral operator on $\mathcal{K}_{0}=L^{2}(\varrho)$ defined by

$$
\left(A_{0} f\right)(s)=\int_{\sigma(W)} k(s, t) f(t) d \varrho(t)
$$

where

$$
k(s, t)= \begin{cases}-1 /(s+t), & s, t \in \sigma_{+} \text {or } s, t \in \sigma_{-}  \tag{4.2}\\ -1 /(s-t), & s \in \sigma_{+}, t \in \sigma_{-} \text {or } s \in \sigma_{-}, t \in \sigma_{+}\end{cases}
$$

The operator $A_{0}$ certainly need not be bounded. However, the following lemma allows us to change the measure $\varrho$ so that $A_{0}$ becomes a Hilbert-Schmidt operator. We extend $A_{0}$ to $\mathcal{K}$ by putting $A_{0} \mid \mathcal{K}_{0}^{\perp}=\mathbf{0}$.

Lemma 4.1. There exists $w \in L^{1}(\varrho), w>0, \varrho$-a.e., such that the integral operator

$$
f \mapsto \int_{\sigma(W)} k(s, t) f(t) d \tilde{\varrho}(t)
$$

is a Hilbert-Schmidt operator on $L^{2}(\tilde{\varrho})$, where $d \tilde{\varrho}=w d \varrho$.
We postpone the proof of Lemma 4.1 until §II. 6.

Let us define the vectors $b$ and $c$ in $\mathcal{K}$ by

$$
c(t)=e_{1}, \quad b(t)=J(t) c(t)=\xi(t) c(t), \quad t \in \sigma(W)
$$

It is easy to see that

$$
\begin{equation*}
A_{0}^{*}=J A_{0} J \quad \text { and } \quad A_{0}^{*} W+W A_{0}=-C^{*} C \tag{4.3}
\end{equation*}
$$

However, $\operatorname{Ker} A_{0}=\mathcal{K}_{0}^{\perp}$ is non-trivial except for the case when $W$ has simple spectrum. Therefore $A_{0}$ is not asymptotically stable in general. To overcome this obstacle we perturb $A_{0}$ by an operator $D$ such that the perturbed operator still satisfies (4.3) and becomes asymptotically stable. Of course, to make $A$ asymptotically stable, it is not sufficient to kill the kernel.

Let $\left\{a_{k}^{(n)}\right\}_{k=1}^{n-1}, n \in \mathbf{N} \cup \infty$, be positive numbers such that

$$
\begin{equation*}
\sum_{k=1}^{n-1}\left(a_{k}^{(n)}\right)^{2}<\frac{1}{2 n^{2}}, \quad n \in \mathbf{N}, \quad \sum_{k=1}^{\infty}\left(a_{k}^{(\infty)}\right)^{2}<\infty . \tag{4.4}
\end{equation*}
$$

We define $D$ as multiplication by the operator-valued function $d$ :

$$
d(t)=\left(\begin{array}{ccccc}
0 & a_{1}^{(n)} & 0 & 0 & \ldots  \tag{4.5}\\
-a_{1}^{(n)} & 0 & a_{2}^{(n)} & 0 & \ldots \\
0 & -a_{2}^{(n)} & 0 & a_{3}^{(n)} & \ldots \\
0 & 0 & -a_{3}^{(n)} & 0 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

in the basis $\left\{e_{k}\right\}_{1 \leqslant k<n(t)+1}$, where $n=\nu_{W}(t)=\operatorname{dim} E(t)$.
Theorem 4.2. Let $A=A_{0}+D$, where $D$ is defined by (4.5) and suppose that (4.4) holds. Then

$$
A^{*} W+W A=-C^{*} C, \quad A^{*}=\boldsymbol{J} A \boldsymbol{J}
$$

and $A$ is asymptotically stable.
As we have already observed in §II.3, Theorem 4.2 implies the following result which solves the problem modulo the kernel.

Corollary. Let $\Gamma_{h}$ be the Hankel operator associated with the linear system constructed above. Then $\Gamma_{h} \mid\left(\operatorname{Ker} \Gamma_{h}\right)$ is unitarily equivalent to $J W=\widetilde{\Gamma}$.

Proof of Theorem 4.2. Clearly $D$ commutes with $W$ and $D^{*}=-D$. So the operator $A=A_{0}+D$ satisfies the Lyapunov equation

$$
\begin{equation*}
A^{*} W+W A=-C^{*} C \tag{4.6}
\end{equation*}
$$

It is easy to show that $D^{*}=\boldsymbol{J} D \boldsymbol{J}$ which implies $A^{*}=\boldsymbol{J} A \boldsymbol{J}$.
It remains to prove that $A$ is asymptotically stable. Let us show first that $A+A^{*} \leqslant 0$ which would imply that $\left\{e^{t A}\right\}_{t \geqslant 0}$ is a semigroup of contractions. We need the following lemma.

Lemma 4.3. Let $W$ be a non-negative self-adjoint operator with trivial kernel and let $R$ be a self-adjoint operator such that

$$
R W+W R \leqslant 0
$$

## Then $R \leqslant \mathbf{0}$.

Proof. Let $K=-(R W+W R)$. Since $-W \leqslant \mathbf{0}$ and $\operatorname{Ker} W=\{\mathbf{0}\}$, it follows that $-W$ is asymptotically stable. So we can apply Theorems 3.1 and 3.2 where $-W$ plays the role of $A$ and $-R$ plays the role of $W$. Then we find that $R$ is the unique solution of the equation

$$
X W+W X=-K
$$

and the solution is given by

$$
R=-\int_{\mathbf{R}} e^{-t W_{K}} K e^{-t W} d t
$$

Hence $R \leqslant \mathbf{0}$.
It follows from (4.6) and from the identity

$$
\begin{equation*}
A W+W^{*} A=-B B^{*} \tag{4.7}
\end{equation*}
$$

that

$$
\left(A+A^{*}\right) W+W\left(A+A^{*}\right)=-C^{*} C-B B^{*} \leqslant 0
$$

and so $R=A+A^{*}$ satisfies the hypotheses of Lemma 4.3. Thus $A+A^{*} \leqslant \mathbf{0}$.
It is well-known that the above inequality implies that $\sigma(A) \subset\{\zeta: \operatorname{Re} \zeta \leqslant 0\}$.
Let us show that $A$ has no eigenvalues on the imaginary axis. Let

$$
A x=i \omega x, \quad x \in \mathcal{K}, x \neq \mathbf{0}, \omega \in \mathbf{R}
$$

Then

$$
\begin{aligned}
-\left(C^{*} C x, x\right) & =\left(A^{*} W x, x\right)+(W A x, x) \\
& =(W x, A x)+(A x, W x)=-i \omega(x, W x)+i \omega(x, W x)=0
\end{aligned}
$$

and so $C x=0$, i.e. $x \perp c$. Similarly, if

$$
A^{*} \tilde{x}=i \tilde{\omega} \tilde{x}, \quad \tilde{x} \in \mathcal{K}, \tilde{\omega} \in \mathbf{R}
$$

then $B^{*} \tilde{x}=0$, i.e. $\tilde{x} \perp b$.
Applying equality (4.6) to the eigenvector $x$ and taking into account that $C x=0$, we obtain

$$
A^{*} W x=-i \omega W x
$$

i.e. $W x$ is an eigenvector of $A^{*}$. Now applying equality (4.7) to the eigenvector $W x$ and taking into account that $B^{*} W x=0$, we obtain

$$
A W^{2} x=i \omega W^{2} x
$$

Repeating this procedure, we obtain

$$
A W^{2 n} x=i \omega W^{2 n} x, \quad n \geqslant 0 .
$$

It follows that for any eigenvector $x$ of $A$ with eigenvalue $i \omega$ and for any bounded measurable function $\varphi$

$$
\begin{equation*}
A \varphi(W) x=i \omega \varphi(W) x \tag{4.8}
\end{equation*}
$$

Consider the representation of $x$ in the direct integral:

$$
x(t)=\sum_{k=1}^{n(t)} x_{k}(t) e_{k}
$$

It follows from (4.8) that $\varphi(W) x$ is orthogonal to $c$, i.e.

$$
\int \varphi(t) x_{1}(t) d \varrho(t)=0
$$

for any measurable $\varphi$. It follows that $x_{1}(t)=0$ a.e., i.e. $x \perp \mathcal{K}_{0}$. Hence $A x=D x$ and so $D x=i \omega x$ which means

$$
\left(\begin{array}{ccccc}
0 & a_{1}^{(n)} & 0 & 0 & \cdots \\
-a_{1}^{(n)} & 0 & a_{2}^{(n)} & 0 & \cdots \\
0 & -a_{2}^{(n)} & 0 & a_{3}^{(n)} & \cdots \\
0 & 0 & -a_{3}^{(n)} & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)\left(\begin{array}{c}
0 \\
x_{2}(t) \\
x_{3}(t) \\
x_{4}(t) \\
\vdots
\end{array}\right)=i \omega\left(\begin{array}{c}
0 \\
x_{2}(t) \\
x_{3}(t) \\
x_{4}(t) \\
\vdots
\end{array}\right)
$$

where $x(t)=\sum_{k=1}^{n} x_{k}(t) e_{k}, n=\nu_{W}(t)=\operatorname{dim} E(t)$.

Performing the multiplication, we obtain

$$
\left(\begin{array}{c}
a_{1}^{(n)} x_{2}(t) \\
a_{2}^{(n)} x_{3}(t) \\
-a_{2}^{(n)} x_{2}(t)+a_{3}^{(n)} x_{4}(t) \\
-a_{3}^{(n)} x_{3}(t)+a_{4}^{(n)} x_{5}(t) \\
\vdots
\end{array}\right)=i \omega\left(\begin{array}{c}
0 \\
x_{2}(t) \\
x_{3}(t) \\
x_{4}(t) \\
\vdots
\end{array}\right)
$$

Comparing the components from top to bottom, we see that $x_{k}(t)=0$ for any $k$, i.e. $x=\mathbf{0}$.
To prove that $A$ is asymptotically stable, we need the following result which follows easily from Proposition 6.7 in Chapter II of [SF] by applying the Cayley transform:

Stability test. Let $\left\{e^{t A}\right\}_{t \geqslant 0}$ be a strongly continuous semigroup of contractions on a Hilbert space $\mathcal{K}$ such that
(i) the spectrum $\sigma(A)$ of its generator is contained in $\{\zeta: \operatorname{Re} \zeta \leqslant 0\}$;
(ii) $A$ has no eigenvalues on the imaginary axis $i \mathbf{R}$;
(iii) the set $\sigma(A) \cap i \mathbf{R}$ is at most countable.

Then the semigroup $\left\{e^{t A}\right\}_{t \geqslant 0}$ is asymptotically stable, i.e.

$$
\lim _{t \rightarrow \infty}\left\|e^{t A} x\right\|=0 \quad \text { for any } x \in \mathcal{K}
$$

We have already proved that our operator $A$ satisfies (i) and (ii). It remains to show that $A$ satisfies (iii) provided (4.3) holds.

Let $D_{n}$ be the operator on $\operatorname{span}\left\{e_{k}: 1 \leqslant k<n+1\right\}, 1 \leqslant n \leqslant \infty$, given by the matrix

$$
D_{n}=\left(\begin{array}{ccccc}
0 & a_{1}^{(n)} & 0 & 0 & \ldots \\
-a_{1}^{(n)} & 0 & a_{2}^{(n)} & 0 & \ldots \\
0 & -a_{2}^{(n)} & 0 & a_{3}^{(n)} & \ldots \\
0 & 0 & -a_{3}^{(n)} & 0 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

We have $D^{*}=-D$ (i.e. $i D$ is self-adjoint) and so

$$
\sigma(D) \subset \operatorname{clos}\left(\bigcup_{n=1}^{\infty} \sigma\left(D_{n}\right)\right) \cup \sigma\left(D_{\infty}\right)
$$

Clearly $D_{n}$ is a Hilbert-Schmidt operator for $1 \leqslant n \leqslant \infty$ and its Hilbert-Schmidt norm $\left\|D_{n}\right\|_{2}$ satisfies $\left\|D_{n}\right\|_{2} \leqslant 1 / n$ for $n<\infty$.

Therefore $\sigma\left(D_{n}\right) \subset[-i / n, i / n], n<\infty, \sigma\left(D_{n}\right)$ is finite for any $n<\infty, \sigma\left(D_{\infty}\right)$ is countable and can accumulate only at 0 . Hence the only possible accumulation point of the set $\left(\bigcup_{n=1}^{\infty} \sigma\left(D_{n}\right)\right) \cup \sigma\left(D_{\infty}\right)$ is 0 . Consequently, $\sigma(D)$ is at most countable.

Since $A_{0}$ is a Hilbert-Schmidt operator, $A$ is a compact perturbation of $D$. So the essential spectrum $\sigma_{e}(A)$ of $A$ is equal to $\sigma_{e}(D)$ and for any $\lambda \in \sigma_{e}(A)$ we have $\operatorname{ind}(A-\lambda I)=0$ (see $[\mathrm{D} 2]$ ). So if $\lambda \in \sigma(A) \backslash \sigma_{e}(A)$, then $\lambda$ must be an eigenvalue of $A$. We have already proved that $A$ has no eigenvalues on $i \mathbf{R}$ which implies that

$$
\sigma(A) \cap i \mathbf{R}=\sigma_{e}(A) \cap i \mathbf{R}=\sigma_{e}(D) \cap i \mathbf{R} \subset \sigma(D) \cap i \mathbf{R}
$$

which is at most countable.

## II.5. The kernel of $\boldsymbol{\Gamma}_{\boldsymbol{h}}$

In this section we shall prove Theorem 1.1. In the previous section we have constructed a linear system $\{A, B, C\}$ such that the corresponding Hankel operator $\Gamma_{h}$ restricted to $\left(\operatorname{Ker} \Gamma_{h}\right)^{\perp}$ is unitarily equivalent to $\Gamma \mid(\operatorname{Ker} \Gamma)^{\perp}$. To prove Theorem 1.1 completely we have to solve the problem of the description of $\operatorname{Ker} \Gamma_{h}$. The solution of this problem is given by the following theorem where we consider the Hankel operator $\Gamma_{h}$ associated with the system $\{A, B, C\}$ we have constructed in the previous section.

Theorem 5.1. Let $\varrho$ be the scalar spectral measure of $W$ in (4.1). Then Ker $\Gamma_{h}=$ $\{0\}$ if and only if $\int_{\sigma(W)}(1 / s) d \varrho(s)=\infty$.

Theorem 1.1 follows now from Theorem 5.1 and the following lemma.
Lemma 5.2. Let $\varrho$ be a finite positive Borel measure on $[0, a]$, $a>0$, such that $0 \in$ supp $\varrho$ and

$$
\begin{equation*}
\iint(k(s, t))^{2} d \varrho(s) d \varrho(t)<\infty \tag{5.1}
\end{equation*}
$$

where $k$ is defined by (4.2). Then we can change $\varrho$ by multiplying it by a positive weight in $L^{1}(\varrho)$ so that (5.1) still holds and

$$
\int \frac{1}{s} d \varrho(s)=\infty
$$

Remark. It is obvious that under the hypotheses of Lemma 5.2 one can change a measure $\varrho$ (by multiplying it by a positive weight in $L^{1}(\varrho)$ ) so that (5.1) holds and

$$
\int \frac{1}{s} d \varrho(s)<\infty
$$

Indeed it is sufficient to take a weight which is sufficiently small near the origin.
The proof of Lemma 5.2 will be given in $\S$ II.6. Let us first derive Theorem 1.1 and then prove Theorem 5.1.

Proof of Theorem 1.1. Let $\Gamma$ be a self-adjoint operator which satisfies the assumptions of Theorem 1.1. Put $\widetilde{\Gamma}=\Gamma \mid(\operatorname{Ker} \Gamma)^{\perp}$. Let $W=|\widetilde{\Gamma}|$ and consider the representation of $W$ in the form (4.1) where $\varrho$ is a scalar spectral measure of $W$. Let $A, B, C, J$ be as in $\S I I .4$ and let $\Gamma_{h}$ be the Hankel operator associated with the system $\{A, B, C\}$.

Suppose that $W$ is invertible. Since $\Gamma$ is non-invertible, the subspace $K e r \Gamma$ is infinitedimensional. The operator $\Gamma_{h} \mid\left(\operatorname{Ker} \Gamma_{h}\right)^{\perp}$ being unitarily equivalent to $W J$ is also invertible. So $\operatorname{Ker} \Gamma_{h}$ is infinite-dimensional which implies that $\Gamma_{h}$ is unitarily equivalent to $\Gamma$.

Suppose now that $W$ is non-invertible. If $\operatorname{Ker} \Gamma=\{0\}$, we can choose by Lemma 5.2 a scalar spectral measure $\varrho$ of $W$ so that $\int(1 / s) d \varrho(s)=\infty$. Then by Theorem 5.1, $\operatorname{Ker} \Gamma_{h}=\{\mathbf{0}\}$ and so $\Gamma_{h}$ is unitarily equivalent to $\Gamma$.

If $\Gamma$ has an infinite-dimensional kernel, then by the remark to Lemma 5.2 we can choose $\varrho$ so that $\int(1 / s) d \varrho(s)<\infty$ and by Theorem $5.1, \Gamma_{h}$ has an infinite-dimensional kernel and again $\Gamma_{h}$ is unitarily equivalent to $\Gamma$.

Proof of Theorem 5.1. Let us first prove that $\operatorname{Ker} \Gamma_{h}$ is non-trivial provided $\int(1 / s) d \varrho(s)<\infty$. Assume that $\operatorname{Ker} \Gamma_{h}=\{0\}$. Since $\Gamma_{h}=V_{o} V_{c}^{*}=V_{o} J V_{o}^{*}$, it follows that $\operatorname{Ker} V_{o}^{*}=\{0\}$ which is equivalent to the fact that $V_{o}$ has dense range in $L^{2}\left(\mathbf{R}_{+}\right)$.

Let $\left\{\Phi_{t}\right\}_{t \geqslant 0}$ be the semigroup of backward translations on $L^{2}\left(\mathbf{R}_{+}\right),\left(\Phi_{t} f\right)(s)=$ $f(s+t), s, t \geqslant 0$. It is easy to see that

$$
\begin{equation*}
V_{o} e^{t A}=\Phi_{t} V_{o} \tag{5.2}
\end{equation*}
$$

Clearly the condition $\int(1 / s) d \varrho(s)<\infty$ means that $c \in$ Range $W^{1 / 2}$.
Let $V_{o}=U_{o} W^{1 / 2}$ be the polar decomposition at $V_{o}$ (see the proof of Theorem 2.1). Since $\operatorname{Ker} \Gamma_{h}=\{0\}$, it follows that $U_{o}$ is unitary. Therefore $c \in \operatorname{Range} V_{o}^{*}$. Let $c=V_{o}^{*} f$, $f \in L^{2}(\mathbf{R})$. Define the operator $F: L^{2}(\mathbf{R}) \rightarrow \mathbf{C}$ by

$$
F \varphi=(\varphi, f)
$$

Then obviously $F V_{o}=C$, where as above $C x=(x, c)$. Therefore by (5.2)

$$
C e^{t A}=F \Phi_{t} V_{o}
$$

and so

$$
e^{t A^{*}} C^{*} C e^{t A}=V_{o}^{*} \Phi_{t}^{*} F^{*} F \Phi_{t} V_{o}
$$

which implies

$$
\int_{\mathbf{R}_{+}} e^{t A^{*}} C^{*} C e^{t A} d t=W=V_{o}^{*}\left(\int_{\mathbf{R}_{+}} \Phi_{t}^{*} F^{*} F \Phi_{t} d t\right) V_{o}
$$

Since $V_{o}=U_{o} W^{1 / 2}$ and $V_{o}^{*}=W^{1 / 2} U_{o}^{*}$, we have

$$
U_{o}^{*}\left(\int_{\mathbf{R}} \Phi_{t}^{*} F^{*} F \Phi_{t} d t\right) U_{o}=I
$$

and bearing in mind that $U_{o}$ is unitary, we obtain

$$
\begin{equation*}
\int_{\mathbf{R}_{+}} \Phi_{t}^{*} F^{*} F \Phi_{t} d t=I \tag{5.3}
\end{equation*}
$$

Consider the function $f_{\tau}, \tau \geqslant 0$, defined by

$$
f_{\tau}(t)= \begin{cases}f(t-\tau), & t \geqslant \tau \\ 0, & t<\tau\end{cases}
$$

and the operators $F_{\tau}: L^{2}(\mathbf{R}) \rightarrow \mathbf{C}$ defined by

$$
F_{\tau} x=\left(x, f_{\tau}\right)
$$

Since $F \Phi_{\tau}=F_{\tau}$, identity (5.3) can be rewritten as

$$
\begin{equation*}
\int_{\mathbf{R}_{+}} F_{\tau}^{*} F_{\tau} d \tau=I \tag{5.4}
\end{equation*}
$$

The operator $F_{\tau}^{*} F_{\tau}$ is the integral operator with kernel $\varkappa_{\tau}(s, t)=f_{\tau}(s) \overline{f_{\tau}(t)}$. We have

$$
\varkappa(s, t) \stackrel{\text { def }}{=} \int_{0}^{\infty} \varkappa_{\tau}(s, t) d \tau=\int_{0}^{\infty} f_{\tau}(s) \overline{f_{\tau}(t)} d \tau=\int_{0}^{\min \{s, t\}} f(s-\tau) \overline{f(t-\tau)} d \tau
$$

hence

$$
|\varkappa(s, t)| \leqslant\|f\|_{2}^{2}
$$

Therefore (5.4) implies that

$$
\begin{equation*}
(\varphi, \psi)=\int_{0}^{\infty} \int_{0}^{\infty} \varkappa(s, t) \varphi(s) \overline{\psi(t)} d s d t \tag{5.5}
\end{equation*}
$$

at least for compactly supported $\varphi$ and $\psi$ in $L^{2}$.
Let now

$$
\varphi(s)=\psi(s)= \begin{cases}1 / \sqrt{\varepsilon}, & 0 \leqslant s \leqslant \varepsilon \\ 0, & s>\varepsilon\end{cases}
$$

Then (5.5) implies that

$$
1=\|\varphi\|_{2}^{2}=(\varphi, \varphi) \leqslant \varepsilon\|\varkappa\|_{\infty} \leqslant \varepsilon\|f\|_{2}^{2}<1
$$

for a sufficiently small $\varepsilon$. The contradiction obtained proves that $\operatorname{Ker} \Gamma_{h} \neq\{0\}$.
Let us show that if $\operatorname{Ker} \Gamma_{h} \neq\{0\}$, then $\int(1 / s) d \varrho(s)<\infty$. It is easy to see that the subspace $K=\left(\operatorname{Ker} \Gamma_{h}\right)^{\perp}$ is invariant under the semigroup of backward translations $\left\{\Phi_{s}\right\}_{s} \geqslant 0$. Let $\Psi_{s} \stackrel{\text { def }}{=} \Phi_{s} \mid \boldsymbol{K}$. Since $\operatorname{Ker} \Gamma_{h}=\operatorname{Ker} V_{o}^{*}$, it follows that $K=\operatorname{clos}$ Range $V_{0}^{*}$ and so by (5.2)

$$
\begin{equation*}
V_{o} e^{t A}=\Psi_{t} V_{o} \tag{5.6}
\end{equation*}
$$

We need the following lemma.

Lemma 5.3. The semigroup $\left\{\Psi_{t}\right\}_{t \geqslant 0}$ has a bounded generator.
Let us first complete the proof of Theorem 5.1 and then prove Lemma 5.3. By Lemma 5.3, $\Psi_{t}=e^{t G}, t \geqslant 0$. It follows from (5.6) that

$$
V_{o} A=G V_{o}
$$

and so

$$
G=V_{o} A V_{o}^{-1}
$$

( $V_{o} A V_{o}^{-1}$ is defined on a dense subset of $\boldsymbol{K}$ and extends by continuity to a bounded operator).

Put

$$
R \stackrel{\text { def }}{=} G+G^{*}=V_{o} A V_{o}^{-1}+\left(V_{o}^{-1}\right)^{*} A^{*} V_{o}^{*}
$$

Multiplying this equality by $V_{o}$ on the right and $V_{o}^{*}$ on the left and bearing in mind that $V_{o}^{*} V_{o}=W$, we obtain

$$
W A+A^{*} W=V_{o}^{*} R V_{o}
$$

On the other hand, we have from (4.6)

$$
W A+A^{*} W=-C^{*} C=-(\cdot, c) c
$$

So $V_{o}^{*} R V_{o}=-C^{*} C$. Hence $c \in \operatorname{Range} V_{o}^{*}$ or, which is equivalent, $c \in \operatorname{Range} W^{1 / 2}$ (see the proof of Theorem 2.1). Clearly the last condition exactly means that

$$
\int \frac{1}{s} d \varrho(s)<\infty
$$

Proof of Lemma 5.3. To show that the generator of our contractive semigroup is bounded, we apply inverse Fourier transformation $\mathcal{F}^{-1}$ which maps $L^{2}\left(\mathbf{R}_{+}\right)$onto the Hardy class $H^{2}=H^{2}\left(\mathbf{C}_{+}\right)$. Put $\check{\Phi}_{s}=\mathcal{F}^{-1} \Phi_{s} \mathcal{F}$ and $\check{\Psi}_{s}=\mathcal{F}^{-1} \Psi_{s} \mathcal{F}$. Then

$$
\check{\Psi}_{s} f=\mathbf{P}_{+} e_{-s} f
$$

where $e_{-s}(t)=e^{-i s t}$ and $\mathbf{P}_{+}$is the orthogonal projection from $L^{2}$ onto $H^{2}$. Clearly

$$
\check{\Psi}_{s}=\check{\Phi}_{s} \mid \check{\boldsymbol{K}}
$$

where $\check{\boldsymbol{K}}=\mathcal{F}^{-1} \boldsymbol{K}$.
Obviously $\check{K}$ is an invariant subspace of the semigroup $\left\{\check{\Phi}_{s}\right\}_{s} \geqslant 0$ and so by Lax's theorem (see e.g. [N, Chapter XI]) $\check{K}$ has the form $\boldsymbol{K}_{\vartheta}=H^{2} \ominus \vartheta H^{2}$, where $\vartheta$ is an inner function.

Let $\check{G}$ be the generator of the semigroup $\left\{\check{\Psi}_{s}\right\}_{s \geqslant 0}$. It is sufficient to show that $\check{G}$ is bounded. To this end we consider its Cayley transform $T=(\breve{G}+I)(\breve{G}-I)^{-1}$ which is called the cogenerator of the semigroup $\left\{\check{\Psi}_{s}\right\}_{s \geqslant 0}$. Since $\breve{G}=(T+I)(T-I)^{-1}$, it is sufficient to show that $1 \notin \sigma(T)$.

The cogenerator $T$ can be found easily. According to a theorem by Sz.-Nagy and Foias, see [SF, Chapter III, Theorem 8.1], the cogenerator $T$ of a semigroup of contractions $\{T(s)\}_{s \geqslant 0}$ is given by

$$
T=\lim _{s \rightarrow 0+} \varphi_{s}(T(s))
$$

where

$$
\varphi_{s}(\lambda)=\frac{\lambda-1+s}{\lambda-1-s}
$$

Taking into account that

$$
\varphi\left(\check{\Psi}_{s}\right) f=\mathbf{P}_{+} \varphi\left(e_{-s}\right) f, \quad f \in \boldsymbol{K}_{\vartheta}
$$

we can conclude that the cogenerator $T$ of the semigroup $\check{\Psi}_{s}$ is given by the formula

$$
T f=\mathbf{P}_{+} \varphi f, \quad f \in \boldsymbol{K}_{\vartheta}
$$

where $\varphi(t)=\lim _{s \rightarrow 0+} \varphi_{s}\left(e^{-i s t}\right)=(s+i) /(s-i)$.
Let $\omega$ be the conformal map of the unit disc $\mathbf{D}$ onto the half-plane $\mathbf{C}_{+}$defined by

$$
\omega(z)=i \frac{1+z}{1-z}
$$

Let $\tilde{\vartheta} \stackrel{\text { def }}{=} \vartheta \circ \omega$. Note that $\tilde{\vartheta}$ is an inner function in $H^{\infty}(\mathbf{D})$. Then the unitary operator $\mathcal{U}$,

$$
(\mathcal{U} f)(t)=\pi^{1 / 2} \frac{1}{t+i} f \circ \omega^{-1}=\pi^{1 / 2} \frac{1}{t+i} f\left(\frac{t-i}{t+i}\right), \quad t \in \mathbf{R}
$$

maps unitarily $H^{2}(\mathbf{D})$ onto $H^{2}\left(\mathbf{C}_{+}\right)$and $\boldsymbol{K}_{\tilde{\vartheta}}$ onto $\boldsymbol{K}_{\vartheta}$, and moreover $\mathcal{U}^{-1} T \mathcal{U} f=S^{*} \mid \boldsymbol{K}_{\tilde{\vartheta}}$, where $S^{*}$ is backward shift,

$$
S^{*} f=\mathbf{P}_{+} \bar{z} f(z)=\frac{f-f(0)}{z}, \quad f \in H^{2}
$$

So, $T$ is unitarily equivalent to $S^{*} \mid \boldsymbol{K}_{\tilde{\vartheta}}$.
To complete the proof we need the notion of the spectrum of an inner function. Let $\tau$ be an inner function. Then $\tau=\alpha B s$, where $\alpha \in \mathbf{C},|\alpha|=1, B$ is a Blaschke product with zero set $\Lambda$ and $s$ is a singular function, i.e.

$$
s(z)=\exp \left(-\int_{\mathbf{T}} \frac{\zeta+z}{\zeta-z} d \lambda(\zeta)\right)
$$

for some positive measure $\lambda$ which is singular with respect to Lebesgue measure. The spectrum $\sigma(\tau)$ of $\tau$ is by definition clos $\Lambda \cup \operatorname{supp} \lambda$.

It is well known (see [N, Chapter III]) that the spectrum of $S^{*} \mid\left(H^{2} \ominus \tau H^{2}\right)$ is equal to $\overline{\sigma(\tau)}$. Therefore in our case $\sigma(T)=\overline{\sigma(\tilde{\vartheta})}$.

If $\vartheta$ is an inner function in $\mathbf{C}_{+}$, we put by definition $\sigma(\vartheta)=\omega(\sigma(\tilde{\vartheta}))$, the spectrum of $\vartheta$. Note that $\sigma(\vartheta)$ can contain $\infty$ (this happens if and only if $1 \in \sigma(\tilde{\vartheta})$ ).

Let us prove that $\sigma(\vartheta) \subset-i \overline{\sigma(A)}$ which would imply that $\sigma(\vartheta)$ is bounded and since

$$
\sigma(T)=\overline{\sigma(\tilde{\vartheta})}=\omega^{-1}(\sigma(\vartheta))
$$

it would follow that $1 \notin \sigma(T)$ and so $G$ is bounded.
To this end we need the notion of pseudocontinuation. Recall (see [ N, Lecture II]) that a function $f \in H^{p}\left(\mathbf{C}_{+}\right), 1 \leqslant p \leqslant \infty$, is said to have a meromorphic psedocontinuation (or simply, pseudocontinuation) if there exists a meromorphic function $g$ of Nevanlinna class $\mathcal{N}\left(\mathbf{C}_{-}\right)$in $\mathbf{C}_{-}\left(\mathcal{N}\left(\mathbf{C}_{-}\right) \stackrel{\text { def }}{=}\left\{g=g_{1} / g_{2}: g_{1}, g_{2} \in H^{\infty}\left(\mathbf{C}_{-}\right)\right\}\right)$such that the boundary values of $g$ coincide with the boundary values of $f$ almost everywhere on $\mathbf{R}$. Such a function $g$ is called a pseudocontinuation of $f$.

Each inner function $\vartheta$ a can be extended to $\mathbf{C}_{-}$by

$$
\vartheta(\zeta)=1 / \overline{\vartheta(\bar{\zeta})}, \quad \zeta \in \mathbf{C}_{-}
$$

Such an extension is a meromorphic function with poles at the points conjugate to the zeroes of $\vartheta$ in $\mathbf{C}_{+}$, and clearly it belongs to $\mathcal{N}\left(\mathbf{C}_{-}\right)$. It is also easy to see that this extension has non-tangential boundary values almost everywhere and those boundary values coincide a.e. with $\vartheta$ on $\mathbf{R}$, that is, each inner function has a pseudocontinuation.

A function $f \in H^{2}\left(\mathbf{C}_{+}\right)$belongs to $\boldsymbol{K}_{\vartheta}$ if and only if $f / \vartheta \in H^{2}\left(\mathbf{C}_{-}\right)$. Since $H^{2}\left(\mathbf{C}_{-}\right) \subset$ $\mathcal{N}\left(\mathbf{C}_{-}\right)$, it is easy to see that if $f \in \boldsymbol{K}_{\vartheta}$, then $f=(f / \vartheta) \vartheta$ has a pseudocontinuation.

We need the following well known facts:
(i) if a function $f \in H^{2}\left(\mathbf{C}_{+}\right)$has a pseudocontinuation and it extends analytically across an interval $I \subset \mathbf{R}$, then its extension coincides with its meromorphic pseudocontinuation;
(ii) if $\vartheta$ is an inner function such that $\mathbf{R} \not \subset \sigma(\vartheta)$, then $\vartheta$ extends analytically to $\mathbf{C} \backslash \overline{\sigma(\vartheta)}$;
(iii) if $\mathbf{R} \not \subset \sigma(\vartheta)$ and $f \in \boldsymbol{K}_{\boldsymbol{\vartheta}}$, then $f$ extends analytically to $\mathbf{C} \backslash \overline{\sigma(\vartheta)}$.

The proofs of (i)-(iii) for $H^{p}$ functions on the unit disc can be found in [ N , Lectures II, III]. It is easy to see that the case of functions in $\mathbf{C}_{+}$reduces easily to the case of the unit disc.

Now we are in a position to prove that $\sigma(\vartheta) \subset-i \overline{\sigma(A)}$. To do that we need the following lemma. Let $\widehat{\mathbf{C}}$ denote the Riemann sphere $\widehat{\mathbf{C}}=\mathbf{C} \cup\{\infty\}$. Till the end of the section we assume that a function $f \in \boldsymbol{K}_{\vartheta}$ is extended to $\mathbf{C}_{-}$as a meromorphic function.

Lemma 5.4. Let $\vartheta$ be an inner function in $\mathbf{C}_{+}$and let $\sigma$ be a closed subset of its spectrum $\sigma(\vartheta), \sigma \neq \sigma(\vartheta)$. Then there exists a non-trivial inner divisor $\vartheta_{1}$ of $\vartheta$ (i.e. $\left.\vartheta / \vartheta_{1} \neq \mathrm{const}\right)$ such that every function $f \in \boldsymbol{K}_{\vartheta}$, which extends analytically to $\widehat{\mathbf{C}} \backslash \bar{\sigma}$, belongs to $\boldsymbol{K}_{\boldsymbol{\vartheta}_{1}}$.

Let us first complete the proof of Lemma 5.3. Assume that $\sigma(\vartheta) \not \subset-i \overline{\sigma(A)}$. Put $\sigma=\sigma(\vartheta) \cap-i \overline{\sigma(A)}$. Let $\vartheta_{1}$ be an inner function whose existence follows from Lemma 5.4. Consider an arbitrary $f=\mathcal{F}^{-1} V_{o} x, x \in \mathcal{K}$. Since

$$
\begin{equation*}
\left(\mathcal{F}^{-1} V_{o} x\right)(s)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbf{R}_{+}} C e^{t A} x e^{i s t} d t=\frac{1}{\sqrt{2 \pi}}\left((A+i s I)^{-1} x, c\right), \quad \operatorname{Im} s>0 \tag{5.7}
\end{equation*}
$$

the function $f$ extends analytically outside the set $i \sigma(A)$. On the other hand, $f \in \boldsymbol{K}_{\vartheta}$ and and by (iii) it extends analytically to $\mathbf{C} \backslash \overline{\sigma(\vartheta)}$. Therefore $f$ extends analytically to $\widehat{\mathbf{C}} \backslash \bar{\sigma}$. By Lemma $5.4, f \in \boldsymbol{K}_{\vartheta_{1}}$ and since $\left\{\mathcal{F}^{-1} V_{o} x: x \in \mathcal{K}\right\}$ is dense in $\boldsymbol{K}_{\vartheta}$, it follows that $\boldsymbol{K}_{\vartheta} \subset \boldsymbol{K}_{\vartheta_{1}}$ which contradicts the fact that $\vartheta_{1}$ is a non-trivial inner divisor of $\vartheta$. So $\sigma(\vartheta) \subset-i \overline{\sigma(A)}$ and as we have already noted, this implies the boundedness of $G$.

Remark. It can be shown that $\sigma(T)=\overline{\sigma(\tilde{\vartheta})}=\omega^{-1}(-i \overline{\sigma(A)})$ and $\sigma(T)$ must be symmetric about the real line: $\sigma(T)=\overline{\sigma(T)}$. Thus $\sigma(A)$ must be symmetric too: $\sigma(A)=\sigma\left(A^{*}\right)$.

Proof of Lemma 5.4. Note that $g \in \boldsymbol{K}_{\vartheta}$ if and only if $g \in H^{2}\left(\mathbf{C}_{+}\right)$and $g / \vartheta \in H^{2}\left(\mathbf{C}_{-}\right)$.
Consider first the simplest case. Suppose that there exists a point $\lambda$ in $\mathbf{C}_{+}$such that $\lambda \in \sigma(\vartheta) \backslash \sigma$. Then we can define $\vartheta_{1}$ as $\vartheta_{1}=\vartheta / b_{\lambda}$, where $b_{\lambda}(z)=(z-\lambda) /(z-\bar{\lambda})$ is a Blaschke factor.

Suppose that $f \in H^{2}\left(\mathbf{C}_{+}\right), f / \vartheta \in H_{-}^{2}$ and $f$ extends analytically to $\bar{\lambda}$. Since the pseudocontinuation of $\vartheta$ has a pole at $\bar{\lambda}$, it follows that $(f / \vartheta)(\bar{\lambda})=0$. The function $1 / b_{\lambda}$ in $C_{-}$can be considered as a Blaschke factor with zero at $\bar{\lambda}$. Since the function $f / \vartheta$ belongs to $H^{2}\left(\mathbf{C}_{-}\right)$and vanishes at $\bar{\lambda}$, it follows that $1 / b_{\lambda}$ is a divisor of $f / \vartheta$ and so $f / \vartheta_{1}=b_{\lambda} f / \vartheta \in H^{2}\left(\mathbf{C}_{-}\right)$, which means that $f \in \boldsymbol{K}_{\vartheta_{1}}$.

Suppose now that $\mathbf{C}_{+} \cap(\sigma(\vartheta) \backslash \sigma)=\varnothing$. Put $\widehat{\mathbf{R}} \stackrel{\text { def }}{=} \mathbf{R} \cup\{\infty\}$. Then there exists an open connected set $I$ in $\widehat{\mathbf{R}}$ such that $I \cap \sigma(\vartheta) \neq \varnothing$ and $I$ is separated from $\sigma$.

Let $\tau$ be a nontrivial inner divisor of $\vartheta$ whose spectrum is contained in $I$ and let $\vartheta_{1}=\vartheta / \tau$. Let us prove that $\vartheta_{1}$ satisfies the conclusion of the lemma.

Let $f$ be a function in $\boldsymbol{K}_{\vartheta}$ which extends analytically to $\mathbf{C} \backslash \sigma$ and so $f$ is holomorphic in a neighbourhood of clos $I$. Since $f \in \mathcal{N}\left(\mathbf{C}_{-}\right), f$ can be represented as $f=g_{1} / g_{2}$, where $g_{1}, g_{2} \in H^{\infty}\left(\mathbf{C}_{-}\right)$and $g_{1}$ and $g_{2}$ have no nontrivial common inner factor. We need the following fact.

Lemma 5.5. Let $\varphi_{1}$ and $\varphi_{2}$ be bounded analytic functions in $\mathbf{D}$ which have no common inner factor. If $\varphi_{1} / \varphi_{2}$ extends analytically to a neighbourhood of a closed arc $J$ in $\mathbf{T}$, then the spectra of the inner components of $\varphi_{1}$ and $\varphi_{2}$ are separated from $J$.

Let us first complete the proof of Lemma 5.4. Applying the conformal map from $\mathbf{C}_{\sim}$ onto $\mathbf{D}$, we find from Lemma 5.5 that the spectra of the inner components of $g_{1}$ and $g_{2}$ are separated from $I$.

Let $\vartheta^{\#}$ and $\tau^{\#}$ be the inner functions in $\mathbf{C}_{-}$defined by $\vartheta^{\#}(z)=\overline{\vartheta(\bar{\zeta})}, \tau^{\#}(z)=\overline{\tau(\bar{\zeta})}$, $\zeta \in \mathbf{C}_{-}$. We have $f / \vartheta \in H^{2}\left(\mathbf{C}_{-}\right)$and $(f / \vartheta)(\zeta)=f(z) \vartheta^{\#}(\zeta), \zeta \in \mathbf{C}_{-}$. Since the spectrum of the inner factor of $g_{2}$ is separated from $I$, it is easy to see that $\tau^{\#}$ is a divisor of $g_{1}$. It follows that the function $f \vartheta^{\#} / \tau^{\#}$ in $\mathbf{C}_{-}$belongs to $H^{2}$. Clearly the boundary values of this function coincide with $\varphi / \vartheta_{1}$ which completes the proof.

It remains to prove Lemma 5.5 which is familiar to experts though we were unable to find a reference. The following simple proof is due to D. Marshall.

Proof of Lemma 5.5. By dividing $\varphi_{1}$ by a polynomial we can assume that $\varphi_{1}$ has no zeroes in a neighbourhood of $J$. Clearly the zeroes of $\varphi_{1}$ and $\varphi_{2}$ are separated from $J$. So we can divide $\varphi_{1}$ and $\varphi_{2}$ by the corresponding Blaschke products and reduce the situation to the case when $\varphi_{1}$ and $\varphi_{2}$ have no zeroes in $\mathbf{D}$. Then $\log \left|\varphi_{1} / \varphi_{2}\right|$ is the Poisson integral of a real measure $\nu$ on $\mathbf{T}$. Clearly $\nu$ is the weak limit of $\nu_{r}$ as $r \rightarrow 1$, where $d \nu_{r}(\zeta)=\log \left|\varphi_{1}(r \zeta) / \varphi_{2}(r \zeta)\right| d m(\zeta)$. Since $\log \left|\varphi_{1} / \varphi_{2}\right|$ is smooth in a neighbourhood of $J$, it follows that the restrictions of $\nu_{r}$ to $J$ converge in the norm to the restriction of $\nu$ to $J$ and so $\nu$ is absolutely continuous on $J$ which means that the singular measures of the inner components of $\varphi_{1}$ and $\varphi_{2}$ are supported outside $J$.

## II.6. Exercises in measure theory

The aim of this section is to prove Lemmas 4.1 and 5.2 . They will be proved if we establish the following facts:

Let $\varrho$ be a finite positive Borel measure on $[0, a], a>0$, which has no mass at 0 and let $\sigma_{+}$and $\sigma_{-}$be disjoint sets such that $\sigma_{+} \cup \sigma_{-}=\operatorname{supp} \varrho$. Then there exists a weight $w \in L^{1}(\varrho)$ which is positive $\varrho$-a.e. and such that the measure $\tilde{\varrho}, d \tilde{\varrho}=w d \varrho$, satisfies:
(a) the integral operator $A_{0}$ on $L^{2}(\tilde{\varrho})$ with kernel (4.2) is Hilbert-Schmidt;
(b) if $0 \in \operatorname{supp} \varrho$, then we can find a $w$ so that, in addition to (a), $\int(1 / s) d \tilde{\varrho}(s)=\infty$.

Proof. We begin with (a). In the case when one of the sets $\sigma_{+}, \sigma_{-}$is empty the result is trivial. Assume that both $\sigma_{+}$and $\sigma_{-}$have positive measure. Let $\sigma_{+}^{(n)}$ and $\sigma_{-}^{(n)}$ be compact subsets of $\sigma_{+}$and $\sigma_{-}$such that $\sigma_{+}^{(n)} \subset \sigma_{+}^{(n+1)}, \sigma_{-}^{(n)} \subset \sigma_{-}^{(n+1)}, n \geqslant n+1$, and

$$
\lim _{n \rightarrow \infty} \varrho\left(\sigma_{+} \backslash \sigma_{+}^{(n)}\right)=\lim _{n \rightarrow \infty} \varrho\left(\sigma_{-} \backslash \sigma_{-}^{(n)}\right)=0
$$

Clearly the restriction of $k$ to $\left(\sigma_{+}^{(n)} \cup \sigma_{-}^{(n)}\right) \times\left(\sigma_{+}^{(n)} \cup \sigma_{-}^{(n)}\right)$ is bounded.

Suppose we have already defined $w$ on $\sigma_{+}^{(n)} \cup \sigma_{-}^{(n)}$. Let us define it on $\sigma_{+}^{(n+1)} \cup \sigma_{-}^{(n+1)}$. We can easily do that so that

$$
\iint_{\Delta_{n}}(k(s, t))^{2} d \tilde{\varrho}(s) d \tilde{\varrho}(t)<\frac{1}{2^{n}}
$$

where $\Delta_{n}=\left(\sigma_{+}^{(n+1)} \cup \sigma_{-}^{(n+1)}\right) \times\left(\sigma_{+}^{(n+1)} \cup \sigma_{-}^{(n+1)}\right) \backslash\left(\sigma_{+}^{(n)} \cup \sigma_{-}^{(n)}\right) \times\left(\sigma_{+}^{(n)} \cup \sigma_{-}^{(n)}\right), d \tilde{\varrho}=w d \varrho$ and $w$ is positive a.e. on $\Delta_{n}$. Doing in this way, define $w$ on supp $\varrho$. Clearly the measure $\tilde{\varrho}$, $d \tilde{\varrho}=w d \mu$, satisfies (a). The above reasoning was suggested by Svante Janson.

To prove (b) we consider first the simplest case when one of the sets $\sigma_{+}, \sigma_{-}$is empty and so $k(s, t)=-1 /(s+t)$. Without loss of generality we can assume that supp $\varrho \subset[0,1]$.

Let $\delta_{n}=\left(2^{-n}, 2^{-n+1}\right], n \geqslant 1$. Consider the increasing sequence $\left\{n_{j}\right\}_{j \geqslant 1}$ of integers such that $\varrho\left(\delta_{n_{j}}\right)>0$ and $\varrho\left(\delta_{n}\right)=0$ if $n \neq n_{j}$ for any $j$. Since $0 \in \operatorname{supp} \varrho$, the sequence $\left\{n_{j}\right\}_{j \geqslant 1}$ is infinite. We define the weight $w$ by

$$
\begin{equation*}
w(s)=\frac{2^{-n_{j}}}{\varrho\left(\delta_{n_{j}}\right) j \log (j+1)}, \quad s \in \delta_{n_{j}} . \tag{6.1}
\end{equation*}
$$

Then

$$
\begin{aligned}
\int_{0}^{1} \frac{w(s) d \varrho(s)}{s} & =\sum_{j \geqslant 1} \int_{\delta_{n_{j}}} \frac{w(s) d \varrho(s)}{s} \\
& =\sum_{j \geqslant 1} \frac{2^{-n_{j}}}{\varrho\left(\delta_{n_{j}}\right) j \log (j+1)} \int_{\delta_{n_{j}}} \frac{d \varrho(s)}{s} \\
& \geqslant \sum_{j \geqslant 1} \frac{2^{-n_{j}}}{\varrho\left(\delta_{n_{j}}\right) j \log (j+1)} \varrho\left(\delta_{n_{j}}\right) \cdot 2^{n_{j}-1}=\frac{1}{2} \sum_{j \geqslant 1} \frac{1}{j \log (j+1)}=\infty .
\end{aligned}
$$

So

$$
\int_{0}^{1} \frac{d \tilde{\varrho}(s)}{s}=\infty
$$

On the other hand,

$$
\begin{aligned}
\iint & (k(s, t))^{2} d \tilde{\varrho}(s) d \tilde{\varrho}(t)=\sum_{j, r \geqslant 1} \int_{\delta_{n_{j}}} \int_{\delta_{n_{r}}} \frac{w(s) w(t)}{(s+t)^{2}} d \varrho(s) d \varrho(t) \\
& \leqslant 2 \sum_{1 \leqslant j<\infty, r \leqslant j} \frac{1}{\varrho\left(\delta_{n_{j}}\right) \varrho\left(\delta_{n_{r}}\right) j \log (j+1) r \log (r+1)} \\
& \quad \times \int_{\delta_{n_{j}}} \int_{\delta_{n_{r}}} \frac{2^{-n_{j}} 2^{-n_{r}}}{\left(2^{-n_{j}}+2^{-n_{r}}\right)^{2}} d \varrho(s) d \varrho(t) \\
& \leqslant 2 \sum_{1 \leqslant j<\infty, r \leqslant j} \frac{1}{\varrho\left(\delta_{n_{j}}\right) \varrho\left(\delta_{n_{r}}\right) j \log (j+1) r \log (r+1)} \cdot 2^{n_{r}} \cdot 2^{-n_{j}} \varrho\left(\delta_{n_{j}}\right) \varrho\left(\delta_{n_{r}}\right) \\
& =2 \sum_{1 \leqslant j<\infty} \sum_{1 \leqslant r \leqslant j} \frac{2^{n_{r}} 2^{-n_{j}}}{j \log (j+1) r \log (r+1)} .
\end{aligned}
$$

Since

$$
\sum_{r=1}^{j} \frac{2^{n_{r}}}{r \log (r+1)} \leqslant \frac{2^{n_{j}}}{\log (j+1)}
$$

we have

$$
\iint(k(s, t))^{2} d \tilde{\varrho}(s) d \tilde{\varrho}(t) \leqslant 2 \sum_{j=1}^{\infty} \frac{1}{j \log ^{2}(j+1)}<\infty
$$

Consider now the general case. Since $0 \in \operatorname{supp} \varrho, 0$ is an accumulation point of either $\sigma_{+}$or $\sigma_{-}$. To be definite, assume that 0 is an accumulation point of $\sigma_{+}$. Then we can consider the sets $\delta_{n}=\left(2^{-n}, 2^{-n+1}\right\} \cap \sigma_{+}$, the increasing sequence $\left\{n_{j}\right\}_{j \geqslant 1}$ such that $\varrho\left(\delta_{n_{j}}\right)>0$ and $\varrho\left(\delta_{n}\right)=0$ if $n \neq n_{j}$ for any $j$. We can define $w$ on $\delta_{n_{j}}$ as in (6.1). It follows from the above reasonings that

$$
\int_{\sigma_{+}} \frac{w(s) d \varrho(s)}{s}=\infty
$$

and

$$
\int_{\sigma_{+}} \int_{\sigma_{+}}(k(s, t))^{2} d \tilde{\varrho}(s) d \tilde{\varrho}(t)<\infty
$$

We can now define $w$ inductively on $\left(2^{-n_{j}}, 2^{-n_{j-1}}\right] \cap \sigma_{-}$to be so small that

$$
\begin{aligned}
\int_{2^{-n_{j}}}^{1} \int_{2^{-n_{j}}}^{1}(k(s, t))^{2} w(s) w(t) d \varrho(s) & d \varrho(t) \\
& \leqslant 2\left(1-2^{-j}\right) \int_{\Delta_{j}} \int_{\Delta_{j}}(k(s, t))^{2} w(s) w(t) d \varrho(s) d \varrho(t)
\end{aligned}
$$

where $\Delta_{j}=\sigma_{+} \cap\left(2^{-n_{j}}, 1\right]$. Obviously this can easily be done.

## II.7. Positive Hankel operators with multiple spectrum

Here we prove that no positive Hankel operator with multiple spectrum (i.e. the set $\{t>0: \nu(t)>1\}$ has positive measure) can be realized by a balanced realization $\{A, B, C\}$ with one-dimensional input and one-dimensional output. Recall that we consider only systems with bounded $A, B$, and $C$.

THEOREM 7.1. Let $\Gamma$ be a non-negative self-adjoint operator such that $W=$ $\Gamma \mid(\operatorname{Ker} \Gamma)^{\perp}$ has multiple spectrum. Then there exists no balanced system $\{A, B, C\}$ with one-dimensional input and one-dimensional output such that $\Gamma_{h} \mid\left(\operatorname{Ker} \Gamma_{h}\right)^{\perp}$ is unitarily equivalent to $W$.

Recall that $\Gamma_{h}$ is the Hankel operator associated with $\{A, B, C\}$.

Theorem 7.1 shows that not all self-adjoint Hankel operators (even up to unitary equivalence) can be realized by a balanced system with continuous time.

Proof. Suppose that $W$ is unitarily equivalent to $\Gamma_{h} \mid\left(\operatorname{Ker} \Gamma_{h}\right)^{\perp}$ for some balanced system $\{A, B, C\}$. Then by Theorems 2.2 and $2.4, J=I, A=A^{*}, b=c$. We have

$$
W=\int_{0}^{\infty} e^{t A} C^{*} C e^{t A} d t
$$

the integral being convergent in the weak operator topology.
Let us show that $\operatorname{Ker} A=\{0\}$. Indeed if $x \in \operatorname{Ker} A$, then

$$
\int_{0}^{\infty}\left(e^{t A} C^{*} C e^{t A} x, x\right) d t=\int_{0}^{\infty}\left|\left(e^{t A} x, c\right)\right|^{2} d t=\int_{0}^{\infty}|(x, c)|^{2} d t<\infty
$$

so $x \perp e^{t A} c$ and since $c$ is a cyclic vector of $A$, we have $x=0$.
As we have already proved,

$$
\begin{equation*}
A W+W A=-C^{*} C \tag{7.1}
\end{equation*}
$$

(see §II.3). Therefore it follows from Lemma 4.3 that $A \leqslant 0$. Since $\operatorname{Ker} A=\{0\}, A$ is asymptotically stable.

We can now interchange the roles of $A$ and $W$ in (7.1). Since $-W$ is self-adjoint and asymptotically stable, it follows from Theorems 3.1 and 3.2 that $-A$ is a unique solution of the equation

$$
X(-W)+(-W) X=-C^{*} C
$$

and this solution is given by

$$
\begin{equation*}
-A=\int_{0}^{\infty} e^{-t W} C^{*} C e^{-t W} d t \tag{7.2}
\end{equation*}
$$

the integral being convergent in the weak operator topology.
However, it is easy to see from (7.2) that Ker $A=\left(\operatorname{span}\left\{W^{k} c: k \geqslant 0\right\}\right)^{\perp}$ and this subspace is non-trivial since $W$ has multiple spectrum.

Remark. We use the definition of balanced systems with $\operatorname{Ker} W=\{\mathbf{0}\}$. One could think that if we change the definition to admit a non-trivial kernel of $W$, then Theorem 7.1 would not be true anymore. However this is not the case. If we admit $\operatorname{Ker} W \neq\{0\}$ we can consider the space $\mathcal{K}_{1}=(\operatorname{Ker} W)^{\perp}$. Since

$$
W=\int_{0}^{\infty} e^{t A^{*}} C^{*} C e^{t A} d t=\int_{0}^{\infty} e^{t A} B B^{*} e^{t A^{*}} d t
$$

it follows that

$$
\mathcal{K}_{1}=(\operatorname{Ker} W)^{\perp}=\operatorname{span}\left\{A^{n} b: n \geqslant 0\right\}=\operatorname{span}\left\{\left(A^{*}\right)^{n} c: n \geqslant 0\right\}
$$

so $\mathcal{K}_{1}$ is a reducing subspace for $A$ and $b, c \in \mathcal{K}_{1}$. Therefore if we consider the operators $A_{1}=P_{\mathcal{K}_{1}} A \mid \mathcal{K}_{1}$ and $W_{1}=W \mid \mathcal{K}_{1}$, then $\left(e^{t A} b, c\right)=\left(e^{t A_{1}} b, c\right)$, so the Hankel operator of the systems $\{A, b, c\}$ and $\left\{A_{1}, b, c\right\}$ coincide. But $\operatorname{Ker} W_{1}=\{0\}$ and we arrive at our original definition.

## III. Balanced realizations with discrete time

The main aim of this chapter is to prove that if a bounded self-adjoint operator satisfies the conditions (C1)-(C3) in the Introduction, then it is unitarily equivalent to a Hankel operator. To construct such a Hankel operator we use linear dynamical systems with discrete time.

The idea of the method can be described briefly as follows. Let $\Gamma$ be a Hankel operator and let $S$ be the shift operator. Then the operator $\Lambda=S^{*} \Gamma$ satisfies the equality

$$
\Gamma^{2}-\Lambda^{2}=(\cdot, p) p
$$

where $p=\Gamma e_{0}$ and $e_{0}$ is the first basis vector in the basis in which $\Gamma$ has a Hankel matrix.
Suppose now that $\Gamma$ is a self-adjoint operator that satisfies the conditions (C1)-(C3). Assume here for simplicity that $\operatorname{Ker} \Gamma=\{0\}$. The problem is to find a vector $p$ in Range $\Gamma$ such that $\Gamma^{2}-(\cdot, p) p \geqslant 0$ and to find a self-adjoint operator $\Lambda$ such that $\Lambda^{2}=\Gamma^{2}-(\cdot, p) p$. Then we can define a contraction $T$ by $\Lambda=T \Gamma$. It is easy to choose a vector $p$ so that $T^{*}$ be an isometry. It can also be seen that $\operatorname{Ker} T$ is one-dimensional. If we could prove that $T^{*}$ is unitarily equivalent to the shift operator, then it would follow from the equality $T \Gamma=\Gamma T^{*}$ that $\Gamma$ is unitarily equivalent to a Hankel operator (see the Introduction). Clearly $T$ is unitarily equivalent to $S^{*}$ if and only if

$$
\left\|T^{n} x\right\| \rightarrow 0
$$

for any vector $x$. However the verification of the above property (the asymptotic stability of $T$ ) is the most difficult problem. We reduce it to the verification of the asymptotic stability of another auxiliary operator. The last problem is much simpler since the auxiliary operator has a sparse spectrum on the unit circle.

In §III. 1 we introduce linear dynamical systems with discrete time and associate with each such system a Hankel operator. In §III. 2 for a given operator $\Gamma$ we construct a linear system and we show that if the state space operator $T$ of that system is asymptotically
stable ( $T^{*}$ is an isometry if $\operatorname{Ker} \Gamma=\{\mathbf{0}\}$ ) then the Hankel operator associated with the system is unitarily equivalent to $\Gamma$. Such systems are called output normal. As we have already mentioned, it is very difficult to verify the asymptotic stability of $T$. In §III. 3 we construct another linear system and show that if $T$ is asymptotically stable then it gives another (balanced) realization of the same Hankel operator and we reduce the verification of the asymptotic stability of $T$ to that of the state-space operator of the system constructed. In $\S \S$ III.4-III. 9 we choose parameters and prove the asymptotic stability by using the Sz.-Nagy-Foias stability test. Note that in our construction we use essentially the Kato-Rosenblum theorem which claims that the absolutely continuous spectrum is stable under trace class perturbations. In §III. 10 we discuss connections of our results with another theorem in perturbation theory (the Aronszajn-Donoghue theorem) that describes the behavior of the singular spectrum under rank one perturbations.

## III.1. Hankel operators and linear systems

Linear systems with discrete time can be defined by analogy with linear systems with continuous time. Let $\mathcal{K}$ be a Hilbert space (the state space of the system), $B: \mathbf{C} \rightarrow \mathcal{K}$, $C: \mathcal{K} \rightarrow \mathbf{C}$ bounded linear operators,

$$
B u=u b, u \in \mathbf{C}, \quad C x=(x, c), x \in \mathcal{K},
$$

where $b, c \in \mathcal{K}$. Consider the dynamical system $\{A, B, C\}$ with one-dimensional input and one-dimensional output:

$$
\left\{\begin{array}{l}
x_{n+1}=A x_{n}+B u_{n}  \tag{1.1}\\
y_{n}=C x_{n}
\end{array}\right.
$$

In what follows we shall also denote the system (1.1) by $\{A, b, c\}$.
One can associate with the system (1.1) the formal Hankel operator $\Gamma_{\alpha}$ with the matrix

$$
\left\{\alpha_{j+k}\right\}_{j, k \geqslant 0}, \quad \alpha_{j}=\left(A^{j} b, c\right), j \geqslant 0 .
$$

In general $\Gamma_{\alpha}$ need not be bounded on $l^{2}$. However we shall see later that in many important cases it is bounded.

The operator $\Gamma_{\alpha}$ is an analogue of the operator $\Gamma_{h}$ introduced in Chapter II for systems with continuous time. In the case $\sup _{n>0}\left\|A^{n}\right\|<\infty$ it is related to the system (1.1) in the following way. Let $v=\left\{v_{n}\right\}_{n \geqslant 0} \in l^{2}$. Consider the sequence $u=\left\{u_{n}\right\}_{n \in \mathbf{Z}}$ defined by

$$
u_{n}= \begin{cases}v_{-1-n}, & n<0, \\ 0, & n \geqslant 0 .\end{cases}
$$

Then (as in the case of continuous time) under the initial condition $\lim _{n \rightarrow-\infty} x_{n}=\mathbf{0}$ the output $y$ of the system (1.1) with input $u$ satisfies

$$
y_{n}=\left\{\Gamma_{\alpha} v\right\}_{n}, \quad n \geqslant 0 .
$$

As in the case of continuous time the system (1.1) is called controllable if $\operatorname{span}\left\{A^{n} b:\right.$ $n \geqslant 0\}=\mathcal{K}$ and observable if $\operatorname{span}\left\{A^{* n} c: n \geqslant 0\right\}=\mathcal{K}$. It is called minimal if it is both controllable and observable.

The controllability and observability Gramians are defined by

$$
\begin{align*}
& W_{c}=\sum_{j=0}^{\infty} A^{j} B B^{*}\left(A^{*}\right)^{j}  \tag{1.2}\\
& W_{o}=\sum_{j=0}^{\infty}\left(A^{*}\right)^{j} C^{*} C A^{j} \tag{1.3}
\end{align*}
$$

if the series converge in the weak operator topology. In this case the system is controllable (observable) if and only if $\operatorname{Ker} W_{c}=\{0\}\left(\operatorname{Ker} W_{o}=\{0\}\right)$.

A minimal system is called balanced if the series (1.2)-(1.3) converge and $W_{c}=W_{o}$. We shall also consider the so-called output normal systems, i.e. the systems for which the series (1.2)-(1.3) converge and $W_{o}=I$.

The main result of this chapter is the following theorem which together with Theorem 1.1 of Chapter I gives a complete solution of the problem of the description of self-adjoint operators which are unitarily equivalent to a Hankel operator and proves Theorem 1 in the Introduction.

Theorem 1.1. Let $\Gamma$ be a self-adjoint operator on Hilbert space which satisfies the conditions ( C 1$),(\mathrm{C} 2)$, and (C3) in the Introduction. Then there exists a balanced system $\{A, b, c\}$ with one-dimensional output and one-dimensional input such that the Hankel operator $\Gamma_{\alpha}$ associated with the system is unitarily equivalent to $\Gamma$.

The proof of Theorem 1.1 will be given in §III.8.

## III.2. Output normal realizations of Hankel operators

In this section for a given self-adjoint operator we construct a linear system and prove that if the state space operator is asymptotically stable then the Hankel operator associated with the system is unitarily equivalent to the operator in question. Moreover the system constructed is output normal. The main difficulty however consists in the verification of the asymptotic stability.

Let $R$ be a self-adjoint operator on a Hilbert space $\mathcal{K}$ with trivial kernel and let $q$ be a vector in $\mathcal{K}$ such that $\|q\| \leqslant 1$. Then $R^{2}-(\cdot, p) p \geqslant 0$, where $p=R q$. Let $\Lambda$ be a self-adjoint operator such that

$$
\begin{equation*}
R^{2}=\Lambda^{2}+(\cdot, p) p \tag{2.1}
\end{equation*}
$$

Clearly $\Lambda^{2} \leqslant R^{2}$ and so by the Douglas lemma (see [D1]) there exists a contraction $T$ (which is unique because of the fact that $\operatorname{Ker} R=\{0\}$ ) such that $T R=\Lambda$.

Consider now the dynamical system $\{T, p, q\}$. As above $\alpha_{j}=\left(T^{j} p, q\right), j \geqslant 0$, and $\Gamma_{\alpha}$ is the Hankel operator with matrix $\left\{\alpha_{j+k}\right\}_{j, k \geqslant 0}$.

We shall call $T$ asymptotically stable if $\left\|T^{n} x\right\| \rightarrow 0$ as $n \rightarrow \infty$ for any $x \in \mathcal{K}$.
Theorem 2.1. Suppose that $T$ is asymptotically stable. Then
(i) the system $\{T, p, q\}$ is output normal;
(ii) $R$ is unitarily equivalent to $\Gamma_{\alpha} \mid\left(\operatorname{Ker} \Gamma_{\alpha}\right)^{\perp}$;
(iii) $\operatorname{Ker} \Gamma_{\alpha}=\{0\}$ if and only if $\|q\|=1$ and $q \notin$ Range $R$.

Proof. It follows from (2.1) and the definition of $T$ that

$$
R^{2}=R T^{*} T R+(\cdot, R q) R q
$$

and since $\operatorname{Ker} R=\{0\}$, we obtain

$$
\begin{equation*}
I=T^{*} T+(\cdot, q) q \tag{2.2}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\|x\|^{2}=\|T x\|^{2}+|(x, q)|^{2}, \quad x \in \mathcal{K} . \tag{2.3}
\end{equation*}
$$

If we apply (2.3) to $T x$ and use the fact that $T$ is asymptotically stable, we obtain

$$
\|x\|^{2}=\sum_{j=0}^{\infty}\left|\left(T^{j} x, q\right)\right|^{2}, \quad x \in \mathcal{K}
$$

which means that the operator $V: \mathcal{K} \rightarrow l^{2}$ defined by

$$
\begin{equation*}
V x=\left((x, q),(T x, q),\left(T^{2} x, q\right), \ldots\right) \tag{2.4}
\end{equation*}
$$

is an isometry. It is easy to see that the Hankel operator $\Gamma_{\alpha}$ associated with the system satisfies the equality $\Gamma_{\alpha}=V R V^{*}$. Indeed

$$
\begin{equation*}
V^{*}\left\{y_{j}\right\}_{j \geqslant 0}=\sum_{j \geqslant 0} y_{j}\left(T^{*}\right)^{j} q, \quad\left\{y_{j}\right\}_{j \geqslant 0} \in l^{2} \tag{2.5}
\end{equation*}
$$

So if $\left\{e_{j}\right\}_{j \geqslant 0}$ is the standard orthonormal basis of $l^{2}$ then

$$
\left(V R V^{*} e_{j}, e_{k}\right)=\left(R\left(T^{*}\right)^{j} q,\left(T^{*}\right)^{k} q\right)
$$

and since $R T^{*}=T R$ (this follows from the definition of $T$ ), we have

$$
\left(V R V^{*} e_{j}, e_{k}\right)=\left(T^{j} R q,\left(T^{*}\right)^{k} q\right)=\left(T^{j+k} p, q\right)=\alpha_{j+k}
$$

Therefore (ii) holds and $\operatorname{Ker} \Gamma_{\alpha}=\operatorname{Ker} V^{*}$.
It is clear from (2.4) and (2.5) that the series (1.3) converges in the weak operator topology and $W_{o}=V^{*} V=I$. On the other hand, since $T R=R T^{*}=\Lambda$, we have

$$
\begin{aligned}
W_{c} & =\sum_{j \geqslant 0} T^{j}((\cdot, R q) R q)\left(T^{*}\right)^{j}=\sum_{j \geqslant 0} T^{j} R((\cdot, q) q) R\left(T^{*}\right)^{j} \\
& =\sum_{j \geqslant 0} R\left(T^{*}\right)^{j}((\cdot, q) q) T^{j} R=R W_{o} R=R^{2}
\end{aligned}
$$

and so the series (1.2) converges in the weak operator topology.
Note that $\operatorname{Ker} \Gamma_{\alpha}=\{0\}$ if and only if $V$ is onto which is equivalent to the fact that $\left\{\left(T^{*}\right)^{j} q\right\}_{j \geqslant 0}$ is an orthonormal basis in $\mathcal{K}$.

Suppose now that $\|q\|=1$ and $q \notin \operatorname{Range} R$. We have by the definition of $\Lambda$

$$
\begin{equation*}
\Lambda^{2}=R(I-(\cdot, q) q) R \tag{2.6}
\end{equation*}
$$

Since $\operatorname{Ker} R=\{0\}$, it is clear that $\operatorname{Ker} \Lambda=\{0\}$. It follows now from the equality $R T^{*}=\Lambda$ that $\operatorname{Ker} T^{*}=\{0\}$.

Applying (2.2) to the vector $q$, we obtain

$$
T^{*} T q+q=q
$$

and since $\operatorname{Ker} T^{*}=\{0\}$, it follows that $T q=\mathbf{0}$.
Multiplying (2.2) by $T$ on the left and by $T^{*}$ on the right, we obtain

$$
\begin{equation*}
T T^{*} T T^{*}+T((\cdot, q) q) T^{*}=T T^{*} \tag{2.7}
\end{equation*}
$$

and since $T q=0$, we have $\left(T T^{*}\right)^{2}=T T^{*}$. Clearly in view of the fact $\operatorname{Ker} T^{*}=\{0\}$ this means that $T T^{*}=I$, i.e. $T^{*}$ is an isometry. Since $T$ is asymptotically stable, $T$ has no unitary part. The condition (2.2) means that $T^{*}$ has defect 1 and so $T^{*}$ is unitarily equivalent to the shift operator $S$. Therefore the conditions $T q=0$ and $\|q\|=1$ imply that the system $\left\{\left(T^{*}\right)^{j} q\right\}_{j \geqslant 0}$ forms an orthonormal basis in $\mathcal{K}$.

Suppose now that $\left\{\left(T^{*}\right)^{j} q\right\}_{j \geqslant 0}$ is an orthonormal basis in $\mathcal{K}$. Then $\|q\|=1$ and $T^{*}$ is an isometry, i.e. $T T^{*}=I$. Therefore we have from (2.7)

$$
T((\cdot, q) q) T^{*}=(\cdot, T q) T q=\mathbf{0}
$$

and so $T q=0$. Since $T^{*}$ and $R$ have trivial kernels, the operator $\Lambda=R T^{*}$ also has trivial kernel. But it is easy to see that (2.6) and the fact that $\|q\|=1$ imply that $\operatorname{Ker} \Lambda=\{0\}$ if and only if $q \notin$ Range $R$.

Remark. As we have shown in the proof, in the case $\operatorname{Ker} \Gamma=\{0\}$ the operator $T$ is unitarily equivalent to the backward shift $S^{*}$. It is easy to see that otherwise $T$ is unitarily equivalent to the restriction of $S^{*}$ to its invariant subspace $\left(\operatorname{Ker} \Gamma_{\alpha}\right)^{\perp}$.

Theorem 2.1 gives us a recipe how to construct a Hankel operator which is unitarily equivalent to our operator $\Gamma$. We can put $R=\Gamma \mid(\operatorname{Ker} \Gamma)^{\perp}$. Then we have to choose a vector $q$ such that $R^{2}-(\cdot, R q) R q \geqslant \mathbf{0}$. If $\operatorname{Ker} \Gamma=\{0\}$, then $q$ must satisfy the conditions $\|q\|=1$ and $q \notin$ Range $R$. If $\operatorname{Ker} \Gamma \neq\{0\}$, at least one of the conditions must be violated. Next, we have to choose a self-adjoint operator $\Lambda$ such that $\Lambda^{2}=R^{2}-(\cdot, R q) R q$. The problem will be solved if we manage to prove that the operator $T$ uniquely defined by the equality $T R=\Lambda$ is asymptotically stable. However this is the most difficult point.

## III.3. Balanced realizations

In this section we construct a balanced system and show that the verification of the asymptotic stability of $T$ can be reduced to the verification of the asymptotic stability of the adjoint of the state space operator of the balanced system constructed. It turns out that the last problem is considerably simpler.

Lemma 3.1. Let $T$ be a contraction and let $K, X$ be bounded operators on Hilbert space such that $X$ has dense range and

$$
T X=X K
$$

If $K$ is asymptotically stable, then so is $T$.
Proof. The result follows immediately from the formula $T^{j} X=X K^{j}, j \geqslant 1$, and from the facts that $\|T\| \leqslant 1$ and $X$ has dense range.

Let $T, \Lambda, R$ be the operators considered in $\S$ III.2. Put $W=|R|=\left(R^{*} R\right)^{1 / 2}$.

Lemma 3.2. There exists a unique contraction $A$ such that

$$
\begin{equation*}
A W^{1 / 2}=W^{1 / 2} T^{*} \tag{3.1}
\end{equation*}
$$

Proof. The inequality $T^{*} T \leqslant I$ implies

$$
W^{2}=R^{2} \geqslant R T^{*} T R=\Lambda^{2}=T R^{2} T^{*}=T W^{2} T^{*} \geqslant T W T^{*} T W T^{*}
$$

By the Heinz inequality (see [BS1, Chapter 10.4]) this implies that $T W T^{*} \leqslant W$. Applying now the Douglas lemma (see [D1]) we find that there exists a unique contraction $A$ satisfying (3.1).

It follows from (3.1) that

$$
T W^{1 / 2}=W^{1 / 2} A^{*}
$$

and so by Lemma 3.1 to prove that $T$ is asymptotically stable, it is sufficient to show that so is $A^{*}$.

Let $\boldsymbol{J}$ be the "argument" of $R$, i.e.

$$
R=\boldsymbol{J}|R|=\boldsymbol{J} W=W \boldsymbol{J}, \quad \boldsymbol{J}=\boldsymbol{J}^{*}=\boldsymbol{J}^{-1}
$$

Consider now the dynamical system $\{A, b, c\}$ where the operator $A$ is defined in Lemma $3.2, b=W^{1 / 2} q, c=J W^{1 / 2} q$.

Although the following theorem will not be used in the proof of Theorem 1.1, it is of independent interest and establishes relations between balanced realizations and output normal ones.

Theorem 3.3. Let $T$ be asymptotically stable. Then the system $\{A, b, c\}$ is a balanced realization of the Hankel operator associated with the output normal system $\{T, p, q\}$.

In other words the system $\{A, b, c\}$ is balanced and $\left(A^{j} b, c\right)=\left(T^{j} p, q\right), j \geqslant 0$. To prove Theorem 3.3 we need the following lemma.

Lemma 3.4. $A^{*} \boldsymbol{J}=\boldsymbol{J} A$.
Proof. Since Ker $W=\{0\}$ and $W$ has dense range, it is sufficient to show that $W^{1 / 2} A^{*} J W^{1 / 2}=W^{1 / 2} J A W^{1 / 2}$. We have by (3.1)

$$
W^{1 / 2} A^{*} \boldsymbol{J} W^{1 / 2}=T W^{1 / 2} \boldsymbol{J} W^{1 / 2}=T \boldsymbol{J} W=T R=\Lambda
$$

by the definition of $T$. On the other hand, by (3.1)

$$
W^{1 / 2} J A W^{1 / 2}=W^{1 / 2} J W^{1 / 2} T^{*}=J W T^{*}=R T^{*}=\Lambda
$$

which proves the result.
Proof of Theorem 3.3. Let us first show that $\{A, b, c\}$ is a balanced system. We have

$$
\begin{aligned}
W_{c} & =\sum_{j \geqslant 0} A^{j}\left(\left(\cdot, W^{1 / 2} q\right) W^{1 / 2} q\right)\left(A^{*}\right)^{j} \\
& =\sum_{j \geqslant 0} A^{j} W^{1 / 2}((\cdot, q) q) W^{1 / 2}\left(A^{*}\right)^{j} \\
& =\sum_{j \geqslant 0} W^{1 / 2}\left(T^{*}\right)^{j}((\cdot, q), q) T^{j} W^{1 / 2}
\end{aligned}
$$

by (3.1). Hence

$$
W_{c}=W^{1 / 2}\left(\sum_{j \geqslant 0}\left(\cdot,\left(T^{*}\right)^{j} q\right)\left(T^{*}\right)^{j} q\right) W^{1 / 2}=W
$$

since the operator $V$ defined by (2.4) is an isometry. Clearly the series (1.2) converges in the weak operator topology. Next

$$
\begin{aligned}
W_{o} & =\sum_{j \geqslant 0}\left(A^{*}\right)^{j}\left(\left(\cdot, J W^{1 / 2} q\right) J W^{1 / 2} q\right) A^{j} \\
& =\sum_{j \geqslant 0}\left(A^{*}\right)^{j} J W^{1 / 2}((\cdot, q) q) W^{1 / 2} J A^{j} \\
& =\sum_{j \geqslant 0} J A^{j}\left(\left(\cdot, W^{1 / 2} q\right) W^{1 / 2} q\right)\left(A^{*}\right)^{j} J
\end{aligned}
$$

by Lemma 3.4. Hence

$$
W_{o}=\boldsymbol{J} W_{c} \boldsymbol{J}=\boldsymbol{J} W \boldsymbol{J}=W
$$

and the series (1.3) converges in the weak operator topology.
Let us now prove the equality $\left(A^{j} b, c\right)=\left(T^{j} p, f\right), j \geqslant 0$. Bearing in mind (3.1) and the equality $R T^{*}=T R$, we have

$$
\begin{aligned}
\left(A^{j} b, c\right) & =\left(A^{j} W^{1 / 2} q, J W^{1 / 2} q\right)=\left(W^{1 / 2} J A^{j} W^{1 / 2} q, q\right) \\
& =\left(W^{1 / 2} J W^{1 / 2}\left(T^{*}\right)^{j} q, q\right)=\left(R\left(T^{*}\right)^{j} q, q\right)=\left(T^{j} R q, q\right)=\left(T^{j} p, q\right)
\end{aligned}
$$

Let $\mathcal{J}$ be the "argument" of $\Lambda$, i.e.

$$
\begin{equation*}
\Lambda=\mathcal{J}|\Lambda|=|\Lambda| \mathcal{J}, \quad \mathcal{J}=\mathcal{J}^{*}=\mathcal{J}^{-1} \tag{3.2}
\end{equation*}
$$

If $\operatorname{Ker} \Lambda \neq\{0\}$, then $\mathcal{J}$ is not uniquely defined, so by $\mathcal{J}$ we understand an arbitrary operator which satisfies (3.2).

Note that $W^{2}=R^{2} \geqslant \Lambda^{2}$, and so by the Heintz inequality (see $[\mathrm{BS} 1, \S 10.4]$ ), $W \geqslant|\Lambda|$. Hence by the Douglas lemma [D1] there exists a unique contraction $Q$ such that

$$
\begin{equation*}
Q W^{1 / 2}=|\Lambda|^{1 / 2} \tag{3.3}
\end{equation*}
$$

Lemma 3.5. $A^{*}=Q^{*} \mathcal{J} Q J$.
Proof. We have by (3.1)

$$
W^{1 / 2} A^{*} J W^{1 / 2}=T W^{1 / 2} J W^{1 / 2}=T R=\Lambda
$$

On the other hand,

$$
\Lambda=|\Lambda|^{1 / 2} \mathcal{J}|\Lambda|^{1 / 2}=W^{1 / 2} Q^{*} \mathcal{J} Q W^{1 / 2}
$$

So

$$
W^{1 / 2} A^{*} J W^{1 / 2}=W^{1 / 2} Q^{*} \mathcal{J} Q W^{1 / 2}
$$

Since $\operatorname{Ker} W^{1 / 2}=\{0\}$, we have $A^{*} J=Q^{*} \mathcal{J} Q$ which completes the proof.
The following lemma describes the structure of $Q$.
Lemma 3.6. Let $\mathcal{K}_{0}$ be the smallest invariant subspace of $W$ that contains Jq. Then $Q$ has the following structure in the decomposition $\mathcal{K}=\mathcal{K}_{0} \oplus \mathcal{K}_{0}^{\perp}$ :

$$
\left(\begin{array}{cc}
Q_{0} & \mathbf{0}  \tag{3.4}\\
\mathbf{0} & I
\end{array}\right)
$$

where $Q_{0}$ is a pure contraction (i.e. $\left\|Q_{0} h\right\|<\|h\|$ for $h \neq 0$ ).
Proof. Clearly $W^{2}$ and $\Lambda^{2}$ coincide on $\mathcal{K}_{0}^{\perp}$ and $\mathcal{K}_{0}^{\perp}$ is a reducing subspace for both of them. Therefore the same is true for the operators $W^{1 / 2}$ and $|\Lambda|^{1 / 2}$ which together with (3.3) proves (3.4). It remains to show that $Q_{0}$ is a pure contraction.

By (3.3)

$$
W^{1 / 2} Q^{*} Q W Q^{*} Q W^{1 / 2}=\Lambda^{2}=W^{2}-(\cdot, p) p=W^{1 / 2}\left(W-\left(\cdot, W^{1 / 2} J q\right) W^{1 / 2} J q\right) W^{1 / 2}
$$

and so

$$
\begin{equation*}
Q^{*} Q W Q^{*} Q=W-\left(\cdot, W^{1 / 2} J q\right) W^{1 / 2} J q \tag{3.5}
\end{equation*}
$$

It follows from (3.5) that

$$
\begin{equation*}
\left(W Q^{*} Q x, Q^{*} Q x\right)=(W x, x)+\left|\left(x, W^{1 / 2} J q\right)\right|^{2}, \quad x \in \mathcal{H} \tag{3.6}
\end{equation*}
$$

Since $Q$ is a contraction, $\|Q h\|=\|h\|$ if and only if $Q^{*} Q h=h$ (i.e. $h \in \operatorname{Ker}\left(I-Q^{*} Q\right)$ ). It follows from (3.6) that if $h \in \operatorname{Ker}\left(I-Q^{*} Q\right.$ ) then $h \perp W^{1 / 2} J q$ and by (3.5) we obtain $Q^{*} Q W h=W h$. So $\operatorname{Ker}\left(I-Q^{*} Q\right)$ is an invariant subspace of $W$ which is orthogonal to $W^{1 / 2} J q$. Therefore $\operatorname{Ker}\left(I-Q^{*} Q\right)$ is orthogonal to $\mathcal{K}_{0}$ which proves that $Q_{0}$ is a pure contraction.

## III.4. Asymptotic stability

The material of the previous section gives us a clear way to construct a Hankel operator which is unitarily equivalent to a given operator $\Gamma$. Let $\mathcal{K}=(\operatorname{Ker} \Gamma)^{\perp}, \widetilde{\Gamma}=\Gamma \mid \mathcal{K}$, and $W=|\widetilde{\Gamma}|$. We have to choose a vector $q$, operators $\boldsymbol{J}$ and $\mathcal{J}$ such that the following properties hold:
(i) $\boldsymbol{J}=\boldsymbol{J}^{*}=\boldsymbol{J}^{-1}, \boldsymbol{J} W=W \boldsymbol{J}$ and $R^{\text {def }} \boldsymbol{J} W$ is unitarily equivalent to $\widetilde{\Gamma}$;
(ii) $R^{2}-(\cdot, R q) R q \geqslant 0$;
(iii) $\mathcal{J}=\mathcal{J}^{*}=\mathcal{J}^{-1}, \mathcal{J}\left(R^{2}-(\cdot, R q) R q\right)^{1 / 2}=\left(R^{2}-(\cdot, R q) R q\right)^{1 / 2} \mathcal{J}$;
(iv) the operator $A^{*}=Q^{*} \mathcal{J} Q J$ is asymptotically stable, where the contraction $Q$ is uniquely defined by (3.3) and

$$
\Lambda=\mathcal{J}\left(R^{2}-(\cdot, R q) R q\right)^{1 / 2}
$$

If $\operatorname{Ker} \Gamma=\{0\}$, we have to impose the following condition:
(v) $\|q\|=1$ and $q \notin$ Range $R$.

If $\operatorname{Ker} \Gamma \neq\{0\}$, we have to make the assumption:
( $\mathrm{v}^{\prime}$ ) either $\|q\|<1$ or $q \in$ Range $R$.
The most difficult problem here is to verify the asymptotic stability of $A^{*}$. To this end we shall use the following stability test which is an immediate consequence of Proposition 6.7 in Chapter II of [SF] (in Chapter II of our paper we have used an analogue of this test for semigroups of contractions).

Stability test. Let $\boldsymbol{T}$ be a contraction on Hilbert space. If $\boldsymbol{T}$ has no eigenvalues on the unit circle $\mathbf{T}$ and the set $\sigma(\boldsymbol{T}) \cap \mathbf{T}$ is at most countable, then $\boldsymbol{T}$ is asymptotically stable.

We define the Fredholm spectrum $\sigma_{F}(\boldsymbol{T})$ of a bounded linear operator $\boldsymbol{T}$ (see [ N$]$ ) as the set of points $\lambda$ in $\mathbf{C}$ for which there exists a sequence $\left\{x_{n}\right\}_{n \geqslant 1}$ such that $\left\|x_{n}\right\|=1$, $\mathrm{w}-\lim _{n \rightarrow \infty} x_{n}=\mathbf{0}$ (i.e. $\lim _{n \rightarrow \infty} x_{n}=0$ in the weak topology), and

$$
\lim _{n \rightarrow \infty}\left\|\boldsymbol{T} x_{n}-\lambda x_{n}\right\|=0
$$

Clearly it is sufficient to prove that $\sigma_{F}\left(A^{*}\right) \cap \mathbf{T}$ is at most countable and both $A$ and $A^{*}$ do not have eigenvalues on $\mathbf{T}$. It follows easily from Lemma 3.5 that $A^{*}=\boldsymbol{J} A \boldsymbol{J}$ and so the operators $A$ and $A^{*}$ are unitarily equivalent. Therefore it is sufficient to check that $A^{*}$ has no eigenvalues on $\mathbf{T}$ (and certainly that $\sigma_{F}\left(A^{*}\right) \cap \mathbf{T}$ is at most countable). The following lemma will help us to get rid of eigenvalues on $\mathbf{T}$. Recall that $\mathcal{K}_{0}$ is the smallest $W$-invariant subspace of $\mathcal{K}$ that contains $\boldsymbol{J} q$.

Lemma 4.1. Let $|\zeta|=1$ and $h \in \mathcal{H}$. Then $A^{*} h=\zeta h$ if and only if $h, \boldsymbol{J} h \in \mathcal{K}_{0}^{\perp}$ and $\mathcal{J} \boldsymbol{J} h=\zeta h$.

Proof. Suppose that $A^{*} h=\zeta h,|\zeta|=1$. Since $A^{*}=Q^{*} \mathcal{J} Q J$ and $Q$ is a contraction, it follows that $\|Q \boldsymbol{J} h\|=\|\boldsymbol{J} h\|=\|h\|$.

By Lemma 3.6, $\boldsymbol{J} h \in \mathcal{K}_{0}^{1}$ and $Q \boldsymbol{J} h=\boldsymbol{J} h$. Next, the equality $\left\|A^{*} h\right\|=\|h\|$ implies $\left\|Q^{*} \mathcal{J} Q \boldsymbol{J} h\right\|=\left\|Q^{*} \mathcal{J} \boldsymbol{J} h\right\|=\|\mathcal{J} \boldsymbol{J} h\|$. So by Lemma 3.6, $Q^{*} \mathcal{J} Q \boldsymbol{J} h=Q^{*} \mathcal{J} \boldsymbol{J} h=\mathcal{J} \boldsymbol{J} h$. Hence $\mathcal{J} J h=\zeta h$ and $h \in \mathcal{K}_{0}^{\perp}$.

The converse is trivial. If $\boldsymbol{J} h \in \mathcal{K}_{0}^{\perp}$, by Lemma 3.6, $\mathcal{J} Q \boldsymbol{J} h=\boldsymbol{J} J h=\zeta h$. Since $h \in \mathcal{K}_{0}^{\perp}$, it follows from Lemma 3.6 that $A^{*} h=Q^{*} \mathcal{J} Q J h=\zeta h$.

The following lemma will be used to estimate $\sigma_{F}\left(A^{*}\right) \cap \mathbf{T}$.
Lemma 4.2. Suppose that

$$
\lim _{n \rightarrow \infty}\left\|\left(Q^{*} \mathcal{J} Q-\mathcal{J}\right) g_{n}\right\|=0
$$

for any sequence $\left\{g_{n}\right\}_{n \geqslant 1}$ such that $\left\|g_{n}\right\|=1, \lim _{n \rightarrow \infty}\left\|Q g_{n}\right\|=1$, and $\mathrm{w}-\lim _{n \rightarrow \infty} g_{n}=\mathbf{0}$. Then $\sigma_{F}\left(A^{*}\right) \cap \mathbf{T} \subset \sigma_{F}(\mathcal{J J})$.

Proof. Let $\zeta \in \sigma_{F}\left(A^{*}\right)$. Then there exists a sequence $\left\{x_{n}\right\}_{n \geqslant 1}$ such that $\left\|x_{n}\right\|=1$, w$\lim _{n \rightarrow \infty} x_{n}=\mathbf{0}$, and $\lim _{n \rightarrow \infty}\left\|A^{*} x_{n}-\eta x_{n}\right\|=0$. Let $g_{n}=\boldsymbol{J} x_{n}$. Then clearly $\left\|g_{n}\right\|=1$ and $\mathrm{w}-\lim _{n \rightarrow \infty} g_{n}=\mathbf{0}$. We have

$$
\begin{equation*}
\left\|A^{*} x_{n}-\zeta x_{n}\right\|=\left\|Q^{*} \mathcal{J} Q g_{n}-\zeta x_{n}\right\| \rightarrow 0 \tag{4.1}
\end{equation*}
$$

Since $|\zeta|=1$, it follows that $\left\|Q g_{n}\right\| \rightarrow 1$. Therefore by the hypotheses

$$
\left\|A^{*} x_{n}-\mathcal{J J} x_{n}\right\|=\left\|Q^{*} \mathcal{J} Q g_{n}-\mathcal{J} g_{n}\right\| \rightarrow 0
$$

which together with (4.1) yields $\left\|\mathcal{J J} x_{n}-\zeta x_{n}\right\| \rightarrow 0$. So $\zeta \in \sigma_{F}(\mathcal{J J})$.

## III.5. The main construction

The operator $W$ admits a representation as multiplication by $t$ on the direct integral

$$
\begin{equation*}
\mathcal{K}=\int_{\sigma(W)} \oplus E(t) d \varrho(t) \tag{5.1}
\end{equation*}
$$

where $\varrho$ is a spectral measure of $W$. Let $\nu_{W}(t) \stackrel{\text { def }}{=} \operatorname{dim} E(t)$ be the spectral multiplicity function of $W$. As we have discussed in the Introduction we can assume that all spaces $E(t)$ are imbedded in a Hilbert space $E$ with an orthonormal basis $\left\{e_{j}\right\}_{j \geqslant 1}$ and

$$
E(t)=\operatorname{span}\left\{e_{j}: 1 \leqslant j<\nu_{W}(t)+1\right\} .
$$

Recall that $\nu$ is the spectral multiplicity function of $\Gamma$. Clearly $\nu(t)=\nu_{R}(t)$ for $t \neq 0$, where $\nu_{R}$ is the multiplicity function of $R$. Clearly $\nu_{W}(t)=\nu_{R}(t)+\nu_{R}(-t), t>0$. Note that we have not yet defined the operator $R$. But since $R$ must be unitarily equivalent to $\widetilde{\Gamma}=\Gamma \mid(\operatorname{Ker} \Gamma)^{\perp}$, the above equalities must be satisfied.

We split the set $\sigma(W)$ in five disjoint subsets:

$$
\begin{aligned}
\sigma_{0} & =\left\{t \in \sigma(W): \nu_{R}(t)=\nu_{R}(-t)\right\}, \\
\sigma_{1}^{(+)} & =\left\{t \in \sigma(W): \nu_{R}(t)=\nu_{R}(-t)+1\right\}, \\
\sigma_{1}^{(-)} & =\left\{t \in \sigma(W): \nu_{R}(t)=\nu_{R}(-t)-1\right\}, \\
\sigma_{2}^{(+)} & =\left\{t \in \sigma(W): \nu_{R}(t)=\nu_{R}(-t)+2\right\}, \\
\sigma_{2}^{(-)} & =\left\{t \in \sigma(W): \nu_{R}(t)=\nu_{R}(-t)-2\right\},
\end{aligned}
$$

Since $\Gamma$ satisfies the condition (C3), it follows that $\sigma_{0} \cup \sigma_{1}^{(+)} \cup \sigma_{1}^{(-)} \cup \sigma_{2}^{(+)} \cup \sigma_{2}^{(-)}=\sigma(W)$.
We choose the operator $J$ to be multiplication by the operator-valued function $J$ which is defined as follows. For $t \in \sigma_{0}$ we put

$$
J(t)=\left(\begin{array}{ccccc}
0 & 1 & 0 & 0 & \ldots \\
1 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 1 & \ldots \\
0 & 0 & 1 & 0 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

For $t \in \sigma_{1}^{( \pm)}$we put

$$
J(t)=\left(\begin{array}{cccccc}
0 & 1 & \ldots & 0 & 0 & 0 \\
1 & 0 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & 1 & 0 \\
0 & 0 & \ldots & 1 & 0 & 0 \\
0 & 0 & \ldots & 0 & 0 & \pm 1
\end{array}\right)
$$

(we assume that $J(t)= \pm 1$ if $\nu_{W}=1$ ). Finally for $t \in \sigma_{2}^{( \pm)}$we put

$$
J(t)=\left(\begin{array}{ccccccc} 
\pm 1 & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 & 0 \\
0 & 1 & 0 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 1 & 0 \\
0 & 0 & 0 & \ldots & 1 & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 & \pm 1
\end{array}\right)
$$

(we assume that

$$
J(t)= \pm\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
$$

if $\left.\nu_{W}(t)=2\right)$.
Now we can define $R$ by $R=J W$.
Denote by $\mathcal{K}_{0}$ the "first level" of $\mathcal{K}$, i.e.

$$
\mathcal{K}_{0}=\left\{f \in \mathcal{K}: f(t)=\varphi(t) e_{1}, \varphi \in L^{2}(\varrho)\right\}
$$

Clearly $\mathcal{K}_{0}$ can naturally be identified with $L^{2}(\varrho)$.
Let now $q_{0}$ be a vector in $\mathcal{K}_{0}$ that satisfies the following properties:
(1) $\left\|q_{0}\right\|=1$;
(2) $q_{0}$ is a cyclic vector of $W \mid \mathcal{K}_{0}$ (in other words $q_{0}(t) \neq 0, \varrho$-a.e.);
(3) $q_{0} \in$ Range $W$ if $\operatorname{Ker} \Gamma \neq\{0\}$ and $q_{0} \notin$ Range $W$ if $\operatorname{Ker} \Gamma=\{0\}$ (in the last case $W$ is non-invertible and so such a $q_{0}$ exists).

We define the vector $q$ by $q=J q_{0}$, so $q_{0}=J q$ and the definition of $\mathcal{K}_{0}$ is consistent with that given in Lemma 3.6. Let $p=R q=R J q_{0}=W q_{0}$ and $\Lambda^{2}=W^{2}-(\cdot, p) p$. (Note that we do not define the operator $\Lambda$, we define only the operator $\Lambda^{2}$ and to define $\Lambda$ we have to choose a reasonable square root of $\Lambda^{2}$ which will be done later.) Clearly

$$
\left(W^{2} x, x\right)-(x, p)(p, x)=\|W x\|^{2}-|(x, R q)|^{2} \geqslant\|W x\|^{2}-\|R x\|^{2}\|q\|^{2}=0
$$

since $\|R x\|=\|W x\|$ and $\|q\|=1$. So $W^{2}-(\cdot, p) p \geqslant 0$. Obviously $\mathcal{K}_{0}$ is a reducing subspace for both $W^{2}$ and $\Lambda^{2}$, and $W$ and $|\Lambda| \stackrel{\text { def }}{=}\left(\Lambda^{2}\right)^{1 / 2}$ coincide on $\mathcal{K}_{0}^{\perp}$.

By the Kato-Rosenblum theorem (see [Ka, Chapter 10]) the absolutely continuous parts of $W^{2}$ and $\Lambda^{2}$ are unitarily equivalent. So if $\lambda$ is a scalar spectral measure of $|\Lambda| \mid \mathcal{K}_{0}$, then the absolutely continuous components $\varrho_{a}$ and $\lambda_{a}$ of the measures $\varrho$ and $\lambda$ are mutually absolutely continuous. Therefore there are disjoint Borel sets $\Delta, \delta_{\varrho}$ and $\delta_{\lambda}$ such that $\varrho$ and $\lambda$ are mutually absolutely continuous on $\Delta, \varrho$ is supported on $\delta_{\varrho} \cup \Delta, \lambda$ is supported on $\delta_{\lambda} \cup \Delta$, and the sets $\delta_{\varrho}$ and $\delta_{\lambda}$ have zero Lebesgue measure. Clearly we can assume that $\varrho$ and $\lambda$ coincide on $\Delta$. Put $\tilde{\varrho}=\varrho+\lambda \mid \delta_{\lambda}$. Consider the von Neumann integral

$$
\begin{equation*}
\tilde{\mathcal{K}} \stackrel{\text { def }}{=} \int_{\Delta \cup \delta_{e} \cup \delta_{\lambda}} \oplus \tilde{E}(t) d \tilde{\varrho}(t), \tag{5.2}
\end{equation*}
$$

where $\tilde{E}(t)=\operatorname{span}\left\{e_{k}: 1 \leqslant k<\nu_{W}(t)+1\right\}$ for $t \in \Delta, \tilde{E}(t)=\operatorname{span}\left\{e_{k}: 2 \leqslant k<\nu_{W}(t)+1\right\}$ for $t \in \delta_{\varrho}$, and $\widetilde{E}(t)=\left\{\zeta e_{1}: \zeta \in \mathbf{C}\right\}$ for $t \in \delta_{\lambda}$.

It is easy to see that $p$ is a cyclic vector of $\Lambda^{2} \mid \mathcal{K}_{0}$ and so $\mid \Lambda \| \mathcal{K}_{0}$ is a cyclic operator. Therefore there exists a unitary operator $U_{0}$ from $L^{2}(\varrho)$ onto $L^{2}(\lambda)$ such that $U_{0}\left(|\Lambda| \mid \mathcal{K}_{0}\right) U_{0}^{*}$ is multiplication by the independent variable on $L^{2}(\lambda)$.

The operator $|\Lambda|$ can be realized as multiplication on $\widetilde{\mathcal{K}}$. Namely if we define the unitary operator $U: \mathcal{K}=L^{2}(\varrho) \oplus \mathcal{K}_{0}^{\perp} \rightarrow L^{2}(\lambda) \oplus \mathcal{K}_{0}^{\perp}$ by the operator matrix

$$
U=\left(\begin{array}{cc}
U_{0} & \mathbf{0}  \tag{5.3}\\
\mathbf{0} & I
\end{array}\right)
$$

then $|\Lambda|=U^{*} M_{t} U$, where $M_{t}$ is multiplication by $t$ on $\widetilde{\mathcal{K}}$. (Note that $|\Lambda|$ coincides with $W$ on $\mathcal{K}_{0}^{\perp}$.)

We define now the operator $\mathcal{J}$ (the argument of $\Lambda$ ) as $\mathcal{J}=U^{*} \widetilde{\mathcal{J}} U$, where $\widetilde{\mathcal{J}}$ is multiplication by an operator-valued function $\widetilde{\mathcal{J}}$ of the following form.

If $t \in \delta_{\lambda}$, we put

$$
\tilde{\mathcal{J}}(t)=1
$$

(in this case $\operatorname{dim} \widetilde{E}(t)=1$ ). If $t \in \sigma_{2}^{( \pm)}$(in this case $t \in \Delta$ by (C3)) we put

$$
\widetilde{\mathcal{J}}(t)=\left(\begin{array}{ccccc}
\cos \omega_{1}(t) & \sin \omega_{1}(t) & 0 & 0 & \ldots \\
\sin \omega_{1}(t) & -\cos \omega_{1}(t) & 0 & 0 & \ldots \\
0 & 0 & \cos \omega_{2}(t) & \sin \omega_{2}(t) & \ldots \\
0 & 0 & \sin \omega_{2}(t) & -\cos \omega_{2}(t) & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

For $t \in \sigma_{1}^{( \pm)} \cap \Delta$ we put

$$
\widetilde{\mathcal{J}}(t)=\left(\begin{array}{cccccc}
1 & 0 & 0 & \ldots & 0 & 0 \\
0 & \cos \omega_{1}(t) & \sin \omega_{1}(t) & \ldots & 0 & 0 \\
0 & \sin \omega_{1}(t) & -\cos \omega_{1}(t) & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & \cos \omega_{k}(t) & \sin \omega_{k}(t) \\
0 & 0 & 0 & \ldots & \sin \omega_{k}(t) & -\cos \omega_{k}(t)
\end{array}\right)
$$

while for $t \in \sigma_{1}^{( \pm)} \cap \delta_{\varrho}$ we put

$$
\widetilde{\mathcal{J}}(t)=\left(\begin{array}{ccccc}
\cos \omega_{1}(t) & \sin \omega_{1}(t) & \ldots & 0 & 0 \\
\sin \omega_{1}(t) & -\cos \omega_{1}(t) & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & \cos \omega_{k}(t) & \sin \omega_{k}(t) \\
0 & 0 & \ldots & \sin \omega_{k}(t) & -\cos \omega_{k}(t)
\end{array}\right)
$$

( $\widetilde{\mathcal{J}}(t)$ is defined on $\widetilde{E}(t)=\operatorname{span}\left\{e_{k}: 2 \leqslant k<\nu_{W}(t)+1\right\}$ which has even dimension for $t \in$ $\sigma_{1}^{( \pm)} \cap \delta_{\varrho}$; note that in this case we simply delete the first column and the first row from
the matrix defined for the previous case $t \in \sigma_{1}^{( \pm)} \cap \Delta$.) If $t \in \sigma_{0} \cap \Delta$ and $\operatorname{dim} E(t)<\infty$, we put

$$
\widetilde{\mathcal{J}}(t)=\left(\begin{array}{ccccccc}
1 & 0 & 0 & \ldots & 0 & 0 & 0  \tag{5.4}\\
0 & \cos \omega_{1}(t) & \sin \omega_{1}(t) & \ldots & 0 & 0 & 0 \\
0 & \sin \omega_{1}(t) & -\cos \omega_{1}(t) & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & \cos \omega_{k}(t) & \sin \omega_{k}(t) & 0 \\
0 & 0 & 0 & \ldots & \sin \omega_{k}(t) & -\cos \omega_{k}(t) & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 & 1
\end{array}\right)
$$

(note that

$$
\widetilde{\mathcal{J}}(t)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
$$

if $\operatorname{dim} E(t)=2)$. In the case $t \in \sigma_{0} \cap \Delta$ and $\operatorname{dim} E(t)=\infty$, we define $\widetilde{\mathcal{J}}(t)$ as

$$
\widetilde{\mathcal{J}}(t)=\left(\begin{array}{ccccccc}
1 & 0 & 0 & \ldots & 0 & 0 & \ldots  \tag{5.5}\\
0 & \cos \omega_{1}(t) & \sin \omega_{1}(t) & \ldots & 0 & 0 & \ldots \\
0 & \sin \omega_{1}(t) & -\cos \omega_{1}(t) & \ldots & 0 & 0 & \ldots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots \\
0 & 0 & 0 & \ldots & \cos \omega_{k}(t) & \sin \omega_{k}(t) & \ldots \\
0 & 0 & 0 & \ldots & \sin \omega_{k}(t) & -\cos \omega_{k}(t) & \ldots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

Finally, in the case $t \in \sigma_{0} \cap \delta_{\varrho}$ in the definition of $\widetilde{\mathcal{J}}$ we delete the first row and the first column from the matrix (5.4) if $\operatorname{dim} E(t)<\infty$ and we delete the first column and the first row from the matrix (5.5) if $\operatorname{dim} E(t)=\infty$.

We impose the following assumptions on the functions $\omega_{j}$ :
$\left(1^{\prime}\right)$ the operator-valued function $\widetilde{\mathcal{J}}$ takes at most a countable set of values $\{\widetilde{\mathcal{J}}\}_{n \geqslant 1}$ (the order of the values is insignificant);
$\left(2^{\prime}\right)$ if $\widetilde{\mathcal{J}}$ contains an entry $\cos \omega_{j}(t)$, then $\omega_{j}(t)<1 / 3 n ;$
(3') $\omega_{j}(t) \neq 0$;
(4') $\omega_{j}(t) \rightarrow 0$ as $j \rightarrow \infty$.
If in the definition of $\tilde{\mathcal{J}}_{n}$ we replace $\omega_{j}(t)$ by zero, we obtain a diagonal operator $D_{n}$ whose entries are equal to 1 or -1 . It follows from ( $4^{\prime}$ ) that $D_{n}-\widetilde{\mathcal{J}}_{n}$ is compact. Note that it follows from ( $2^{\prime}$ ) that

$$
\left\|\widetilde{\mathcal{J}}_{n}-D_{n}\right\| \leqslant 1 / n
$$

We can now define $\Lambda$ by $\Lambda=\boldsymbol{J}|\Lambda|$. The operators $A$ and $Q$ are defined by (3.1) and (3.3). This completes the construction. Now to prove Theorem 1.1 we have to choose a
vector $q_{0}$ satisfying the above conditions (1)-(3) and functions $\omega_{j}$ satisfying the above conditions $\left(1^{\prime}\right)-\left(4^{\prime}\right)$ so that the operator $A^{*}$ be asymptotically stable.

## III.6. The point spectrum of $A^{*}$ on the unit circle

The aim of this section is to prove the following result.
Lemma 6.1. For any choice of $q_{0}$ and $\omega_{j}$ satisfying the conditions (1)-(3) and $\left(1^{\prime}\right)-\left(4^{\prime}\right)$ of §III.5, the operator $A^{*}$ has no eigenvalues on $\mathbf{T}$.

Proof. The proof is based on the following trivial observation. Let $a_{11}, a_{12}, a_{21}, a_{22}$, $d_{1}, d_{2}$ be complex numbers such that $a_{12} \neq 0$ and

$$
\binom{0}{d_{2}}=\left(\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right)\binom{0}{d_{1}}
$$

Then $d_{1}=d_{2}=0$.
By Lemma 4.1, $A^{*} h=\zeta h,|\zeta|=1$, if and only if $h \in \mathcal{K}_{0}^{\perp}, J h \in \mathcal{K}_{0}^{\perp}$ and $\mathcal{J} J h=\zeta h$. Put $g=\boldsymbol{J} h=\zeta \mathcal{J} h$. Consider the representations of $h$ and $g$ in the von Neumann integral (5.1):

$$
\begin{equation*}
h(t)=\sum_{k \geqslant 1} h_{k}(t) e_{k}, \quad g(t)=\sum_{k \geqslant 1} g_{k}(t) e_{k}, \tag{6.1}
\end{equation*}
$$

where $h_{k}$ and $g_{k}$ are scalar functions. Since $h \perp \mathcal{K}_{0}$ and $\boldsymbol{g}=\boldsymbol{J} h \perp \mathcal{K}_{0}$, it follows that $h_{1}(t)=0$ and $g_{1}(t)=0$ for all $t$. Let us show that $h_{k}$ and $g_{k}$ are identically zero for $k \geqslant 2$. Suppose that we have already proved that for $1 \leqslant k \leqslant n$.

Note that since $h_{1}(t)=g_{1}(t)=0$, the representations of $h$ and $g$ in the von Neumann integral (5.2) coincide with the representations (6.1).

If $n$ is even and $t \in \sigma_{2}^{( \pm)}$, the equality $g=J h$ implies

$$
\binom{0}{g_{n+1}(t)}=\left(\begin{array}{ll}
0 & 1  \tag{6.2}\\
1 & 0
\end{array}\right)\binom{0}{h_{n+1}(t)}
$$

If $n$ is even and $t \notin \sigma_{2}^{( \pm)}$, the equality $q=\zeta \mathcal{J} h$ implies

$$
\binom{0}{g_{n+1}(t)}=\left(\begin{array}{rr}
\cos \omega_{j}(t) & \sin \omega_{j}(t)  \tag{6.3}\\
\sin \omega_{j}(t) & -\cos \omega_{j}(t)
\end{array}\right)\binom{0}{h_{n+1}(t)}
$$

In view of the above observation, in both cases we obtain $g_{n+1}(t)=h_{n+1}(t)=0$ (recall that $\sin \omega_{j}(t) \neq 0$ ).

If $n$ is odd and $t \in \sigma_{2}^{( \pm)}$, then (6.3) holds, and if $n$ is odd and $t \notin \sigma_{2}^{( \pm)}$, then (6.2) holds which again proves that $g_{n+1}(t)=h_{n+1}(t)=0$.

## III.7. How to cope with $Q$

In this section we reduce the estimation of the Fredholm spectrum of $A^{*}$ on the unit circle to that of $\mathcal{J J}$. This would be very easy if we could prove that $I-Q$ is compact. Indeed in this case $A^{*}-\mathcal{J J}=Q^{*} \mathcal{J} Q J-\mathcal{J} J$ is compact and so if $\lambda \in \sigma_{F}\left(A^{*}\right)$, then $\lambda \in$ $\sigma_{F}(\mathcal{J J})$. It is easy to see that $I-Q$ is compact if $W$ is invertible. Indeed in this case $Q=\left(W^{1 / 2}-|\Lambda|^{1 / 2}\right) W^{-1 / 2}$ and since $W^{2}-|\Lambda|^{2}$ is rank one, it follows that $W^{1 / 2}-|\Lambda|^{1 / 2}$ is compact. We shall see in §III. 9 that $I-Q$ is compact (and even Hilbert--Schmidt) if $q \in$ Range $R$ (which corresponds to the case when $\Gamma$ has a non-trivial kernel). However we do not know whether it is possible to choose $q \notin \operatorname{Range} R$ so that $I-Q$ be compact. We also do not know whether it is possible to find $q$ so that $I-Q$ be non-compact. Note that $I-Q$ is not a Hilbert-Schmidt operator in general.

Nevertheless the following lemmas will allow us to get $\operatorname{rid}$ of $Q$ even in the case $\operatorname{Ker} \Gamma=\{\mathbf{0}\}$.

Lemma 7.1. There exists a function $\varkappa \in L^{\infty}(\lambda)$ such that $\varkappa(t)>0, \lambda$-a.e., and the operator $M_{\psi} U_{0}(I-Q)$ is a compact operator from $L^{2}(\varrho)$ to $L^{2}(\lambda)$ for any $\psi$ satisfying $|\psi| \leqslant \varkappa$, where $M_{\psi}$ is multiplication by $\psi$ on $L^{2}(\lambda)$.

As before we identify $L^{2}(\varrho)$ with $\mathcal{K}_{0}$. The proof of Lemma 7.1 will be given in §III.9.
Lemma 7.2. Suppose that the function $\omega_{1}$ in the definition of $\mathcal{J}$ satisfies the inequality $\left|\sin \omega_{1}(t)\right| \leqslant \varkappa(t)$ for $t \in \sigma_{2}^{(+)} \cup \sigma_{2}^{(-)}$, where $\varkappa$ is the function from Lemma 7.1. Then $\sigma_{F}\left(A^{*}\right) \cap \mathbf{T} \subset \sigma_{F}(\mathcal{J J})$.

Proof. Let us verify the hypothesis of Lemma 4.2. Let

$$
\mathcal{K}_{j}=\left\{f \in \mathcal{K}: f(t)=\varphi(t) e_{j+1}, \varphi \in L^{2}(\varrho)\right\}, \quad j \geqslant 0 .
$$

Clearly $\mathcal{K}_{j}$ can naturally be identified with a subspace of $L^{2}(\varrho)$. Then $\mathcal{K}=\bigoplus_{j \geqslant 0} \mathcal{K}_{j}$. Let $\left\{\mathcal{J}_{j k}\right\}_{j, k \geqslant 0}$ be the block-matrix representation of the operator $\mathcal{J}=U^{*} \tilde{\mathcal{J}} U$ with respect to the orthogonal decomposition $\mathcal{K}=\bigoplus_{j \geqslant 0} \mathcal{K}_{j}$. It follows from the definition of $\mathcal{J}$ that

$$
\mathcal{J}_{00}=U_{0}^{*}\left(I-M_{u}\right) U_{0}, \quad \mathcal{J}_{01}=U_{0}^{*} M_{v} \mid \mathcal{K}_{1}, \quad \mathcal{J}_{10}=M_{v} U_{0}
$$

where $M_{u}$ and $M_{v}$ are multiplications on $L^{2}(\lambda)$ by the functions $u$ and $v$ defined by

$$
\begin{aligned}
& u(t)= \begin{cases}1-\cos \omega_{1}(t), & t \in \sigma_{2}^{(+)} \cup \sigma_{2}^{(-)} \\
0, & t \notin \sigma_{2}^{(+)} \cup \sigma_{2}^{(-)},\end{cases} \\
& v(t)= \begin{cases}\sin \omega_{1}(t), & t \in \sigma_{2}^{(+)} \cup \sigma_{2}^{(-)} \\
0, & t \notin \sigma_{2}^{(+)} \cup \sigma_{2}^{(-)}\end{cases}
\end{aligned}
$$

(Note that in the case $\nu_{W}(t)=1$ we have $v(t)=0$ and so Range $\mathcal{J}_{10} \subset \mathcal{K}_{1}$.)
Since $|v(t)| \leqslant \varkappa(t)$, it is easy to see that $|u(t)| \leqslant \varkappa(t)$.
Consider now the block-matrix representation of the operator $Q^{*} \mathcal{J} Q$ with respect to the same decomposition of $\mathcal{K}$. It is easy to see that

$$
Q^{*} \mathcal{J} Q=\left(\begin{array}{cccc}
Q_{0}^{*} U_{0}^{*}\left(I-M_{u}\right) U_{0} Q_{0} & Q_{0}^{*} U_{0}^{*} M_{v} \mid \mathcal{K}_{1} & \mathcal{J}_{02} & \ldots \\
M_{v} U_{0} Q_{0} & \mathcal{J}_{11} & \mathcal{J}_{12} & \ldots \\
\mathcal{J}_{20} & \mathcal{J}_{21} & \mathcal{J}_{22} & \ldots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

To verify the hypotheses of Lemma 4.2 it is sufficient to prove that for any $g_{n}, h_{n} \in \mathcal{K}_{0}$ such that $\left\|g_{n}\right\|=\left\|h_{n}\right\|=1, \lim _{n \rightarrow \infty}\left\|Q_{0} g_{n}\right\|=1$ and $\mathrm{w}-\lim g_{n}=\mathrm{w}-\lim h_{n}=0$ the following equalities hold:

$$
\begin{gather*}
\lim _{n \rightarrow \infty}\left\|\left(Q_{0}^{*} U_{0}^{*}\left(I-M_{u}\right) U_{0} Q_{0}-U_{0}^{*}\left(I-M_{u}\right) U_{0}\right) g_{n}\right\|=0  \tag{7.1}\\
\lim _{n \rightarrow \infty}\left\|\left(M_{v} U_{0} Q_{0}-M_{v} U_{0}\right) g_{n}\right\|=0  \tag{7.2}\\
\lim _{n \rightarrow \infty}\left\|\left(Q_{0}^{*} U_{0}^{*} M_{v}-U_{0}^{*} M_{v}\right) h_{n}\right\|=0 \tag{7.3}
\end{gather*}
$$

Since $|v(t)| \leqslant \varkappa(t)$, it follows from Lemma 7.1 that the operator $M_{v} U_{0} Q_{0}-M_{v} U_{0}=$ $M_{v} U_{0}\left(Q_{0}-I\right)$ is compact which implies (7.2). Similarly $Q_{0}^{*} U_{0}^{*} M_{v}-U_{0}^{*} M_{v}$ is compact and so (7.3) holds. Let us prove (7.1). We have

$$
\begin{aligned}
& Q_{0}^{*} U_{0}^{*}\left(I-M_{u}\right) U_{0} Q_{0}-U_{0}^{*}\left(I-M_{u}\right) U_{0} \\
& \quad=Q_{0}^{*} Q_{0}-I-\left(Q_{0}^{*}-I\right) U_{0}^{*} M_{u} U_{0}-U_{0}^{*} M_{u} U_{0}\left(Q_{0}-I\right)-\left(Q_{0}^{*}-I\right) U_{0}^{*} M_{u} U_{0}\left(Q_{0}-I\right)
\end{aligned}
$$

By Lemma 7.1 the operators

$$
\left(Q_{0}^{*}-I\right) U_{0}^{*} M_{u} U_{0}, \quad U_{0}^{*} M_{u} U_{0}\left(Q_{0}-I\right), \quad \text { and } \quad\left(Q_{0}^{*}-I\right) U_{0}^{*} M_{u} U_{0}\left(Q_{0}-I\right)
$$

are compact. Hence it remains to show that $\lim _{n \rightarrow \infty}\left\|Q_{0}^{*} Q_{0} g_{n}-g_{n}\right\|=0$. Since $Q_{0}$ is a contraction and $\lim _{n \rightarrow \infty}\left(Q_{0}^{*} Q_{0} g_{n}, g_{n}\right)=\lim _{n \rightarrow \infty}\left\|Q_{0} g_{n}\right\|^{2}=1$, we have

$$
\lim _{n \rightarrow \infty}\left\|Q_{0}^{*} Q_{0} g_{n}\right\|=1
$$

It follows now from the spectral theorem for the self-adjoint contraction $Q_{0}^{*} Q_{0}$ that $\lim _{n \rightarrow \infty}\left\|Q_{0}^{*} Q_{0} g_{n}-g_{n}\right\|=0$ which proves (7.1) and completes the proof of the lemma.

## III.8. The Fredholm spectrum of $\mathcal{J} J$

As we have already mentioned, to prove the main result it is sufficient to show that we can choose the functions $q_{0}$ and $\omega_{j}$ so that $\sigma_{F}(\mathcal{J} J)$ be at most countable.

Let us briefly explain the idea how to make $\sigma_{F}(\mathcal{J J})$ at most countable. Suppose for a while that $\varrho=\lambda$ and $\mathcal{J}$ is multiplication by $\widetilde{\mathcal{J}}$ on $\mathcal{K}$. Since both functions $J$ and $\widetilde{\mathcal{J}}$ take at most countably many values, so does $J \widetilde{\mathcal{J}}$. It can easily be shown that if the functions $\omega_{j}$ satisfy the conditions $\left(1^{\prime}\right)-\left(4^{\prime}\right)$ of $\S I I I .5$, then for each $t$ the operator $J(t) \widetilde{\mathcal{J}}(t)$ is a small perturbation of a block-diagonal operator whose diagonal blocks can be the form

$$
\pm 1, \quad \pm\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

The spectrum of each such block is contained in the set $\{1,-1, i,-i\}$ and it is easy to see from (5.6) that the set $\bigcup_{t} \sigma(J(t) \widetilde{\mathcal{J}}(t))$ is at most countable and can have accumulation points only in the set $\{1,-1, i,-i\}$. Since the operator $J(t) \widetilde{\mathcal{J}}(t)$ is unitary for each $t$, it follows that

$$
\sigma(\mathcal{J J}) \subset \operatorname{clos}\left(\bigcup_{t} \sigma(J(t) \widetilde{\mathcal{J}}(t))\right)
$$

and so $\sigma(\mathcal{J} J)$ is at most countable.
However the operators $J$ and $\mathcal{J}$ are multiplications by $J$ and $\tilde{\mathcal{J}}$ in different systems of coordinates. Nevertheless if these two systems of coordinates are "sufficiently close" to each other, we can use similar considerations to prove that $\sigma(\mathcal{J J})$ is at most countable.

Theorem 8.1. There exist a function $q_{0}$ in $L^{2}(\varrho)$ that satisfies the conditions (1)-(3) of §III. 5 and a function $\eta$ in $L^{\infty}(\varrho), \eta(t)>0$, $\varrho$-a.e., such that if the functions $\omega_{j}$ satisfy the conditions $\left(1^{\prime}\right)-\left(4^{\prime}\right)$ of §III. 5 and $\left|\omega_{1}(t)\right| \leqslant \eta(t)$ for almost all $t \in \sigma_{2}^{(+)} \cup \sigma_{2}^{(-)}$, then $\sigma_{F}(\mathcal{J} J)$ is at most countable.

To prove the theorem we represent the operator $\mathcal{J}$ as a product of 3 operators. We define the operator-valued functions $\widetilde{\mathcal{J}}_{2}^{(+)}, \widetilde{\mathcal{J}}_{2}^{(-)}$, and $\widetilde{\mathcal{J}}_{1}$ on $\Delta \cup \delta_{\lambda} \cup \delta_{\rho}$ by

$$
\begin{aligned}
\widetilde{\mathcal{J}}_{2}^{( \pm)}(t) & = \begin{cases}\widetilde{\mathcal{J}}(t), & t \in \sigma_{2}^{( \pm)}, \\
I, & t \notin \sigma_{2}^{( \pm)},\end{cases} \\
\widetilde{\mathcal{J}}_{1}(t) & = \begin{cases}\widetilde{\mathcal{J}}(t), & t \notin \sigma_{2}^{(+)} \cup \sigma_{2}^{(-)} \\
I, & t \in \sigma_{2}^{(+)} \cup \sigma_{2}^{(-)}\end{cases}
\end{aligned}
$$

Let $\tilde{\mathcal{J}}_{2}^{(+)}, \tilde{\mathcal{J}}_{2}^{(-)}$, and $\tilde{\mathcal{J}}_{1}$ be multiplications by $\widetilde{\mathcal{J}}_{2}^{(+)}, \tilde{\mathcal{J}}_{2}^{(-)}$, and $\tilde{\mathcal{J}}_{1}$ on the von Neumann integral (5.2). Put $\mathcal{J}_{2}^{( \pm)}=U^{*} \widetilde{\mathcal{J}}_{2}^{( \pm)} U$ and $\mathcal{J}_{1}=U^{*} \widetilde{\mathcal{J}}_{1} U$. Clearly $\mathcal{J}=\mathcal{J}_{2}^{(+)} \mathcal{J}_{2}^{(-)} \mathcal{J}_{1}$. It is easy to see that $\mathcal{K}_{0}$ is a reducing subspace for $\mathcal{J}_{1}$ and $\mathcal{J}_{1} \mid \mathcal{K}_{0}=I$.

For a Borel subset $\gamma$ of $\sigma(W)$ we denote by $\mathcal{K}(\gamma)$ the subspace of $\mathcal{K}$ that consists of functions supported on $\gamma$ and by $\mathcal{E}(\gamma)$ the orthogonal projection onto $\mathcal{K}(\gamma)$ (in other words $\mathcal{E}$ is the spectral measure of $W)$. Put $\sigma_{1}=\sigma(W) \backslash\left(\sigma_{2}^{(+)} \cup \sigma_{2}^{(-)}\right)$.

We shall call an operator on $\mathcal{K}$ almost block diagonal (with respect to the decomposition $\left.\mathcal{K}=\mathcal{K}\left(\sigma_{1}\right) \oplus \mathcal{K}\left(\sigma_{2}^{(+)}\right) \oplus \mathcal{K}\left(\sigma_{2}^{(-)}\right)\right)$if its block matrix has compact off diagonal entries.

It is easy to see from the definition of $\mathcal{J}$ that the operator $\mathcal{J}_{1}$ is block diagonal. It is also easy to show that the operators $\mathcal{J}_{2}^{(+)}$and $\mathcal{J}_{2}^{(-)}$are almost block diagonal if the operators

$$
\begin{equation*}
\left(\mathcal{J}_{2}^{( \pm)}-I\right) \mathcal{E}\left(\sigma(W) \backslash \sigma_{2}^{( \pm)}\right) \tag{8.1}
\end{equation*}
$$

are compact. Therefore in this case $\mathcal{J}$ is also almost block diagonal. It follows easily from the compactness of the operators (8.1) that the operators

$$
\begin{equation*}
\mathcal{E}\left(\sigma_{2}^{( \pm)}\right) \mathcal{J} \mathcal{E}\left(\sigma_{2}^{( \pm)}\right)-\mathcal{E}\left(\sigma_{2}^{( \pm)}\right) \mathcal{J}_{2}^{( \pm)} \mathcal{E}\left(\sigma_{2}^{( \pm)}\right), \quad \mathcal{E}\left(\sigma_{1}\right) \mathcal{J} \mathcal{E}\left(\sigma_{1}\right)-\mathcal{E}\left(\sigma_{1}\right) \mathcal{J}_{1} \mathcal{E}\left(\sigma_{1}\right) \tag{8.2}
\end{equation*}
$$

are also compact.
The following lemma proves the compactness of the operators (8.1).
Lemma 8.2. There exists a function $q_{0}$ in $L^{2}(\varrho)$ that satisfies the conditions (1)-(3) of §III. 5 and a function $\eta$ in $L^{\infty}(\varrho), \eta(t)>0, \varrho$-a.e., such that if the functions $\omega_{j}$ satisfy the conditions $\left(1^{\prime}\right)-\left(4^{\prime}\right)$ of $\S I I I .5$ and $\left|\omega_{1}(t)\right| \leqslant \eta(t)$ for almost all $t \in \sigma_{2}^{(+)} \cup \sigma_{2}^{(-)}$, then the operators (8.1) are compact.

The proof of Lemma 8.2 will be given in §III.9.
Proof of Theorem 8.1. Let us choose $q_{0}, \eta$, and $\omega_{j}$ satisfying the hypotheses of Lemma 8.2. Then the operator $\mathcal{J}$ is almost block diagonal with respect to the decomposition $\mathcal{K}=\mathcal{K}\left(\sigma_{1}\right) \oplus \mathcal{K}\left(\sigma_{2}^{(+)}\right) \oplus \mathcal{K}\left(\sigma_{2}^{(-)}\right)$. Obviously the operator $J$ is block diagonal. Hence $\mathcal{J J}$ is almost block diagonal. Therefore to prove that $\sigma_{F}(\mathcal{J J})$ is at most countable, it is sufficient to prove that the Fredholm spectrum of each diagonal block is at most countable on the unit circle.

Consider the block

$$
\mathcal{E}\left(\sigma_{1}\right) \mathcal{J} \boldsymbol{J}\left|\mathcal{K}\left(\sigma_{1}\right)=\mathcal{E}\left(\sigma_{1}\right) \mathcal{J} \mathcal{E}\left(\sigma_{1}\right) \boldsymbol{J}\right| \mathcal{K}\left(\sigma_{1}\right)
$$

It follows from the compactness of the operators (8.2) that $\sigma_{F}\left(\mathcal{E}\left(\sigma_{1}\right) \mathcal{J J} \mid \mathcal{K}\left(\sigma_{1}\right)\right)=$ $\sigma_{F}\left(\mathcal{E}\left(\sigma_{1}\right) \mathcal{J}_{1} \boldsymbol{J} \mid \mathcal{K}\left(\sigma_{1}\right)\right)$. But both operators $\mathcal{E}\left(\sigma_{1}\right) \mathcal{J}_{1} \mathcal{E}\left(\sigma_{1}\right)$ and $\mathcal{E}\left(\sigma_{1}\right) \boldsymbol{J} \mathcal{E}\left(\sigma_{1}\right)$ are multiplications on the von Neumann integral (5.1). So the reasoning in the beginning of this section works in this case and hence $\sigma\left(\mathcal{E}\left(\sigma_{1}\right) \boldsymbol{J J} \mid \mathcal{K}\left(\sigma_{1}\right)\right)$ is at most countable.

The situation with two other blocks is a bit more complicated. Consider for example the block

$$
\mathcal{E}\left(\sigma_{2}^{(+)}\right) \mathcal{J} \boldsymbol{J}\left|\mathcal{K}\left(\sigma_{2}^{(+)}\right)=\mathcal{E}\left(\sigma_{2}^{(+)}\right) \mathcal{J E}\left(\sigma_{2}^{(+)}\right) \boldsymbol{J}\right| \mathcal{K}\left(\sigma_{2}^{(+)}\right)
$$

Again by the compactness of the operators (8.2) we have

$$
\sigma_{F}\left(\mathcal{E}\left(\sigma_{2}^{(+)}\right) \mathcal{J} \boldsymbol{J} \mid \mathcal{K}\left(\sigma_{2}\right)\right)=\sigma_{F}\left(\mathcal{E}\left(\sigma_{2}^{(+)}\right) \mathcal{J}_{2} \boldsymbol{J} \mid \mathcal{K}\left(\sigma_{2}\right)\right)
$$

Let $J_{2}^{(+)}$be the operator-valued function defined by

$$
J_{2}^{(+)}(t)= \begin{cases}J(t), & t \in \sigma_{2}^{(+)} \\ I, & t \in \sigma(W) \backslash \sigma_{2}^{(+)}\end{cases}
$$

and let $J_{2}^{(+)}$be multiplication by $J_{2}^{(+)}$on the von Neumann integral (5.1). Obviously $\mathcal{E}\left(\sigma_{2}^{(+)}\right) \boldsymbol{J} \mathcal{E}\left(\sigma_{2}^{(+)}\right)=\mathcal{E}\left(\sigma_{2}^{(+)}\right) \boldsymbol{J}_{2}^{(+)} \mathcal{E}\left(\sigma_{2}^{(+)}\right)$and so

$$
\begin{aligned}
\mathcal{E}\left(\sigma_{2}^{(+)}\right) \mathcal{J}_{2}^{(+)} \boldsymbol{J} \mathcal{E}\left(\sigma_{2}^{(+)}\right) & =\mathcal{E}\left(\sigma_{2}^{(+)}\right) \mathcal{J}_{2}^{(+)} \mathcal{E}\left(\sigma_{2}^{(+)}\right) \boldsymbol{J} \mathcal{E}\left(\sigma_{2}^{(+)}\right) \\
& =\mathcal{E}\left(\sigma_{2}^{(+)}\right) \mathcal{J}_{2}^{(+)} \mathcal{E}\left(\sigma_{2}^{(+)}\right) \boldsymbol{J}_{2}^{(+)} \mathcal{E}\left(\sigma_{2}^{(+)}\right) \\
& =\mathcal{E}\left(\sigma_{2}^{(+)}\right) \mathcal{J}_{2}^{(+)} \boldsymbol{J}_{2}^{(+)} \mathcal{E}\left(\sigma_{2}^{(+)}\right)
\end{aligned}
$$

We have

$$
\mathcal{J}_{2}^{(+)} J_{2}^{(+)}=U^{*} \tilde{\mathcal{J}}_{2}^{(+)} U J_{2}^{(+)}=U^{*} \tilde{\mathcal{J}}_{2}^{(+)}\left(U \boldsymbol{J}_{2}^{(+)} U^{*}\right) U
$$

Since $\mathcal{K}_{0}$ is a reducing subspace of $J_{2}^{(+)}$, it follows from (5.3) that the operator $\tilde{J}_{2}^{(+)}=U \boldsymbol{J}_{2}^{(+)} U^{*}$ is multiplication on the von Neumann integral (5.2) by the operatorvalued function $\tilde{J}_{2}^{(+)}$defined by

$$
\tilde{J}_{2}^{(+)}(t) e_{j}= \begin{cases}J_{2}^{(+)}(t) e_{j}, & 2 \leqslant j<\nu_{W}+1, t \in \delta_{\varrho} \cup \Delta \\ e_{1}, & j=1, t \in \delta_{\varrho} \cup \Delta \cup \delta_{\lambda}\end{cases}
$$

Now the operators $\tilde{\mathcal{J}}_{2}^{(+)}$and $U \boldsymbol{J}_{2}^{(+)} U^{*}$ are both multiplications on (5.2) and so the reasoning in the beginning of this section works which shows that $\sigma\left(\widetilde{\mathcal{J}}_{2}^{(+)} U J_{2}^{(+)} U^{*}\right)=$ $\sigma\left(\mathcal{J}_{2}^{(+)} J^{\prime}\right)$ is at most countable.

To show that $\sigma\left(\mathcal{E}\left(\sigma_{2}^{(+)}\right) \mathcal{J}_{2}^{(+)} \boldsymbol{J}_{2}^{(+)} \mid \mathcal{K}\left(\sigma_{2}^{(+)}\right)\right) \cap \mathbf{T}$ is at most countable we need the following lemma.

Lemma 8.3. Let $Z$ be a contraction and $V$ a unitary operator on Hilbert space. Then

$$
\sigma\left(Z^{*} V Z\right) \cap \mathbf{T} \subset \sigma(V)
$$

Let us first complete the proof of Theorem 8.1. It follows from Lemma 8.3 that

$$
\sigma\left(\mathcal{E}\left(\sigma_{2}^{(+)}\right) \mathcal{J}_{2}^{(+)} \boldsymbol{J}_{2}^{(+)} \mathcal{E}\left(\sigma_{2}^{(+)}\right)\right) \cap \mathbf{T} \subset \sigma\left(\mathcal{J}_{2}^{(+)} \boldsymbol{J}_{2}^{(+)}\right)
$$

which implies that $\sigma\left(\mathcal{E}\left(\sigma_{2}^{(+)}\right) \mathcal{J}_{2}^{(+)} \boldsymbol{J}_{2}^{(+)} \mid \mathcal{K}\left(\sigma_{2}^{(+)}\right)\right) \cap \mathbf{T}$ is at most countable. In a similar way it can be shown that $\sigma\left(\mathcal{E}\left(\sigma_{2}^{-)}\right) \mathcal{J} J \mathcal{E}\left(\sigma_{2}^{(-)}\right)\right) \cap \mathbf{T}$ is at most countable which completes the proof.

Proof of Lemma 8.3. Suppose that $\zeta \in \sigma\left(Z^{*} V Z\right) \cap \mathbf{T}$ and $\zeta \notin \sigma(V)$. Since $Z^{*} V Z$ is a contraction and $|\zeta|=1$, it follows that there exists a sequence of vectors $\left\{f_{n}\right\}_{n \geqslant 0}$ such that $\left\|f_{n}\right\|=1$ and

$$
\begin{equation*}
\left(\left(\bar{\zeta} Z^{*} V Z-I\right) f_{n}, f_{n}\right)=\bar{\zeta}\left(Z^{*} V Z f_{n}, f_{n}\right)-\left\|f_{n}\right\|^{2} \rightarrow 0 . \tag{8.3}
\end{equation*}
$$

Since $\zeta \notin \sigma(V)$, we have $1 \notin \sigma(\bar{\zeta} V)$ and it follows from the spectral theorem for unitary operators that there exists a positive $\varepsilon$ such that

$$
\operatorname{Re}(\bar{\zeta} V g, g) \leqslant(1-\varepsilon)\|g\|^{2}
$$

for any $g$. Hence

$$
\operatorname{Re}\left(\left(\bar{\zeta} Z^{*} V Z-I\right) f_{n}, f_{n}\right)=\operatorname{Re} \bar{\zeta}\left(Z^{*} V Z f_{n}, f_{n}\right)-\left\|f_{n}\right\| \leqslant(1-\varepsilon)\left\|Z f_{n}\right\|^{2}-1 \leqslant-\varepsilon
$$

which contradicts (8.3).
Now we are in a position to prove Theorem 1.1.
Proof of Theorem 1.1. We can choose the functions $q_{0}$ and $\omega_{j}$ that satisfy the hypotheses of Theorem 8.1 and Lemma 7.2. It follows from Lemma 6.1 that $A^{*}$ has no eigenvalues on $\mathbf{T}$. Next it follows from Lemma 7.2 that $\sigma_{F}\left(A^{*}\right) \cap \mathbf{T} \subset \sigma_{F}(\mathcal{J J})$ and so by Theorem 8.1 the set $\sigma_{F}\left(A^{*}\right)$ is at most countable. Consequently, by the stability test (see $\S$ III.4) the operator $A^{*}$ is asymptotically stable which by Lemmas 3.1 and 3.2 imply that $T$ is asymptotically stable. The result now follows from Theorem 2.1.

## III.9. Compact integral operators

In this section we prove Lemmas 7.1 and 8.2. The following lemma will help us to represent the operator $U_{0}\left(I-Q_{0}\right)$ as an integral operator.

Recall that the space $\mathcal{K}_{0}$ is reducing for both $W^{2}$ and $\Lambda^{2}$. As usual we identify $\mathcal{K}_{0}$ with $L^{2}(\varrho)$. Clearly $M \stackrel{\text { def }}{=} W \mid \mathcal{K}_{0}$ is multiplication by the independent variable on $L^{2}(\varrho)$. Let $\tilde{M}$ be multiplication by the independent variable on $L^{2}(\lambda)$. Then $\mid \Lambda \| \mathcal{K}_{0}=U^{*} \tilde{M} U$ and

$$
\begin{equation*}
\left(W^{2}-\Lambda^{2}\right) \mid \mathcal{K}_{0}=M^{2}-U_{0}^{*} \tilde{M}^{2} U_{0}=(\cdot, p) p \tag{9.1}
\end{equation*}
$$

Lemma 9.1. Let $r=U_{0} p \in L^{2}(\lambda)$. Then for any continuously differentiable function $\varphi$ on supp $\varrho \cup \operatorname{supp} \lambda$ the following equality holds:

$$
\begin{equation*}
\left(\left(U_{0} \varphi\left(M^{2}\right)-\varphi\left(\tilde{M}^{2}\right) U_{0}\right) f\right)(t)=\int \frac{\varphi\left(t^{2}\right)-\varphi\left(s^{2}\right)}{t^{2}-s^{2}} r(t) \overline{p(s)} f(s) d \varrho(s) \tag{9.2}
\end{equation*}
$$

Note that Lemma 9.1 is a consequence of the theory of double operator integrals (see [BS2]). We prove it here for the sake of completeness.

Proof of Lemma 9.1. It follows from (9.1) that

$$
U_{0} M^{2}-\tilde{M}^{2} U_{0}=(\cdot, p) r
$$

which is equivalent to the equality

$$
\left(\left(U M_{0}^{2}-\tilde{M}_{0}^{2} U\right) f\right)(t)=\int r(t) \overline{p(s)} f(s) d \varrho(s)
$$

Clearly

$$
U_{0} M^{4}-\widetilde{M}^{4} U_{0}=\left(U_{0} M^{2}-\tilde{M}^{2} U_{0}\right) M^{2}+\tilde{M}^{2}\left(U_{0} M^{2}-\tilde{M}^{2} U_{0}\right)
$$

which is equivalent to

$$
\left(\left(U_{0} M^{4}-\tilde{M}^{4} U_{0}\right) f\right)(t)=\int\left(s^{2}+t^{2}\right) r(t) \overline{p(s)} f(s) d \varrho(s)
$$

Similarly

$$
\left(\left(U_{0} M^{2 n}-\tilde{M}^{2 n} U_{0}\right) f\right)(t)=\int \frac{t^{2 n}-s^{2 n}}{t^{2}-s^{2}} r(t) \overline{p(s)} f(s) d \varrho(s)
$$

which proves $(9.2)$ for $\varphi(t)=t^{2 n}$. The result follows now from the fact that the set of polynomials of $t^{2}$ is dense in $C^{1}\left[0,\|W\|^{2}\right]$ and the fact that the Hilbert-Schmidt norm of the integral operator on the right-hand side of (9.2) is at most const $\cdot\|\varphi\|_{C^{1}}$.

Proof of Lemma 7.1. Let $\varphi(s)=s^{1 / 4}, s>0$. It follows from Lemma 9.1 that

$$
\begin{equation*}
\left(\left(U_{0} M^{1 / 2}-\tilde{M}^{1 / 2} U_{0}\right) f\right)(t)=\int \frac{t^{1 / 2}-s^{1 / 2}}{t^{2}-s^{2}} r(t) \overline{p(s)} f(s) d \varrho(s) \tag{9.3}
\end{equation*}
$$

at least in the case when $0 \notin \operatorname{supp} f$. Indeed in this case we can change $\varphi$ in a small neighborhood of 0 to make it continuously differentiable.

On the other hand,

$$
I-Q=I-|\Lambda|^{1 / 2} W^{-1 / 2}=\left(W^{1 / 2}-|\Lambda|^{1 / 2}\right) W^{-1 / 2}
$$

on the dense subset Range $W^{1 / 2}$ of $\mathcal{K}$. Therefore

$$
I-Q_{0}=\left(M^{1 / 2}-U_{0}^{*} \tilde{M}^{1 / 2} U_{0}\right) M^{-1 / 2}
$$

on the range of $M^{1 / 2}$. It follows from (9.3) that

$$
\begin{aligned}
\left(U_{0}\left(I-Q_{0}\right) f\right)(t) & =\left(\left(U_{0} M^{1 / 2}-\widetilde{M}^{1 / 2} U_{0}\right) M^{-1 / 2} f\right)(t) \\
& =\int \frac{t^{1 / 2}-s^{1 / 2}}{t^{2}-s^{2}} r(t) \overline{p(s)} s^{-1 / 2} f(s) d \varrho(s)
\end{aligned}
$$

whenever $0 \notin \operatorname{supp} f$. Since $p=W q_{0}$ we have

$$
\begin{equation*}
\left(U_{0}\left(I-Q_{0}\right) f\right)(t)=\int \frac{t^{1 / 2}-s^{1 / 2}}{t^{2}-s^{2}} r(t) \overline{q_{0}(s)} s^{1 / 2} f(s) d \varrho(s) \tag{9.4}
\end{equation*}
$$

whenever $0 \notin \operatorname{supp} f$.
Consider first the case $q_{0} \notin$ Range $W$ (i.e. $\operatorname{Ker} \Gamma=\{0\}$ ). In this case $p \notin$ Range $W^{2}$ and so $\operatorname{Ker} \Lambda=\{0\}$. Therefore $\lambda(\{0\})=0$. Consequently, for $\lambda$-almost all $t$ the function

$$
s \mapsto \frac{t^{1 / 2}-s^{1 / 2}}{t^{2}-s^{2}} s^{1 / 2} \overline{q_{0}(s)}
$$

belongs to $L^{2}(\varrho)$. Therefore there exists a function $\varkappa$ in $L^{\infty}(\lambda)$ such that $\varkappa(t)>0, \lambda$-a.e., and

$$
\iint\left|\frac{t^{1 / 2}-s^{1 / 2}}{t^{2}-s^{2}} s^{1 / 2} r(t) \overline{q_{0}(s)} \varkappa(t)\right|^{2} d \varrho(s) d \lambda(t)<\infty
$$

It follows that the operator $M_{\varphi} U\left(I-Q_{0}\right)$ is Hilbert-Schmidt whenever $|\varphi(t)| \leqslant \varkappa(t)$, $\lambda$-a.e.

Consider now the case $q_{0} \in \operatorname{Range} W$. Let us show that in this case $\left(I-Q_{0}\right)$ is a Hilbert-Schmidt operator. Let $q_{0}=W h, h \in L^{2}(\varrho)$. It follows from (9.4) that

$$
\begin{equation*}
\left(U_{0}\left(I-Q_{0}\right) f\right)(t)=\int \frac{t^{1 / 2} s^{3 / 2}-s^{2}}{t^{2}-s^{2}} \overline{h(s)} r(t) f(s) d \varrho(s) \tag{9.5}
\end{equation*}
$$

whenever $0 \in \operatorname{supp} f$. However it is easy to see that

$$
\sup _{t, s>0}\left|\frac{t^{1 / 2} s^{3 / 2}-s^{2}}{t^{2}-s^{2}}\right|<\infty
$$

and so the integral operator on the right-hand side of (9.5) is Hilbert-Schmidt.
To prove Lemma 8.2 we need one more lemma. We denote by $\mathcal{E}_{0}(\gamma)$ the orthogonal projection on $L^{2}(\varrho)$ onto the subspace of functions supported on $\gamma$ and by $\mathcal{F}_{0}(\gamma)$ the corresponding projection on $L^{2}(\lambda)$. Note that $\mathcal{E}_{0}$ is the spectral measure of $W \mid \mathcal{K}_{0}$ and $\mathcal{F}_{0}$ is the spectral measure of $U\left(|\Lambda| \mid \mathcal{K}_{0}\right) U^{*}$. As usual $M_{\psi}$ denotes multiplication by $\psi$.

LEMMA 9.2. There exist a function $q_{0}$ satisfying the conditions (1)-(3) of §III. 5 and a function $\eta$ which is positive $\varrho$-a.e. on $\sigma_{2}^{(+)} \cup \sigma_{2}^{(-)}$such that

$$
\begin{equation*}
M_{\psi} \mathcal{F}_{0}\left(\sigma_{2}^{( \pm)}\right) U_{0} \mathcal{E}_{0}\left(\sigma(W) \backslash \sigma_{2}^{( \pm)}\right) \tag{9.6}
\end{equation*}
$$

are compact operators from $L^{2}(\varrho)$ to $L^{2}(\lambda)$ for any function $\psi$ such that $|\psi(t)| \leqslant \eta(t)$ a.e.
Proof. Let us first show that for any disjoint compact sets $\gamma_{1}$ and $\gamma_{2}$

$$
\begin{equation*}
\left(\mathcal{F}_{0}\left(\gamma_{2}\right) U \mathcal{E}_{0}\left(\gamma_{1}\right) f\right)(t)=\int_{\gamma_{1}} \frac{f(s)}{s^{2}-t^{2}} r(t) \overline{p(s)} d \varrho(s), \quad t \in \gamma_{2} \tag{9.7}
\end{equation*}
$$

Let $\varphi$ be a continuously differentiable function such that

$$
\varphi(s)= \begin{cases}1, & s^{1 / 2} \in \gamma_{1} \\ 0, & s^{1 / 2} \in \gamma_{2}\end{cases}
$$

Then by Lemma 9.1

$$
\left(\left(U_{0} \varphi\left(M^{2}\right)-\varphi\left(\tilde{M}^{2}\right) U_{0}\right) f\right)(t)=\int \frac{\varphi\left(s^{2}\right)-\varphi\left(t^{2}\right)}{s^{2}-t^{2}} r(t) \overline{p(s)} d \varrho(s)
$$

Clearly $\left(\varphi\left(\widetilde{M}^{2}\right) U_{0} f\right)(t)=0$ for $t \in \gamma_{2}$. Therefore $\mathcal{F}_{0}\left(\gamma_{2}\right) \varphi\left(\tilde{M}^{2}\right) U_{0}=0$. It is also clear that if $f$ is supported on $\gamma_{1}$, then $\varphi\left(M^{2}\right) f=f$. It follows that for $f$ supported on $\gamma_{1}$

$$
\left(U_{0} f\right)(t)=\int \frac{1}{s^{2}-t^{2}} r(t) \overline{p(s)} f(s) d \varrho(s), \quad t \in \gamma_{2}
$$

which implies (9.7).
Note that if $\gamma_{1}$ and $\gamma_{2}$ are arbitrary disjoint Borel subsets, then we can approximate them by compact subsets and pass to the limit which proves that (9.7) holds for $f$ in a dense subset of $L^{2}(\varrho)$.

Therefore to prove the lemma it is sufficient to find a function $q_{0}$ which satisfies the conditions (1)-(3) of §III. 5 and such that for almost all $t \in \sigma_{2}^{( \pm)}$

$$
\begin{equation*}
\int_{\sigma(W) \backslash \sigma_{2}^{( \pm)}} \frac{|p(s)|^{2}}{\left|s^{2}-t^{2}\right|} d \varrho(s)<\infty . \tag{9.8}
\end{equation*}
$$

(Recall that $p=W q_{0}$ and so $p(s)=s q_{0}(s)$.) Indeed in this case it follows from (9.7) with $\gamma_{1}=\sigma_{2}^{( \pm)}$and $\gamma_{2}=\sigma(W) \backslash \sigma_{2}^{( \pm)}$that if $\eta$ is a positive function such that

$$
\int_{\sigma_{2}^{( \pm)}}|r(t)|^{2}(\eta(t))^{2}\left(\int_{\sigma(W) \backslash \sigma_{2}^{( \pm)}} \frac{|p(s)|^{2}}{\left|s^{2}-t^{2}\right|} d \varrho(s)\right) d \lambda(t)<\infty
$$

then the operators (9.6) are Hilbert-Schmidt provided $|\psi| \leqslant \eta$.
Let $\left\{\beta_{n}^{(+)}\right\}_{n \geqslant 1},\left\{\beta_{n}^{(-)}\right\}_{n \geqslant 1},\left\{\gamma_{n}\right\}_{n \geqslant 1}$ be increasing sequences of compact sets such that

$$
\begin{equation*}
\beta_{n}^{( \pm)} \subset \sigma_{2}^{( \pm)}, \quad \lambda\left(\sigma_{2}^{( \pm)} \backslash \beta_{n}^{( \pm)}\right) \rightarrow 0, \quad \gamma_{n} \subset \sigma_{1}, \quad \varrho\left(\sigma_{1} \backslash \gamma_{n}\right) \rightarrow 0, \tag{9.9}
\end{equation*}
$$

where $\sigma_{1}=\sigma(W) \backslash\left(\sigma_{2}^{(+)} \cup \sigma_{2}^{(-)}\right)$. Note that since $\varrho$ and $\lambda$ are mutually absolutely continuous on $\Delta$, we have $\varrho\left(\sigma_{2}^{( \pm)} \backslash \beta_{n}^{( \pm)}\right) \rightarrow 0$.

Consider first the case $\operatorname{Ker} \Gamma \neq\{0\}$. In this case we have to choose $q_{0}$ in Range $W$ such that $\left\|q_{0}\right\|_{L^{2}(\varrho)}=1$ and $q_{0}(s) \neq 0, \varrho$-a.e.

We can easily define a positive function $q_{0}$ on $\beta_{1}^{(+)} \cup \beta_{1}^{(-)} \cup \gamma_{1}$ so that

$$
\begin{gathered}
\int_{\beta_{1}^{(+)} \cup \beta_{1}^{(-)} \cup \gamma_{1}} \frac{\left|q_{0}(s)\right|^{2}}{s^{2}} d \varrho(s) \leqslant 1 \\
\int_{\beta_{1}^{(-)} \cup \gamma_{1}} \frac{|p(s)|^{2}}{\left|s^{2}-t^{2}\right|^{2}} d \varrho(s) \leqslant 1, \quad t \in \beta_{1}^{(+)} \\
\int_{\beta_{1}^{(+)} \cup \gamma_{1}} \frac{|p(s)|^{2}}{\left|s^{2}-t^{2}\right|^{2}} d \varrho(s) \leqslant 1, \quad t \in \beta_{1}^{(-)}
\end{gathered}
$$

Then we can proceed by induction. On the $n$th step we define $q_{0}$ on

$$
\beta_{n}^{(+)} \cup \beta_{n}^{(-)} \cup \gamma_{n} \backslash\left(\beta_{n-1}^{(+)} \cup \beta_{n-1}^{(-)} \cup \gamma_{n-1}\right)
$$

so that

$$
\begin{gather*}
\int_{\beta_{n}^{(+)} \cup \beta_{n}^{(-)} \cup \gamma^{(n)}} \frac{\left|q_{0}(s)\right|^{2}}{s^{2}} d \varrho(s) \leqslant 1+\frac{1}{2}+\ldots+\frac{1}{2^{n-1}}, \\
\int_{\beta_{n}^{(-)} \cup \gamma_{n}} \frac{|p(s)|^{2}}{\left|s^{2}-t^{2}\right|^{2}} d \varrho(s) \leqslant \frac{1}{2^{k-1}}+\ldots+\frac{1}{2^{n-1}}, \quad t \in \beta_{k}^{(+)} \backslash \beta_{k-1}^{(+)}, 1 \leqslant k \leqslant n,  \tag{9.10}\\
\int_{\beta_{n}^{(+)} \cup \gamma_{n}} \frac{|p(s)|^{2}}{\left|s^{2}-t^{2}\right|^{2}} d \varrho(s) \leqslant \frac{1}{2^{k-1}}+\ldots+\frac{1}{2^{n-1}}, \quad t \in \beta_{k}^{(-)} \backslash \beta_{k-1}^{(-)}, 1 \leqslant k \leqslant n \tag{9.11}
\end{gather*}
$$

(here $\beta_{0}^{(+)}=\beta_{0}^{(-)}=\gamma_{0}=\varnothing$ ).
Passing to the limit, we obtain a function $q_{0}$ such that $q_{0}(s) \neq 0, \varrho$-a.e., $q_{0} \in$ Range $W$ and (9.8) holds with $p(s)=s q_{0}(s)$. The only condition which can be violated is $\left\|q_{0}\right\|_{L^{2}(e)}=1$ but obviously we can multiply $q_{0}$ by a suitable constant to achieve this condition.

Consider now the case $\operatorname{Ker} \Gamma=\{0\}$. We have to construct a function $q_{0}$ such that $\left\|q_{0}\right\|_{L^{2}(e)}=1, q_{0}(s) \neq 0, \varrho$-a.e., $q_{0} \notin$ Range $W$, and (9.8) holds. In this case the operator
$W$ is non-invertible. Hence $\varrho((0, \varepsilon))>0$ for any $\varepsilon>0$. Therefore the same is true for the restriction of $\varrho$ to at least one of the sets $\sigma_{2}^{(+)}, \sigma_{2}^{(-)}, \sigma_{1}$. To be definite suppose that

$$
\varrho\left((0, \varepsilon) \cap \sigma_{2}^{(+)}\right)>0
$$

for any $\varepsilon>0$.
Clearly we can assume that $0 \in \sigma_{2}^{(+)}$. It is easy to see that there exists a compact subset $\beta_{1}^{(+)}$of $\sigma_{2}^{(+)}$such that

$$
\varrho\left((0, \varepsilon) \cap \beta_{1}^{(+)}\right)>0
$$

for any $\varepsilon>0$. We can choose now a positive function $q_{0}$ on $\beta_{1}^{(+)}$such that

$$
\int_{\beta_{1}^{(+)}} \frac{\left|q_{0}(s)\right|^{2}}{s^{2}} d \varrho(s)=\infty
$$

Then we can choose increasing sequences $\left\{\beta_{n}^{( \pm)}\right\}_{n \geqslant 1}$ and $\left\{\gamma_{n}\right\}_{n \geqslant 1}$ of compact sets satisfying (9.9) and proceed by induction as in the first case. On the $n$th step we can define $q_{0}$ on $\beta_{n}^{(+)} \cup \beta_{n}^{(-)} \cup \gamma_{n}$ so that (9.10) and (9.11) hold. Passing to the limit and multiplying if necessary by a suitable constant, we obtain a function $q_{0}$ with desired properties.

Proof of Lemma 8.2. Let $p$ and $\eta$ satisfy the assumptions of Lemma 8.2. Suppose $\left|\sin \omega_{1}(t)\right| \leqslant \eta(t)$ for $t \in \sigma_{2}^{(+)} \cup \sigma_{2}^{(-)}$. It is easy to see that $1-\cos \omega_{1}(t) \leqslant \eta(t), t \in \sigma_{2}^{(+)} \cup \sigma_{2}^{(-)}$.

We have to show that the operators

$$
\left(\mathcal{J}_{2}^{( \pm)}-I\right) \mathcal{E}\left(\sigma(W) \backslash \sigma_{2}^{( \pm)}\right)
$$

are compact. Since

$$
\left(\mathcal{J}_{2}^{( \pm)}-I\right) \mathcal{E}\left(\sigma(W) \backslash \sigma_{2}^{( \pm)}\right) f=\mathbf{0}
$$

for $f \in \mathcal{K}_{0}^{\perp}$, it is sufficient to show that the operators

$$
\left(\mathcal{J}_{2}^{( \pm)}-I\right) \mathcal{E}_{0}\left(\sigma(W) \backslash \sigma_{2}^{( \pm)}\right) P_{0}
$$

are compact where $P_{0}$ is the orthonormal projection onto $\mathcal{K}_{0}$. Let us prove that the operator $\left(\mathcal{J}_{2}^{(+)}-I\right) \mathcal{E}\left(\sigma(W) \backslash \sigma_{2}^{(+)}\right) P_{0}$ is compact. The proof for the other operator is the same. It is easy to see from the definition of $\mathcal{J}_{2}^{(+)}$that for $f \in \mathcal{K}_{0}$ the vector $\left(\mathcal{J}_{2}^{(+)}-I\right) f$ can be represented in the decomposition $\mathcal{K}=\bigoplus_{j \geqslant 0} \mathcal{K}_{j}$ as

$$
\left(\mathcal{J}_{2}^{(+)}-I\right) f=\left(\begin{array}{c}
U_{0}^{*} M_{u} U_{0} f \\
M_{v} U_{0} f \\
\mathbf{0} \\
\mathbf{0} \\
\vdots
\end{array}\right)
$$

where $M_{u}$ and $M_{v}$ are multiplications on $L^{2}(\lambda)$ by the functions $u$ and $v$ defined by

$$
\begin{aligned}
& u(t)= \begin{cases}\cos \omega_{1}(t)-1, & t \in \sigma_{2}^{(+)} \\
0, & t \notin \sigma_{2}^{(+)}\end{cases} \\
& v(t)= \begin{cases}\sin \omega_{1}(t), & t \in \sigma_{2}^{(+)} \\
0, & t \notin \sigma_{2}^{(+)}\end{cases}
\end{aligned}
$$

By Lemma 9.2 the operators $M_{u} U_{0} \mathcal{E}_{0}\left(\sigma(W) \backslash \sigma_{2}^{(+)}\right)$and $M_{v} U_{0} \mathcal{E}_{0}\left(\sigma(W) \backslash \sigma_{2}^{(+)}\right)$are compact which proves the compactness of $\left(\mathcal{J}_{2}^{(+)}-I\right) \mathcal{E}_{0}\left(\sigma(W) \backslash \sigma_{2}^{(+)}\right) P_{0}$.

## III.10. A theorem in perturbation theory

In this section we find a connection between our results on Hankel operators and a theorem in perturbation theory.

In the previous sections, for an operator $\Gamma$ satisfying the conditions (C1)-(C3) we have constructed an output normal system $\{T, p, q\}$ such that the Hankel operator associated with this system is unitarily equivalent to $\Gamma$. If $\operatorname{Ker} \Gamma=\{0\}$, then $R=\Gamma$ and $T$ is unitarily equivalent to the backward shift $S^{*}$. In this case the vectors $\left\{\left(T^{*}\right)^{j} q\right\}_{j \geqslant 0}$ form an orthonormal basis in $\mathcal{K}$ and $R$ has Hankel matrix $\left\{\alpha_{j+k}\right\}_{j, k \geqslant 0}$ in this basis. It is easy to see that the operator $\Lambda$ also has a Hankel matrix (namely $\left\{\alpha_{j+k+1}\right\}_{j, k \geqslant 0}$ ) in the same basis. So $\Lambda$ must satisfy the same conditions (C1)-(C3).

If $\operatorname{Ker} \Gamma \neq\{0\}$, then it follows from the remark to Theorem 2.1 that $T$ is unitarily equivalent to the restriction of $S^{*}$ to $(\operatorname{Ker} \Gamma)^{\perp}$. It is easy to see that in this case $\Lambda=$ $S^{*} \Gamma \mid(\operatorname{Ker} \Gamma)^{\perp}$ and the operator $S^{*} \Gamma$ is a Hankel operator whose kernel is contained in Ker $\Gamma$.

Therefore in both cases the spectral multiplicity function $\nu_{\Lambda}$ of the operator $\Lambda$ must satisfy the condition (C3).

A natural question can arise if we look at our definition of $\Lambda$. The operator $\Lambda$ was defined with the help of multiplication by the function $\widetilde{\mathcal{J}}$. It is easy to see from (5.4) that for $t \in \sigma_{0} \cap \Delta$

$$
\begin{equation*}
\nu_{\Lambda}(t)-\nu_{\Lambda}(-t)=2 \tag{10.1}
\end{equation*}
$$

Hence if the restriction of the measure $\lambda$ to the set $\sigma_{0} \cap \Delta$ contains a non-zero singular component, then (10.1) contradicts the condition (C3). However this can never happen: the singular components of the measures $\varrho$ and $\lambda$ are mutually singular and so the restriction of $\lambda$ to $\sigma_{0} \cap \Delta$ is absolutely continuous. This follows from the following Aronszajn-Donoghue theorem (see [RS, §XIII.6]).

Theorem 10.1. Let $K$ be a self-adjoint operator on Hilbert space and let

$$
L=K+(\cdot, r) r
$$

where $r$ is a cyclic vector of $K$. Then the singular components of the spectral measures of $L$ and $R$ are mutually singular.

Theorem 10.1 has an elementary proof. However it is possible to deduce it from our results on Hankel operators.

Proof of Theorem 10.1. Without loss of generality we can assume that both $L$ and $K$ are positive and invertible. Since $K$ is cyclic, it is unitarily equivalent to multiplication by the independent variable on $L^{2}(\varrho)$, where $\varrho$ is a positive Borel measure with compact support in $(0, \infty)$. Let $\Gamma$ be the orthogonal sum of $K^{1 / 2},-K^{1 / 2}$ and the zero operator on an infinite-dimensional space. Clearly $\Gamma$ satisfies the conditions (C1)-(C3). Let $R=$ $\Gamma \mid(\operatorname{Ker} \Gamma)^{\perp}$ and $W=|R|$. Then $W$ is unitarily equivalent to $K^{1 / 2} \oplus K^{1 / 2}$. We can now put $p=r, q_{0}=W^{-1} x$ (in this case $W$ is invertible). Without loss of generality we can assume that $\left\|q_{0}\right\|_{L^{2}(\Omega)}=1$. We can now define the operators $\boldsymbol{J}, \mathcal{J}, \Lambda$ as above. In our case $\sigma(W)=\sigma_{0}$ and so the operator $A^{*}$ defined by (3.1) is asymptotically stable for any choice of a cyclic vector $q_{0}$ of $W$. (Note that in our case the proof of the asymptotic stability of $A^{*}$ is considerably simpler than in the general case.)

Assume that the singular components of the measures $\varrho$ and $\lambda$ are not mutually singular. In this case the restriction of $\lambda$ to $\Delta$ (see §III.5) has a non-zero singular component. It follows from (5.4) that

$$
\begin{equation*}
\nu_{\lambda}(t)=2, \quad \nu_{\lambda}(-t)=0, \quad \lambda_{s} \text {-a.e. on } \Lambda . \tag{10.2}
\end{equation*}
$$

However, as we have already observed, $\nu_{\Lambda}$ must satisfy (C3) and so

$$
\left|\nu_{\Lambda}(t)-\nu_{\Lambda}(-t)\right| \leqslant 1, \quad \lambda_{s} \text {-a.e., }
$$

which contradicts (10.2).
Remark. Note that it is also possible to deduce Theorem 1.1 in Chapter I from the above Theorem 10.1.
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