
Acta Math., 204 (2010), 151–271
DOI: 10.1007/s11511-010-0047-6
c© 2010 by Institut Mittag-Leffler. All rights reserved

Estimates for maximal functions
associated with hypersurfaces in R3

and related problems of harmonic analysis

by

Isroil A. Ikromov

Samarkand State University

Samarkand, Uzbekistan

Michael Kempe

C.A.-Universität Kiel

Kiel, Germany

Detlef Müller

C.A.-Universität Kiel

Kiel, Germany

Contents

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
1.1. Outline of the proof of Theorem 1.2 and organization of the

article . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

2. Newton diagrams and adapted coordinates . . . . . . . . . . . . . . 163
2.1. Basic definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
2.2. The �-principal part φ� of φ associated with a supporting

line of the Newton polyhedron as a mixed homogeneous poly-
nomial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

2.3. On the multiplicity of roots of derivatives of a mixed homo-
geneous polynomial function . . . . . . . . . . . . . . . . . . . 167

2.4. Adaptedness of coordinates . . . . . . . . . . . . . . . . . . . . 171
2.5. Construction of adapted coordinates . . . . . . . . . . . . . . 172

3. Newton diagram, Pusieux expansion of roots and weights associated
with φa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

4. Uniform estimates for maximal operators associated with families
of finite-type curves and related surfaces . . . . . . . . . . . . . . . . 179
4.1. Finite-type curves . . . . . . . . . . . . . . . . . . . . . . . . . . 179
4.2. Related results for families of surfaces . . . . . . . . . . . . . 189

5. Estimates for oscillatory integrals with small parameters . . . . . . 193
5.1. Oscillatory integrals with non-degenerate critical points in x1 194
5.2. Oscillatory integrals of non-degenerate Airy type . . . . . . 195
5.3. Oscillatory integrals of degenerate Airy type . . . . . . . . . 196

We acknowledge the support for this work by the Deutsche Forschungsgemeinschaft.



152 i. a. ikromov, m. kempe and d. müller

6. Maximal estimates when ∂2φpr 6=0 . . . . . . . . . . . . . . . . . . . . 205

7. Estimation of the maximal operator M when the coordinates are
adapted or the height is strictly less than 2 . . . . . . . . . . . . . . 213

8. Non-adapted coordinates: Estimation of the maximal operator M
away from the principal root jet . . . . . . . . . . . . . . . . . . . . . 217

8.1. Preliminary reduction to a �-homogeneous neighborhood of
the principal root x2=b1x

m1
1 of φpr . . . . . . . . . . . . . . . 219

8.2. Further domain decompositions . . . . . . . . . . . . . . . . . 220

8.3. The maximal operators M%l . . . . . . . . . . . . . . . . . . . 222

8.4. The maximal operators Mτl . . . . . . . . . . . . . . . . . . . 225

8.5. Reduction of the smooth case to the analytic setting . . . . 229

9. Estimation of the maximal operator M near the principal root jet 230

9.1. Further domain decompositions under hypothesis (9.3) . . . 232

10. Proof of Proposition 9.5 . . . . . . . . . . . . . . . . . . . . . . . . . . 244

10.1. Estimation of Jτl . . . . . . . . . . . . . . . . . . . . . . . . . . 244

10.2. Estimation of J%l+1 . . . . . . . . . . . . . . . . . . . . . . . . . 249

11. Uniform estimates for oscillatory integrals with finite-type phase
functions of two variables . . . . . . . . . . . . . . . . . . . . . . . . . 254

12. Proof of the remaining statements in the introduction and refined
results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262

12.1. Invariance of the notion of height h(x0, S) under affine trans-
formations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263

12.2. Proof of Proposition 1.7 and Remark 1.11 (a), and remarks
on the critical exponent p=h(x0, S) . . . . . . . . . . . . . . . 263

12.3. Proof of Theorem 1.12 . . . . . . . . . . . . . . . . . . . . . . . 267

12.4. Proof of Corollary 1.13 . . . . . . . . . . . . . . . . . . . . . . . 268

12.5. Proof of Theorem 1.14 . . . . . . . . . . . . . . . . . . . . . . . 268

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269

1. Introduction

Let S be a smooth hypersurface in Rn and let %∈C∞
0 (S) be a smooth non-negative

function with compact support. Consider the associated averaging operators At, t>0,
given by

Atf(x) :=
∫
S

f(x−ty)%(y) dσ(y),

where dσ denotes the surface measure on S. The associated maximal operator is given
by

Mf(x) := sup
t>0

|Atf(x)|, x∈Rn. (1.1)

We remark that by testing M on the characteristic function of the unit ball in Rn,
it is easy to see that a necessary condition for M to be bounded on Lp(Rn) is that
p>n/(n−1), provided the transversality assumption 1.1 below is satisfied.



problems of harmonic analysis related to hypersurfaces 153

In 1976, E. M. Stein [38] proved that conversely, if S is the Euclidean unit sphere
in Rn, n>3, then the corresponding spherical maximal operator is bounded on Lp(Rn)
for every p>n/(n−1). The analogous result in dimension n=2 was later proved by
J. Bourgain [4]. These results became the starting point for intensive studies of various
classes of maximal operators associated with subvarieties. Stein’s monograph [39] is an
excellent reference to many of these developments. From these early works, the influence
of geometric properties of S on the validity of Lp-estimates of the maximal operator M
became evident. For instance, A. Greenleaf [16] proved that M is bounded on Lp(Rn)
if n>3 and p>n/(n−1), provided S has everywhere non-vanishing Gaussian curvature
and in addition S is starshaped with respect to the origin.

In contrast, the case where the Gaussian curvature vanishes at some points is still
wide open, with the exception of the 2-dimensional case n=2, i.e., the case of finite-type
curves in R2 studied by A. Iosevich in [21]. As a partial result in higher dimensions,
C. D. Sogge and E. M. Stein showed in [37] that if the Gaussian curvature of S does not
vanish to infinite order at any point of S, then M is bounded on Lp in a certain range
p>p(S). However, the exponent p(S) given in that article is in general far from being
optimal, and in dimensions n>3, sharp results are known only for particular classes of
hypersurfaces.

The perhaps best understood class in higher dimensions is the class of convex hyper-
surfaces of finite line type (see in particular the early work in this setting by M. Cowling
and G. Mauceri in [8], [9], the work by A. Nagel, A. Seeger and S. Wainger in [30], and
the articles [22], [23] by A. Iosevich and E. Sawyer and [24] by Iosevich, Sawyer and
Seeger). In [30], sharp results were for instance obtained for convex hypersurfaces which
are given as the graph of a mixed homogeneous convex function φ. Further results were
based on a result due to H. Schulz [34] (see also [42]), which states that, possibly after a
rotation of coordinates, any smooth convex function φ of finite line type can be written
in the form φ=Q+φr, where Q is a convex mixed homogeneous polynomial that vanishes
only at the origin, and φr is a remainder term consisting of terms of higher homogeneous
degree than the polynomial Q. By means of this result, Iosevich and Sawyer proved in
[23] sharp Lp-estimates for the maximal operator M for p>2. For further results in the
case p62, see also [39].

As is well-known since the early work of E. M. Stein on the spherical maximal
operator, the estimates of the maximal operator M on Lebesgue spaces are intimately
connected with the decay rate of the Fourier transform

%̂ dσ(ξ) =
∫
S

e−iξ·x%(x) dσ(x), ξ ∈Rn, (1.2)

of the surface carried measure % dσ, i.e., to estimates of oscillatory integrals. These in
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turn are closely related to geometric properties of the surface S, and have been considered
by numerous authors ever since the early work by B. Riemann on this subject (see [39]
for further information). Also the aforementioned results for convex hypersurfaces of
finite line type are based on such estimates. Indeed, sharp estimates for the Fourier
transform of surface carried measures on S have been obtained by J. Bruna, A. Nagel
and S. Wainger in [5], improving on previous results by B. Randol [33] and I. Svensson
[40]. They introduced a family of non-isotropic balls on S, called “caps”, by setting

B(x, δ) := {y ∈S : dist(y, x+TxS)<δ}, δ > 0.

Here TxS denotes the tangent space to S at x∈S. Suppose that ξ is normal to S at the
point x0. Then it was shown that

|%̂ dσ(ξ)|6C|B(x0, |ξ|−1)|,

where |B(x0, δ)| denotes the surface area ofB(x0, δ). These estimate became fundamental
also in the subsequent work on associated maximal operators.

However, such estimates fail to be true for non-convex hypersurfaces, which we shall
be dealing with in this article, too. More precisely, we shall consider general smooth
hypersurfaces in R3.

Assume that S⊂R3 is such a hypersurface, and let x0∈S be a fixed point in S.
We can then find a Euclidean motion of R3, so that in the new coordinates given by
this motion, we can assume that x0=(0, 0, 1) and Tx0 ={(x1, x2, x3):x3=0}. Then, in a
neighborhood U of the origin, the hypersurface S is given by the graph

U∩S= {(x1, x2, 1+φ(x1, x2)) : (x1, x2)∈Ω}

of a smooth function 1+φ defined on an open neighborhood Ω of 0∈R2 and satisfying
the conditions

φ(0, 0) =0 and ∇φ(0, 0) =0. (1.3)

With φ we can then associate the so-called height h(φ) in the sense of Varchenko [41]
defined in terms of the Newton polyhedra of φ when represented in smooth coordinate
systems near the origin (see §2 for details). An important property of this height is that
it is invariant under local smooth changes of coordinates fixing the origin. We then define
the height of S at the point x0 by h(x0, S):=h(φ). This notion can easily be seen to be
invariant under affine linear changes of coordinates in the ambient space R3 (cf. §12)
because of the invariance property of h(φ) under local coordinate changes.

Now observe that unlike linear transformations, translations do not commute with
dilations, which is why Euclidean motions are not admissible coordinate changes for the
study of the maximal operators M. We shall therefore study M under the following
transversality assumption on S.
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Assumption 1.1. For every x∈S, the affine tangent plane x+TxS to S through x

does not pass through the origin in R3. Equivalently, x /∈TxS for every x∈S, so that
0 /∈S, and x is transversal to S for every point x∈S.

Notice that this assumption allows us to find a linear change of coordinates in R3 so
that in the new coordinates S can locally be represented as the graph of a function φ as
before, and that the norm of M when acting on Lp(R3) is invariant under such a linear
change of coordinates.

If φ is flat, i.e., if all derivatives of φ vanish at the origin, and if %(x0)>0, then
it is well known and easy to see that the maximal operator M is Lp-bounded if and
only if p=∞, so that this case is of no interest. Let us therefore assume in the sequel
that φ is non-flat, i.e., of finite type. Correspondingly, we shall usually assume, often
without further mentioning, that the hypersurface S is of finite type in the sense that
every tangent plane has finite order of contact.

We can now state the main result of this article.

Theorem 1.2. Assume that S is a smooth, finite-type hypersurface in R3 satisfying
Assumption 1.1, and let x0∈S be a fixed point. Then there exists a neighborhood U⊂S of
the point x0 such that for every non-negative density %∈C∞

0 (U) the associated maximal
operator M is bounded on Lp(R3) whenever p>max{h(x0, S), 2}.

Notice that even in the case where S is convex this result is stronger than the
previously known results, which always assumed that S is of finite line type.

The following result shows the sharpness of Theorem 1.2.

Theorem 1.3. Assume that the maximal operator M is bounded on Lp(R3) for
some p>1, where S satisfies Assumption 1.1. Then, for any point x0∈S with %(x0)>0,
we have h(x0, S)6p. Moreover , if S is analytic at such a point x0, then h(x0, S)<p.

From these results, global results can be deduced easily. For instance, if S is a
compact hypersurface, then we define the height h(S) of S by h(S):=supx∈S h(x, S).
Then in fact

h(S) := max
x∈S

h(x, S)<∞

(cf. Corollary 1.15), and from Theorems 1.2 and 1.3, we obtain the following result.

Corollary 1.4. Assume that S is a smooth, compact hypersurface of finite type
in R3 satisfying Assumption 1.1, that %>0 on S and that p>2.

If S is analytic, then the associated maximal operator M is bounded on Lp(R3) if
and only if p>h(S). If S is only assumed to be smooth, then for p 6=h(S) we still have
that the maximal operator M is bounded on Lp(R3) if and only if p>h(S).



156 i. a. ikromov, m. kempe and d. müller

Let H be an affine hyperplane in R3. Following A. Iosevich and E. Sawyer [22], we
consider the distance dH(x):=dist(H,x) from x∈S to H. In particular, if x0∈S, then
dT,x0(x):=dist(x0+Tx0S, x) will denote the distance from x∈S to the affine tangent plane
to S at the point x0. The following result has been proved in [22] in arbitrary dimensions
n>2 and without requiring Assumption 1.1.

Theorem 1.5. (Iosevich–Sawyer) If the maximal operator M is bounded on Lp(Rn),
where p>1, then ∫

S

dH(x)−1/p%(x) dσ(x)<∞ (1.4)

for every affine hyperplane H in Rn which does not pass through the origin.

Moreover, it was conjectured in [22] that for p>2 the condition (1.4) is indeed
necessary and sufficient for the boundedness of the maximal operator M on Lp, at least
if for instance S is compact and %>0.

Remark 1.6. Notice that condition (1.4) is easily seen to be true for every affine
hyperplane H which is nowhere tangential to S, so that it is in fact a condition on affine
tangent hyperplanes to S only. Moreover, if Assumption 1.1 is satisfied, then there are
no affine tangent hyperplanes which pass through the origin, so that in this case it is a
condition on all affine tangent hyperplanes.

In §12, we shall prove the following result.

Proposition 1.7. Suppose that S is a smooth hypersurface of finite type in R3, and
let x0∈S be a fixed point. Then, for every p<h(x0, S), we have∫

S∩U
dT,x0(x)−1/p dσ(x) =∞ (1.5)

for every neighborhood U of x0. Moreover , if S is analytic near x0, then (1.5) holds
true also for p=h(x0, S).

Notice that this result does not require Assumption 1.1. As an immediate conse-
quence of Theorems 1.2 and 1.5, and Proposition 1.7 we obtain the following result.

Corollary 1.8. Assume that S⊂R3 is of finite type and satisfies Assumption 1.1,
and let x0∈S be a fixed point. Moreover , let p>2.

Then, if S is analytic near x0, there exists a neighborhood U⊂S of the point x0 such
that for any %∈C∞

0 (U) with %(x0)>0 the associated maximal operator M is bounded on
Lp(R3) if and only if condition (1.4) holds for every affine hyperplane H in R3 which
does not pass through the origin.

If S is only assumed to be smooth near x0, then the same conclusion holds true,
with the possible exception of the exponent p=h(x0, S).
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This confirms the conjecture by Iosevich and Sawyer in our setting for analytic S,
and for smooth, finite-type S with the possible exception of the exponent p=h(x0, S).
For the critical exponent p=h(x0, S), if S is not analytic near x0, examples show that
unlike in the analytic case it may happen that M is bounded on Lh(x

0,S) (see, e.g., [23]),
and the conjecture remains open for this value of p. For further details, we refer to §12.

As mentioned before, the estimates of the maximal operator M on Lebesgue spaces
are intimately connected with the decay rate of the Fourier transform (1.2) of the surface
carried measure % dσ. Estimates of such oscillatory integrals will naturally play a central
role also in our proof Theorem 1.2. Indeed our proof of Theorem 1.2 will provide enough
information so that it will also be easy to derive the following uniform estimate for the
Fourier transform of surface carried measures on S from it. Notice that our next few
results do not require that h(x0, S)>2.

Theorem 1.9. Let S be a smooth hypersurface of finite type in R3 and let x0 be a
fixed point in S. Then there exists a neighborhood U⊂S of the point x0 such that for
every %∈C∞

0 (U) the following estimate holds true:

|%̂ dσ(ξ)|6C‖%‖C3(S)(1+|ξ|)−1/h(x0,S)log(2+|ξ|) for every ξ ∈R3. (1.6)

This estimate generalizes Karpushkin’s estimates in [25] from the analytic to the
smooth, finite-type setting, but just for linear perturbations. In various situations, esti-
mate (1.6) holds true even without the factor log(2+|ξ|). A complete classification of all
the cases when this is true has been obtained in the subsequent work [20].

For sublevel estimates related to Karpushkin’s results, we refer to the work by Phong,
Stein and Sturm [32], as well as to the recent work by Greenblatt [12]–[15]. We also like to
mention the work by Carbery, Wainger and Wright [6], which contains other applications
of the study of the Newton diagram to harmonic analysis.

It follows from the work of Greenleaf [16] (cf. also [39, Chapter VIII, 5.15 (b)]),
that the uniform estimate (1.6) for the Fourier transform of the surface carried measure
% dσ immediately implies the following Lp(R3)-L2(S) restriction theorem for the Fourier
transform.

Corollary 1.10. Let S be a smooth hypersurface of finite type in R3 and let x0 be
a fixed point in S. Then there exists a neighborhood U⊂S of the point x0 such that for
every non-negative %∈C∞

0 (U) the estimate(∫
S

|f̂ |2% dσ
)1/2

6Cp‖f‖Lp(R3), f ∈S(R3), (1.7)

holds true for every p>1 such that

p′> 2h(x0, S)+2. (1.8)
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In case (1.6) holds true without the factor log(2+|ξ|), the estimate (1.7) remains valid
also for the endpoint p′=2h(x0, S)+2.

Restriction theorems for the Fourier transform have a long history by now, starting
with the seminal work by E. M. Stein and P. Tomas for the case of the Euclidean sphere
(see, e.g., [39]). Our results improve on work by A. Magyar [27] on analytic hypersurfaces
in R3.

Remarks 1.11. (a) If S is represented near x0 as the graph of a function φ(x1, x2),
where %(x0) 6=0, then it can be easily seen by means of Knapp-type examples that the
restriction estimate (1.7) can hold true only if

p′ > 2d(φ)+2

(see §12). Here, d(φ) denotes the Newton distance between the Newton diagram associ-
ated with φ and the origin.

If the coordinates (x1, x2) are adapted to φ (see §2 for the notion of an adapted co-
ordinate system), then we have d(φ)=h(φ)=h(x0, S), so that the result in Corollary 1.10
is sharp, except for the endpoint.

(b) In a subsequent work [20], we have been able to improve the result above by
means of Littlewood–Paley theory and show that the restriction estimate (1.7) holds true
also at the endpoint p′=2h(x0, S)+2. Moreover, in the case where the coordinates are
not adapted to φ, it has turned out that the restriction theorem can be improved to a
wider range of values for p.

The next result establishes a direct link between the decay rate of %̂ dσ(ξ) and
Iosevich–Sawyer’s condition (1.4). It is an almost immediate consequence of some dis-
cussion on p. 539 in the work of Phong, Stein and Sturm [32]. In combination with
Proposition 1.7, it shows in particular that the exponent −1/h(x0, S) in estimate (1.6) is
sharp (for the case of analytic hypersurfaces this follows also from Varchenko’s asymptotic
expansions of oscillatory integrals in [41]).

Theorem 1.12. Let S be a smooth hypersurface in Rn, let %∈C∞
0 (S) be a smooth,

non-negative cut-off function, and assume that

|%̂ dσ(ξ)|6Cβ(1+|ξ|)−β for every ξ ∈Rn, (1.9)

for some β>0. Then, for every p>1 such that p>1/β,∫
S

dH(x)−1/p%(x) dσ(x)<∞ (1.10)

for every affine hyperplane H in Rn.
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Observe that if %>0 at some flat point x0 of S, then the integral in (1.10) is infinite.
Thus, the assumptions in Theorem 1.12 imply that necessarily S is of finite type near
such a point.

In combination with Proposition 1.7 this result easily implies (see §12) the following
consequence.

Corollary 1.13. Suppose that S is a smooth hypersurface in R3, let x0∈S be a
fixed point and assume that the estimate (1.9) holds true for some β>0. If %(x0)>0,
and if % is supported in a sufficiently small neighborhood of x0, then necessarily

β6
1

h(x0, S)
.

Indeed, more is true. Let us introduce the following quantities. In analogy with
V. I. Arnold’s notion of the “singularity index” [2], we define the uniform oscillation
index βu(x0, S) of the hypersurface S⊂Rn at the point x0∈S as follows:

Let Bu(x0, S) denote the set of all β>0 for which there exists an open neighborhood
Uβ of x0 in S such that estimate (1.9) holds true for every function %∈C∞

0 (Uβ). Then

βu(x0, S) := sup{β :β ∈Bu(x0, S)}.

If we restrict our attention to the normal direction to S at x0 only, then we can define
analogously the notion of oscillation index of the hypersurface S at the point x0∈S.
More precisely, if n(x0) is a unit normal to S at x0, then we let B(x0, S) denote the
set of all β>0 for which there exists an open neighborhood Uβ of x0 in S such that the
estimate (1.9) holds true along the line Rn(x0) for every function %∈C∞

0 (Uβ), i.e.,

|%̂ dσ(λn(x0))|6Cβ(1+|λ|)−β for every λ∈R. (1.11)

Then
β(x0, S) := sup{β :β ∈B(x0, S)}.

If we regard S locally as the graph of a function φ, then we can introduce related notions
βu(φ) and β(φ) for φ, regarded as the phase function of an oscillatory integral (cf. [19],
and also §12).

We also define the uniform contact index γu(x0, S) of the hypersurface S at the
point x0∈S as follows: Let Cu(x0, S) denote the set of all γ>0 for which there exists an
open neighborhood Uγ of x0 in S such that the estimate∫

Uγ

dH(x)−γ dσ(x)<∞ (1.12)
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holds true for every affine hyperplane H in Rn. Then we put

γu(x0, S) := sup{γ : γ ∈Cu(x0, S)}.

Similarly, we let C(x0, S) denote the set of all γ>0 for which there exists an open neigh-
borhood Uγ of x0 in S such that∫

Uγ

dT,x0(x)−γ dσ(x)<∞, (1.13)

and call
γ(x0, S) := sup{γ : γ ∈C(x0, S)}

the contact index γ(x0, S) of the hypersurface S at the point x0∈S. Then clearly

βu(x0, S) 6β(x0, S) and γu(x0, S) 6 γ(x0, S). (1.14)

At least for hypersurfaces in R3, a lot more is true.

Theorem 1.14. Let S be a smooth, finite-type hypersurface in R3, and let x0∈S be
a fixed point. Then

βu(x0, S) =β(x0, S) = γu(x0, S) = γ(x0, S) =
1

h(x0, S)
.

Note that for analytic hypersurfaces the estimate γ(x0, S)>1/h(x0, S) is also a con-
sequence of Theorem 4 in the article [32] by Phong, Stein and Sturm. Partial results on
the value of γ(x0, S) can be found in Greenblatt’s articles [12] and [14]. These articles
approach these estimates in a different way by means of sublevel estimates.

As an immediate consequence of Theorem 1.14, we obtain the following result.

Corollary 1.15. Let S be a smooth, finite-type hypersurface in R3, and let x0∈S
be a fixed point. Then there exists a neighborhood U⊂S of x0 such that h(x, S)6h(x0, S)
for every x∈U .

This shows in particular that if Φ(x, s)=φ(x1, x2)+s1x1+s2x2 is a smooth deforma-
tion by linear terms of a smooth, finite-type function φ defined near the origin in R2 and
satisfying (1.3), then the height of Φ( · , s) at any critical point of the function x 7!Φ(x, s)
is bounded by the height at h(Φ( · , 0))=h(φ) for sufficiently small perturbation param-
eters s1 and s2. This proves a conjecture by V. I. Arnold [2] in the smooth setting at
least for linear perturbations. For analytic functions φ of two variables, such a result has
been proved for arbitrary analytic deformations by V. N. Karpushkin [25].
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Let us recall at this point a result by A. Greenleaf. In [16] he proved that if

%̂ dσ(ξ) =O(|ξ|−β), as |ξ|!∞,

and if β> 1
2 , then the maximal operator is bounded on Lp whenever p>1+1/2β. The

case β6 1
2 remained open.

E. M. Stein, for β= 1
2 , and later A. Iosevich and E. Sawyer [23], for the full range

β6 1
2 , conjectured that if S is a smooth, compact hypersurface in Rn such that

|%̂ dσ(ξ)|=O(|ξ|−β) for some 0<β6 1
2 ,

then the maximal operator M is bounded on Lp(Rn) for every p>1/β, at least if we
assume that %>0.

A partial confirmation of Stein’s conjecture has been given by C. D. Sogge [36], who
proved that if the surface has at least one non-vanishing principal curvature everywhere,
then the maximal operator is Lp-bounded for every p>2. Certainly, if the surface has at
least one non-vanishing principal curvature then the estimate above holds for β= 1

2 .
Now, if n=3 and 0<β6 1

2 , then βu(x0, S)>β for every point x0∈S, so that our
Theorem 1.14 implies that 1/β>h(x0, S). Then, if p>1/β, we have p>max{2, h(x0, S)}.
Therefore, by means of a partition of unity argument, we obtain from Theorem 1.2 the
following confirmation of the Stein–Iosevich–Sawyer conjecture in this case.

Corollary 1.16. Let S be a smooth compact hypersurface in R3 satisfying As-
sumption 1.1, and let %>0 be a smooth density on S. We assume that there is some
0<β6 1

2 such that
|%̂ dσ(ξ)|=O(|ξ|−β).

Then the associated maximal operator M is bounded on Lp(R3) for every p>1/β.

We finally remark that the case p62 behaves quite differently, and examples show
that neither condition (1.4) nor the notion of height will be suitable to determine the
range of exponents p for which the maximal operator M is Lp-bounded (see, e.g., [24]).
The study of this range for p62 is work in progress.

1.1. Outline of the proof of Theorem 1.2 and organization of the article

The proof of our main result, Theorem 1.2, will strongly make use of the results in
[19] on the existence of the so-called “adapted” coordinate systems for a smooth, finite-
type function φ defined near the origin in R2, which will be briefly reviewed in §2.4
and §2.5. These results generalize the corresponding classical results for analytic φ, due
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to A. N. Varchenko [41], by means of a simplified approach inspired by the seminal work
of D. H. Phong and E. M. Stein [31]. According to these results, possibly after switching
the coordinates x1 and x2, one can always find a change of coordinates of the form

y1 :=x1, y2 :=x2−ψ(x1)

which leads to adapted coordinates y. The function ψ can be constructed from the
Pusieux series expansion of roots of φ (at least if φ is analytic) as the so-called principal
root jet (cf. [19], and also the earlier work by D. H. Phong, E. M. Stein and J. A. Sturm
[32], which contains a construction of adapted coordinates in the analytic setting by
means of Puiseux series expansions of roots, too). The relations between the Newton
diagram and the Pusieux series expansions of roots will be reviewed in §3. Somewhat
simplifying, ψ agrees with a real-valued leading part of the (complex) root of φ near which
the function φ is “small to highest order” in an averaged sense. One would preferably
like to work in these adapted coordinates y, since the height of φ when expressed in the
adapted coordinates can be read off directly from the Newton polyhedron of φ as the
so-called “Newton distance”. However, this change of coordinates leads to substantial
problems, since it is in general non-linear.

Now, in domains away from the curve x2=ψ(x1), it turns out that one can find
some k with 26k6h(φ) such that ∂k2φ 6=0. This suggests that one may apply the results
on maximal functions on curves in [21]. Indeed this is possible, but we need estimates
for such maximal operators along curves which are stable under small perturbations of
the given curve. Such results, which will be based on the local smoothing estimates by
G. Mockenhaupt, A. Seeger and C. Sogge in [29], and related estimates for maximal
operators along surfaces, are derived in §4. The necessary control on partial derivatives
∂k2φ will be obtained from the study of mixed homogeneous polynomials in §2.3. Indeed,
in a similar way as the Schulz polynomial [34] is used in the convex case to approximate
the given function φ, we shall approximate the function φ in domains close to a given root
of φ by a suitable mixed homogeneous polynomial, following here some ideas of Phong
and Stein [31].

The case where our original coordinates x are adapted or where the height h(φ) is
strictly less than 2 is the simplest one, since we can here avoid non-linear changes of
coordinates. This case is dealt with in §7.

We then concentrate in §§8–10 on the situation where h(φ)>2 and where the coor-
dinates are not adapted.

The contributions to the maximal operator M by the complement of a narrow
domain containing the curve x2=ψ(x1) are estimated in §8.1 by essentially the same
tools as for the case of adapted coordinates.
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The narrow domain containing the principal root jet x2=ψ(x1) remains to be con-
sidered. For this domain, it is in general no longer possible to reduce its contribution
to the maximal operator M to maximal operators along curves, and we have to apply
2-dimensional oscillatory integral techniques, too. Indeed, we shall need estimates for
certain classes of oscillatory integrals with small parameters, which will be provided in
§5 and §6. These results will be applied in §9 and §10 in order to complete the proof of
Theorem 1.2.

Our approach requires some rather delicate domain decompositions, which will be
described in §8.2 and §9.1. The decompositions from §8.2 have been considered before in
[31], and we recommend that the reader consults that article for additional motivation.
They are based on classical relations between the edges of the Newton diagram and the
roots of φ, which are reviewed in §3.

The decompositions from §9.1 share some features of the ones from §8.2, but are
even more complex. They are based on a stopping time argument motivated by the
behavior of the oscillatory integrals that arise, after rescaling, from dyadic pieces of the
oscillatory integral associated with φ. The crucial control quantity for the stopping time
will be the size of ∂2φ.

We remark that our proof does not make use of any damping techniques, which had
been crucial to many earlier approaches.

The proof of Theorem 1.9, which will be given in §11, can easily be obtained from
the results established in the course of the proof of Theorem 1.2, except for the case
h(x0, S)<2, which, however, has been studied by J. J. Duistermaat [11] in a complete
way. The main difference is that we have to replace the estimates for maximal operators
in §4 by van der Corput type estimates due to J. E. Björk and G. I. Arkhipov.

In the last section, §12, we shall give proofs of all the other results stated above as
well as refinements of some of them.

2. Newton diagrams and adapted coordinates

2.1. Basic definitions

We first recall some basic notions from [19], which essentially go back to the paper
[41] by A. N. Varchenko. Let φ be a smooth real-valued function defined on an open
neighborhood Ω of the origin in R2 with φ(0, 0)=0 and ∇φ(0, 0)=0, and consider the
associated Taylor series

φ(x1, x2)∼
∞∑

j,k=0

cjkx
j
1x
k
2
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of φ centered at the origin. The set

T (φ) :=
{

(j, k)∈N2 : cjk =
1
j!k!

∂jx1
∂kx2

φ(0, 0) 6=0
}

will be called the Taylor support of φ at (0, 0). We shall always assume that

T (φ) 6= ∅,

i.e., that the function φ is of finite type at the origin. If φ is real-analytic, so that the
Taylor series converges to φ near the origin, this just means that φ 6=0. The Newton
polyhedron N (φ) of φ at the origin is defined to be the convex hull of the union of all the
quadrants (j, k)+R2

+ in R2, with (j, k)∈T (φ). The associated Newton diagram Nd(φ) is
the union of all compact faces of the Newton polyhedron; here, by a face, we shall mean
an edge or a vertex.

We shall use coordinates (t1, t2) for points in the plane containing the Newton poly-
hedron, in order to distinguish this plane from the (x1, x2)-plane.

The Newton distance (or shorter distance) d=d(φ) between the Newton polyhedron
and the origin is given by the coordinate d of the point (d, d) at which the bisectrix t1=t2
intersects the boundary of the Newton polyhedron.

The principal face π(φ) of the Newton polyhedron of φ is the face of minimal di-
mension containing the point (d, d). Deviating from the notation in [41], we shall call
the series

φpr(x1, x2) :=
∑

(j,k)∈π(φ)

cjkx
j
1x
k
2 (2.1)

the principal part of φ. In the case where π(φ) is compact, φpr is a polynomial; otherwise,
we shall consider φpr as a formal power series.

Note that the distance between the Newton polyhedron and the origin depends on the
chosen local coordinate system in which φ is expressed. By a local analytic (respectively,
smooth) coordinate system at the origin we shall mean an analytic (respectively, smooth)
coordinate system defined near the origin which preserves 0. If we work in the category
of smooth functions φ, we shall always consider smooth coordinate systems, and if φ is
analytic, then one usually restricts oneself to analytic coordinate systems (even though
this will not really be necessary for the questions we are going to study, as we shall see).
The height of the analytic (respectively, smooth) function φ is defined by

h(φ) := sup dx,

where the supremum is taken over all local analytic (respectively, smooth) coordinate
systems x at the origin, and where dx is the distance between the Newton polyhedron
and the origin in the coordinates x.

A given coordinate system x is said to be adapted to φ if h(φ)=dx.
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2.2. The �-principal part φ
�

of φ associated with a supporting line of the
Newton polyhedron as a mixed homogeneous polynomial

Let �=(�1,�2) with �1,�2>0 and |�|:=�1+�2>0 be a given weight, with associated
one-parameter family of dilations δr(x1, x2):=(r�1x1, r

�2x2), r>0. A function φ on R2

is said to be �-homogeneous of degree a, if φ(δrx)=raφ(x) for every r>0, x∈R2. Such
functions will also be called mixed homogeneous. The exponent a will be called the
�-degree of φ. For instance, the monomial xj1x

k
2 has �-degree �1j+�2k.

If φ is an arbitrary smooth function near the origin, consider its Taylor series∑∞
j,k=0 cjkx

j
1x
k
2 around the origin. We choose a so that the line

L� := {(t1, t2)∈R2 :�1t1+�2t2 = a}

is the supporting line to the Newton polyhedron N (φ) of φ. If we assume that �1>0
and �2>0, then

φ�(x1, x2) :=
∑

(j,k)∈L�

cjkx
j
1x
k
2

is a non-trivial polynomial which is �-homogeneous of degree a; it will be called the
�-principal part of φ. By definition, we then have

φ(x1, x2) =φ�(x1, x2)+terms of higher �-degree. (2.2)

More precisely, we mean by this that every point (j, k) in the Taylor support of the
remainder term φr :=φ−φ� lies on a line �1t1+�2t2=d with d>a parallel to, but above
the line L�, i.e., we have �1j+�2k>a. Moreover, clearly

Nd(φ�)⊂Nd(φ).

In the sequel, we shall often encounter polynomial functions P satisfying

∇P (0, 0) =0,

which are �-homogeneous of degree 1. The quantity

dh(P ) :=
1

�1+�2
(2.3)

will then be called the homogeneous distance of the mixed homogeneous polynomial P .
We recall that (dh(P ), dh(P )) is just the point of intersection of the bisectrix with the
line �1t1+�2t2=1 on which the Newton diagram Nd(P ) lies, and that

dh(P ) 6 d(P ) (2.4)
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(cf. [19]). By
m(P ) := ordS1P (2.5)

we shall denote the maximal order of vanishing of P along the unit circle S1 centered at
the origin. We note that, by [19, Corollary 3.4], we then have

h(P ) =max{m(P ), dh(P )}. (2.6)

We also recall the following result (cf. Proposition 2.2 and Corollary 2.3 in [19]).
If m1, ...,mn are positive integers, then we denote their greatest common divisor by
(m1, ...,mn).

Proposition 2.1. Let P be a �-homogeneous polynomial of degree 1, and assume
that P is not of the form P (x1, x2)=cxν11 x

ν2
2 . Then �1 and �2 are uniquely determined

by P , and �1,�2∈Q.
Let us assume that �16�2, and write

�1 =
q

m
and �2 =

p

m
, (p, q,m) = 1,

so that in particular p>q. Then (p, q)=1 and there exist non-negative integers α1 and α2

and a (1, 1)-homogeneous polynomial Q such that the polynomial P can be written as

P (x1, x2) =xα1
1 xα2

2 Q(xp1, x
q
2). (2.7)

More precisely , P can be written in the form

P (x1, x2) = cxν11 x
ν2
2

M∏
l=1

(xq2−λlx
p
1)
nl , (2.8)

with M>1, distinct λl∈C\{0} and multiplicities nl∈N\{0}, and with ν1, ν2∈N (possibly
different from α1 and α2 in (2.7)).

Let n:=
∑M
l=1 nl. The distance d(P ) of P can then be read off from (2.8) as follows:

If the principal face of N (P ) is compact , then it lies on the line �1t1+�2t2=1, and the
distance is given by

d(P ) =
1

�1+�2
=
ν1q+ν2p+pqn

q+p
. (2.9)

Otherwise, we have d(P )=max{ν1, ν2}. In particular , in any case we have

d(P ) =max{ν1, ν2, dh(P )}.
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The proposition shows that every zero (or “root”) (x1, x2) of P which does not lie
on a coordinate axis is of the form x2=λ1/q

l x
p/q
1 . We also note that

m(P ) =max{ν1, ν2,max{nl :λl ∈R and l=1, ...,M}}. (2.10)

In view of the homogeneity of P , we shall often restrict our considerations to roots lying
on the unit circle. For the next result, cf. [19, Corollaries 2.3 and 3.4].

Corollary 2.2. Let P be a (�1,�2)-homogeneous polynomial of degree 1 as in
Proposition 2.1, and consider the representation (2.8) of P . We put again

n :=
M∑
l=1

nl.

(a) If �2/�1 /∈N, that is, if q>2, then n<dh(P ). In particular , every real root
x2=λ1/q

l x
p/q
1 of P has multiplicity nl<dh(P ).

(b) If �2/�1∈N, that is, if q=1, then there exists at most one real root of P on
the unit circle S1 of multiplicity greater than dh(P ). More precisely , if we put n0 :=ν1
and nM+1 :=ν2 and choose l0∈{0, ...,M+1} so that

nl0 =max{nl : l=0, ...,M+1}>dh(P ),

then nl<dh(P ) for every l 6=l0.
(c) If 1<�2/�1∈N, then there exists at most one real root (x0

1, x
0
2) of P on the unit

circle S1 with x0
1 6=0, which has multiplicity greater than or equal to dh(P ).

In particular, we see that the multiplicity of every real root of P not lying on a
coordinate axis is bounded by the distance d(P ), unless q=1, in which case there can at
most be one real root x2=λl0x

p
1 with multiplicity exceeding d(P ). If such a root exists,

we shall call it the principal root of P .

2.3. On the multiplicity of roots of derivatives of a mixed homogeneous
polynomial function

Assume that P is a �-homogeneous polynomial of degree 1 such that ∇P (0)=0, and
that 0<�16�2. We shall show that the multiplicities of roots of ∂2P (respectively, ∂2

2P )
can be controlled in many cases in a suitable way by the homogeneous distance of P .

These results will for instance allow us later to reduce the estimation of the maximal
operator in Theorem 1.2 for large parts of the surface measure of S to the estimation
of maximal operators along curves in a plane, which will be provided in Proposition 4.5
(respectively, Corollary 4.6).
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Proposition 2.3. Let P be a �-homogeneous polynomial of degree 1 such that
∇P (0)=0.

(a) Suppose that ∂2
2P does not vanish identically , and that 2<�2/�1∈N, so that

p:=�2/�1>3 and q=1 in (2.8). If x0∈S1, then denote by m2(x0) the order of vanishing
of ∂2

2P along the circle S1 in the point x0. By R2 we shall denote the set of all roots
x0=(x0

1, x
0
2) of ∂2

2P on the unit circle such that x0
1 6=0. We assume that R2 6=∅, and let

xm∈R2 be a root of maximal multiplicity m2(xm)>1 among all roots in R2. Then, for
any other root x0 6=xm in R2, we have m2(x0)6dh(P )−2.

In particular , for every point x=(x1, x2)∈S1 such that x1 6=0 and x 6=xm there exists
some j, with 26j6dh(P ), such that ∂j2P (x) 6=0.

(b) Assume that P vanishes along S1 of exact order ν2=d(P ) in the point (1, 0)
on the x1-axis, that �2/�1>2 and that d(P )>2. Then m2(x0)6dh(P )−2 for every root
x0∈R2 satisfying x0

2 6=0.
In particular , for every point x∈S1 which does not lie on a coordinate axis, there

exists some j with 26j6dh(P ) such that ∂j2P (x) 6=0.
(c) Assume that �2/�1 /∈N, and that ∂2P does not vanish identically. If x0∈S1,

then denote by m1(x0) the order of vanishing of ∂2P along S1 in the point x0. Then
m1(x0)<dh(P )−1 for every root x0 of ∂2P with x0

1 6=0 6=x0
2.

In particular , for every point x∈S1 which does not lie on a coordinate axis, there
exists some j with 16j<dh(P ) such that ∂j2P (x) 6=0.

Remarks. (i) In case (a), if m(P )>d(P ), so that P has a (unique) principal root
xpr∈S1, then xm=xpr.

(ii) In analogy with (c), one can prove that if �2/�1 /∈N, then m2(x0)6dh(P )−2 for
every root with x0

1 6=0 6=x0
2, unless the polynomial P is of the form

P (x1, x2) = c(x2
2−λ1x

5
1)(x

2
2−λ2x

5
1),

with λ1+λ2∈R\{0} and λ1λ2∈R. Our estimate in (c) for m1(x0) will allow us to avoid
a separate discussion of these exceptional polynomials.

Proof. We first prove (a) and remark (i). In order to prepare also the proof of
part (b), let us initially only assume that �2/�1>2. By our assumptions, ∂2

2P is a σ-
homogeneous polynomial of degree 1 with respect to the weight σ=(σ1, σ2), with

σ1 :=
�1

1−2�2
and σ2 :=

�2

1−2�2
.

According to the Proposition 2.1, we can write the polynomial ∂2
2P in the form

∂2
2P (x1, x2) =xν11 x

ν2
2 Q2(x

p
1, x

q
2),
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where Q2 is a homogeneous polynomial of degree n2, and

a :=
p

q
=

�2

�1
=
σ2

σ1
> 2. (2.11)

We shall also assume that no power of xq2 can be factored from Q2(x
p
1, x

q
2), so that we

have
σ1 =

q

ν1q+ν2p+n2pq
and σ2 =

p

ν1q+ν2p+n2pq
. (2.12)

Let us put N :=ν2+n2.
To prove (a), assume now that q=1. If x0 is a root different from xm in R2, then

16m2(x0)6m2(xm), and so we have

2m2(x0) 6m2(x0)+m2(xm) 6N,

and hence in particular N>2. Assume we had m2(x0)>dh(P )−2. Then

1+2σ2

σ1+σ2
= dh(P )<

N

2
+2, (2.13)

and in view of (2.12), one computes that N<2(2−ν1)/(p−1). Since N>2, this implies
that p<3−ν1, contradicting our assumption (2.11), which implies here that p>3.

To prove remark (i), assume that m(P )>d(P ), so that P has a (unique) principal
root xpr∈S1 of multiplicity m(xpr)=m(P ).

If m(P )>3, then xpr∈R2, with multiplicity

m2(xpr) =m(P )−2>d(P )−2 > dh(P )−2,

so that, by (a), we must have xpr=xm, and the conclusion in (i) is obvious.
If m(P )62, then d(P )<2, and hence

1+2σ2

σ1+σ2
< 2,

which implies that ν1+pN61. Consequently, we have N=0 and ν161, so that P would
be a polynomial of degree at most one, and hence ∂2

2P would vanish identically. This
shows that this case actually cannot arise.

We next prove (b). So, assume that ν2=d(P )>2. Then ∂2
2P vanishes exactly of

order d(P )−2>1 in the point e:=(1, 0), i.e., m2(e)=d(P )−2. Let x0 be any root of ∂2
2P

with x0
1 6=0 6=x0

2. We want to show that m2(x0)6dh(P )−2. Assume to the contrary that
m2(x0)>dh(P )−2.

If m2(x0)<m2(e), then

2m2(x0)<m2(e)+m2(x0) 6N,
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and we obtain dh(P )< 1
2N+2. And, if m2(x0)>m2(e), then

2m2(e) 6m2(e)+m2(x0) 6N,

and hence d(P )6 1
2N+2. So, in both cases, we have dh(P )6 1

2N+2. As in the proof of
(a), this leads to a contradiction: Indeed, (2.12) and (2.13) imply that

ν1q+(ν2+2)p+n2pq

p+q
6
N

2
+2,

and hence
ν1+(ν2+2)a+n2p

a+1
6
ν2+n2+4

2
.

Since a>2, ν2>3 and n2>1, this implies that

p<
− 1

2ν2+ 3
2n2+2

n2
6

3
2

+
1

2n2
6 2,

and hence p<2, which is not possible.
Let us finally prove (c). So, assume that x0 is a root of ∂2P which does not lie on

a coordinate axis. Arguing similarly as in (a), we see that ∂2P (x) is a σ-homogeneous
polynomial of degree 1 with respect to the weight σ=(σ1, σ2), with

σ1 :=
�1

1−�2
and σ2 :=

�2

1−�2
,

and ∂2P (x) can be written in the form ∂2P (x1, x2)=xν11 x
ν2
2 Q1(x

p
1, x

q
2), where p and q are

coprime, Q1 is a homogeneous polynomial of degree n1 and

p

q
=

�2

�1
=
σ2

σ1
> 1.

We shall also assume that no power of xq2 can be factored from Q1(x
p
1, x

q
2), so that we

have
σ1 =

q

ν1q+ν2p+pqn1
and σ2 =

p

ν1q+ν2p+pqn1
.

Since �2/�1 /∈N, we have q>2. Moreover, our assumption x0
1 6=0 6=x0

2 implies that

qm1(x0) 6n1.

Assume that m1(x0)>dh(P )−1. Then

1+σ2

σ1+σ2
=

1
�1+�2

6 1+m1(x0) 6 1+
n1

q
,
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and hence

n1 6
q−(ν1q+ν2p)
pq−1−p/q

.

Let us first consider the case ν1+ν2>1. Since ν1q+ν2p>(ν1+ν2)q>q, we then
obtain n160, so that P=cxν11 x

ν2
2 , which cannot vanish at x0, so that we arrive at the

contradiction m1(x0)=0.
Assume next that ν1=ν2=0. Then

1 6n1<
q

pq−1−p/q
, that is, p<

1+q
q−1/q

.

But we have q>2, so that
1+q
q−1/q

6 2.

This contradicts our assumption that p/q>1.

2.4. Adaptedness of coordinates

Let us begin by remarking that if the principal face π(φ) of the Newton polyhedron N (φ)
of φ is a compact edge, then there is a unique weight �=(�1,�2) so that �1,�2>0 and
such that π(φ) lies on the line �1t1+�2t2=1. Without loss of generality, by flipping
coordinates, if necessary, we may and shall assume in the sequel that �2>�1 (cf. [19]).
Thus, 0<�16�2 and φpr=φ� is a �-homogeneous polynomial of degree 1. We then
recall from [19, Corollaries 4.3 and 5.2], the following facts:

The coordinates x are adapted to φ if and only if the principal face π(φ) of the
Newton polyhedron N (φ) satisfies one of the following conditions:

(a) π(φ) is a compact edge, and either �2/�1 /∈N, or �2/�1∈N and m(φpr)6d(φ);
(b) π(φ) consists of a vertex;
(c) π(φ) is unbounded.
Moreover, in case (a) we have h(φ)=h(φpr)=d(φpr). Notice also that if π(φ) is

a compact edge and �2/�1 /∈N, then we even have that m(φpr)<d(φ) (cf. [19, Corol-
lary 2.3]). In the sequel, we shall often refer to these as the cases (a)–(c), without further
mentioning.

Lemma 2.4. If the coordinates are adapted to φ, then there is a weight �=(�1,�2)
such that , without loss of generality , 0<�16�2<1 and h(φ)=h(φ�).

Proof. In case (a), this is immediate from the previous discussion. Observe also that
�j<1 for j=1, 2, since φ(0)=0 and ∇φ(0)=0.

Consider next case (b), where π(φ) consists of a vertex (N,N). Then h(φ)=N>1.
We can then choose a weight with 0<�16�2<1 (possibly after flipping coordinates)
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so that the line �1t1+�2t2=1 intersects the Newton polyhedron N (φ) in the single
point (N,N), i.e., so that φ�=cxN1 x

N
2 , where c is a non-trivial constant. Then again

h(φ)=N=d(φ�)=h(φ�).
Case (c) can be treated similarly. Here, the principal face π(φ) may be assumed to be

a horizontal half-line, with left endpoint (ν1, N), where ν1<N=h(φ). Notice that N>2,
since for N=1 we had ν1=0, which is not possible given our assumption ∇φ(0, 0)=0.
We can then choose �, with 0<�1<�2, so that the line �1t1+�2t2=1 is a supporting
line to the Newton polyhedron of φ and that the point (ν1, N) is the only point of N (φ)
on this line (we just have to choose �2/�1 sufficiently large!). Then necessarily �2<1,
and the �-principal part φ� of φ is of the form φ�(x)=cxν11 x

N
2 , with c 6=0. Since the

coordinates are clearly also adapted to φ�, we find that h(φ)=N=d(φ�)=h(φ�).

2.5. Construction of adapted coordinates

Adapted coordinates can be constructed by means of a slight modification of an algorithm
going back to Varchenko, even in the smooth, finite-type setting. We briefly recall the
principal steps here, and refer the reader to [19] for further details.

Assume that φ is as before. Then, by [19, Theorem 5.1], there exists a smooth
function ψ=ψ(x1) defined on a neighborhood of the origin with ψ(0)=0 such that an
adapted coordinate system (y1, y2) for φ is given locally near the origin by means of the
(in general non-linear) shear

y1 :=x1 and y2 :=x2−ψ(x1).

In these coordinates, φ is given by

φa(y) :=φ(y1, y2+ψ(y1)). (2.14)

The function ψ can be constructed as follows:
If the coordinates are adapted to φ, then we may choose ψ :=0 and are finished.
Otherwise, by our previous discussion, the principal face π(φ) is a compact edge

such that m1 :=�2/�1∈N and m(φpr)>d(φpr). We then choose a real root x 7!b1xm1
1 of

the principal part φpr of φ of maximal multiplicity N0 :=m(φpr), i.e., the principal root.
Note that b1 6=0.

Step 1. We apply the real change of variables x=s(y) given by

y1 :=x1 and y2 :=x2−b1xm1
1 ,

and put φ̃:=φ�s. Let us endow all quantities associated with φ̃ with a tilde. This change
of coordinates has the following effects on the Newton polyhedron: all edges of N (φ)
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lying “to the left” of the principal face π(φ) are preserved in N (φ̃), but the principal
edge N (φ) shrinks along the line on which it lies, keeping the left endpoint fixed. It may
either become an edge of N (φ̃), lying strictly above the bisectrix, or even a single point
(cf. the discussion in [19, §4.2]).

Now, if the coordinates y are adapted to φ, we choose ψ(x1):=b1xm1
1 and are done.

Otherwise, the principal face π(φ̃) is a compact edge, and we have �̃2/�̃1=:m2∈N
and N1 :=m(φ̃pr)>d(φ̃). Recall that the principal part φ̃pr of φ̃ is �̃-homogeneous of
degree 1. One can then show that

m2>m1, N1 6N0 and d(φ̃)>d(φ). (2.15)

Subsequent steps. Now, either the new coordinates y are adapted, in which case we
are done. Or we can apply the same procedure to φ̃, etc. In this way, we obtain a sequence
of functions φ(k)=φ�s(k), with φ(0) :=φ and φ(k+1) :=φ̃(k), which can be obtained from
the original coordinates x by means of a change of coordinates x=s(k)(y) of the form

y1 :=x1 and y2 :=x2−
k∑
l=1

blx
ml
1 ,

with positive integers m1<m2<...<mk<mk+1<... and real coefficients bl 6=0. Moreover,
if Nk :=m((φ(k))pr) denotes the maximal order of vanishing of the principal part of φ(k)

along the unit circle S1, we then have

N0 >N1 > ...>Nk >Nk+1 > ... . (2.16)

Either this procedure will stop after finitely many steps, or it will continue infinitely.
If it stops, say, at the Kth step, it is clear that we will have arrived at an adapted
coordinate system x=s(K)(y), with a polynomial function ψ(x1)=

∑K
l=1 blx

ml
1 .

Final step. Assume that the procedure does not terminate. Since by (2.16) the
maximal multiplicities Nk of the real roots of the principal part of φ(k) form a decreasing
sequence, there exist K0, N∈N such that Nk=N for every k>K0. We assume that K0

is chosen minimal with this property. It has been shown in [19] that the principal part
of φ(k) is then of the form

(φ(k))pr(x) = ckx
ν1
1 (x2−bk+1x

mk+1
1 )N for every k>K0, (2.17)

where ν1<N .
Now, according to a classical theorem of E. Borel (cf. [17, Theorem 1.2.6]) one can

find a smooth function ψ(x1) near the origin whose Taylor series is the formal series
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∑∞
l=1 blx

ml
1 . Then the coordinates y1 :=x1 and y2 :=x2−ψ(x1) turn out to be adapted

to φ. More precisely, one finds that in these coordinates, φ is given by φa(y), where the
principal face of N (φa) is the unbounded horizontal half-line given by t1>ν1 and t2=N .
Notice that here N=h(φ).

In the case of an analytic function φ, the function ψ can be chosen to be analytic, in
which case it can be identified with one of the roots of φ, called the principal root, or a
partial sum of the Puiseux series expansion of it (see [19], and cf. also §3), which is why
we called it the principal root jet in [19]. With some slight abuse of notation, it will be
given the same name also in the smooth case.

Notice that only when the principal face of the Newton polyhedron of φa is un-
bounded, ψ may not be a polynomial.

We shall in the sequel distinguish the following three cases (cf. §2.4):
(a) π(φa) is a compact edge, and either �a2/�

a
1 /∈N, or �a2/�

a
1∈N and m(φapr)6d(φ);

(b) π(φa) consists of a vertex;
(c) π(φa) is unbounded.
Here, in case (a), the principal weight �

a=(�a1 ,�
a
2 ) is the unique weight such that

the principal part φapr of φa is �a-homogeneous of degree 1.

3. Newton diagram, Pusieux expansion of roots
and weights associated with φa

It is well known that with each edge γl of the Newton diagram of φa one can associate
a unique weight �

l and a corresponding principal part φa
�

l of φa, which can indeed be
read off from the Pusieux series expansion of roots of φa, at least in the analytic case
(cf. [31]).

In order to recall these results, let us assume here that φ is real-analytic (in §8.5 we
shall explain how the general case can be reduced to the analytic setting). As in [19],
we shall make use of results and notation from Phong and Stein’s article [31]. It is well
known that we may write

φa(y1, y2) =U(y1, y2)yν11 y
ν2
2

∏
r

(y2−r(y1)),

where the product runs over all non-trivial roots r=r(y1) of φa (which may also be
empty) and where U(0, 0) 6=0. Moreover, according to [31], these roots can be expressed
in a small neighborhood of 0 as Puiseux series

r(y1) = cα1
l1
y
al1
1 +cα1α2

l1l2
y
a

α1
l1l2

1 +...+cα1...αp

l1...lp
y
aα1...αp−1

l1...lp

1 +...,
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where

c
α1...αp−1β
l1...lp

6= c
α1...αp−1γ
l1...lp

for β 6= γ,

and

a
α1...αp−1
l1...lp

>a
α1...αp−2
l1...lp−1

,

with strictly positive exponents aα1...αp−1
l1...lp

>0 and non-zero complex coefficients cα1...αp

l1...lp
,

and where we have kept enough terms to distinguish between all the non-identical roots
of φa. These roots can be grouped into clusters:

The cluster [
α1 ... αp

l1 ... lp

]
designates all the roots r(y1), counted with their multiplicities, which satisfy

r(y1)−
(
cα1
l1
y
al1
1 +cα1α2

l1l2
y
a

α1
l1l2

1 +...+cα1...αp

l1...lp
y
aα1...αp−1

l1...lp

1

)
=O(yb1) (3.1)

for some exponent b>aα1...αp−1
l1...lp

. We also introduce the clusters

[
α1 ... αp−1 ·
l1 ... lp−1 lp

]
:=

⋃
αp

[
α1 ... αp

l1 ... lp

]
.

Each index αp or lp varies in some finite range which we shall not specify here. We
finally put

N

[
α1 ... αp

l1 ... lp

]
:= number of roots in

[
α1 ... αp

l1 ... lp

]
,

N

[
α1 ... αp−1 ·
l1 ... lp−1 lp

]
:= number of roots in

[
α1 ... αp−1 ·
l1 ... lp−1 lp

]
.

Let a1<...<al<...<an be the distinct leading exponents of all the roots r. Each
exponent al corresponds to the cluster

[·
l

]
, so that the set of all roots r can be divided

as
⋃n
l=1

[·
l

]
. Correspondingly, we can decompose

φa(y1, y2) =U(y1, y2)yν11 y
ν2
2

n∏
l=1

Φ
[
·
l

]
(y1, y2),

where

Φ
[
·
l

]
(y1, y2) :=

∏
r∈[·l]

(y2−r(y1)).
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We introduce the following quantities:

Al =A

[
·
l

]
:= ν1+

∑
µ6l

aµN

[
·
µ

]
and Bl =B

[
·
l

]
:= ν2+

∑
µ>l+1

N

[
·
µ

]
. (3.2)

Then the vertices of the Newton diagram Nd(φa) of φa are the points (Al, Bl), l=0, ..., n,
and the Newton polyhedron N (φa) is the convex hull of the set

⋃
l((Al, Bl)+R2

+).
We note that there is at least one vertex, namely (A0, B0), and it lies strictly above

the bisectrix, i.e., A0<B0, because the original coordinates x were assumed to be non-
adapted, so that the left endpoint of the principal face π(φ) is a vertex of N (φ) lying
strictly above the bisectrix, which thus will also be a vertex of N (φa).

Let Ll :={(t1, t2)∈N2 :�l1t1+�
l
2t2=1} denote the line passing through the points

(Al−1, Bl−1) and (Al, Bl). Then
�
l
2

�
l
1

= al, (3.3)

which in return is the reciprocal of the slope of the line Ll. The line Ll intersects the
bisectrix at the point (dl, dl), where

dl :=
Al+alBl

1+al
=
Al−1+alBl−1

1+al
. (3.4)

Finally, the �
l-principal part φa

�
l of φa corresponding to the supporting line Ll is

given by
φa
�

l(y) = cly
Al−1
1 yBl

2

∏
α

(y2−cαl y
al
1 )N[α

l ]. (3.5)

In view of this identity, we shall say that the edge γl :=[(Al−1, Bl−1), (Al, Bl)] is
associated with the cluster of roots

[·
l

]
.

Distinguishing the cases listed below, we next single out a particular edge by fixing
the corresponding index l=λ:

(a) In case (a), where the principal face of φa is a compact edge, we choose λ so
that the edge γλ=[(Aλ−1, Bλ−1), (Aλ, Bλ)] is the principal face π(φa) of the Newton
polyhedron of φa.

(b) In case (b), where π(φa) is the vertex (h, h), with h=h(φ), we choose λ so that
(h, h)=(Aλ, Bλ). Then λ>1, and (h, h) is the right endpoint of the compact edge γλ.

(c) Consider finally case (c), in which the principal face π(φa) is unbounded, namely
the half-line given by t1>ν1 and t2=h, where ν1<h. Here, we distinguish two subcases:

(c1) If the point (ν1, h) is the right endpoint of a compact edge of N (φa), then we
choose again λ>1 so that this edge is given by γλ.

(c2) Otherwise, (ν1, h)=(A0, B0) is the only vertex of N (φa), that is,

N (φa) = (ν1, h)+R2
+.

In this case, there is no non-trivial root r, and hence n=0.
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In the cases (a), (b) and (c1), let us put

a := aλ =
�
λ
2

�
λ
1

. (3.6)

Notice that our dicussion of the algorithm in §2.5 (cf. step 1 and (2.15)) shows that
a>m1 in case (a), and a>m1 in cases (b) and (c1), since the original coordinates had
not been adapted.

The following result will become useful later.

Lemma 3.1. If h(φ)>2, then in the cases (a), (b) and (c1) described before ∂2
2φ

a
�

l

does not vanish identically , and �
l
2<1 for every l6λ.

Proof. Consider first the situation where the principal face π(φa) is a compact edge.
Here the statement will already follow from our general assumption ∇φ(0)=0. Indeed,
write φa

�
l according to (3.5) in the form

φa
�

l(y) = cyν11 y
ν2
2

M∏
s=1

(y2−λsyal
1 )ns ,

with λs 6=0. Note that M>1, since γλ=π(φa) is a compact edge.
If we assume that ∂2

2φ
a
�

l =0, then clearly ν2+
∑
s ns61, so that there is only one

non-trivial, real root λ1y
al
1 of multiplicity 1. This implies that φa

�
l(y)=cyν11 (y2−λ1y

al
1 ).

Thus the Newton diagram γl=Nd(φa
�

l) is the interval [(ν1, 1), (ν1+al, 0)]. Since l6λ,
its left endpoint must lie above the bisectrix, so that ν1=0. But then ∇φa

�
l(0) 6=0, and

hence ∇φ(0) 6=0, a contradiction.
A similar argument applies to show that �l2<1. Indeed, since the polynomial φ̃

�
l is

�
l-homogeneous of degree 1, as M>1, �l2>1 would imply that ν1=ν2=0 and

∑
s ns=1,

so that we could conclude as before that ∇φ(0) 6=0.
Finally, if π(φa) is a vertex or an unbounded edge of type (c1), then the previous

arguments still apply, with minor modifications.

Corollary 3.2. Denote by S1
0 the set of all points x=(x1, x2) on the unit circle

S1 such that x1 6=0, and suppose that a=�
λ
2 /�

λ
1>2. We also assume that h:=h(φ)>2.

(i) If 16l<λ, then for every y0∈S1
0 , with y0

2 6=0, there is some j,

2 6 j6max{2, dh(φa�l)},

such that
∂j2φ

a
�

l(y0) 6=0. (3.7)

Moreover , we have dh(φa
�

l)<h.
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(ii) If l=λ, and if the either π(φa) is a vertex as in case (b), or an unbounded
face as in case (c1), then the conclusion in (i) remains true. Moreover , if y0∈S1

0 and
y0
2=0, then (3.7) holds true for j=h. We also note that dh(φa

�
λ)=h in case (b) and

dh(φa
�

λ)<h in case (c1).
(iii) If l=λ, and if π(φa) is a compact edge given by γλ as in case (a), then there

is at most one point ym in S1
0 such that

∂j2φ
a
�

λ(ym) = 0 for 1 6 j6h. (3.8)

More precisely , if a∈N, then (3.7) holds true for every point y0∈S1
0 for some j, 26j6h,

with the possible exception of one single point ym.
Also, if a /∈N, then for every y0∈S1

0 with y0
2 6=0 there is some j, 16j<dh(φa

�
λ)=h,

so that (3.7) holds true.

Proof. Let us write φal :=φ
a
�

l . Assume first that l<λ. From the geometry of the
Newton polyhedron of φa, it is evident that dh(φal )<dh(φ

a
λ)6h, and that the princi-

pal face of the Newton polyhedron of φal is a horizontal half-line contained in the line
t2=h(φal )>h>2, so that d(φal )=h(φ

a
l )>dh(φ

a
l ). The statements in (i) are thus immediate

from Lemma 3.1 and Proposition 2.3 (b), applied to P=φal .
Assume next that l=λ. The claim in (ii) follows in exactly the same way from

Proposition 2.3 (b), applied to P=φaλ, if y0
2 6=0. So assume that y0 lies on the y1-axis,

say y0=(1, 0). But, in the cases (b) and (c1), the �
λ- principal part of φa is of the from

φaλ(y)=y
h
2Q(y1, y2), where Q is a polynomial such that Q(1, 0) 6=0. This implies that

∂h2φ
a
λ(1, 0) 6=0, which completes the proof of (ii).
Finally, the statements in (iii) follow from Lemma 3.1 and Proposition 2.3, state-

ments (a) and (c), applied to P=φaλ.

If the coordinates x are not adapted to φ, then Corollary 3.2 will eventually allow us
to control the contributions to the maximal operator M of major parts of the surface S,
except possibly for a part corresponding to a small neighborhood of the principal root
jet.

In case we can choose 26j6h in (3.7) or (3.8), this can be achieved by means of
a reduction to maximal functions along curves. The corresponding estimates will be
provided in the next section.

If we need to choose j=1 in (3.7) or (3.8), such a 1-dimensional reduction is no longer
possible, and we shall have to deal with uniform estimates of 2-dimensional oscillatory
integrals depending on small parameters. The same applies to the small neighborhood
of the principal root jet mentioned before, only that the required estimates in this case
are deeper. These estimates will be provided in §5.
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4. Uniform estimates for maximal operators associated with families
of finite-type curves and related surfaces

4.1. Finite-type curves

In this subsection, we shall prove an extension of some results by Iosevich [21], which
allows for uniform estimates for maximal operators associated with families of curves
which arise as small perturbations of a given curve.

We begin with a result whose proof is based on Iosevich’s approach in [21].

Proposition 4.1. Consider averaging operators along curves in the plane of the
form

Atf(x) =A
(%,η,τ)
t f(x) :=

∫
R
f(x1−t(%1s+η1), x2−t(η2+τs+%2g(s)))ψ(s) ds,

where %=(%1, %2), η=(η1, η2)∈R2, %1>0, %2>0, τ∈R, and ψ∈C∞
0 (R) is supported in a

bounded interval I containing the origin, and where

g(s) = sm(b(s)+R(s)), s∈ I, m∈N, m> 2, (4.1)

with b∈C∞(I,R) satisfying b(0) 6=0. Also, R∈C∞(I,R) is a smooth perturbation term.
By M(%,η,τ) we denote the associated maximal operator

M(%,η,τ)f(x) := sup
t>0

|A(%,η,τ)
t f(x)|.

Then, there exist a neighborhood U of the origin in I, M∈N and δ>0, such that ,
for p>m,

‖M(%,η,τ)f‖p 6Cp

(
|η1|
%1

+
|η2−τη1/%1|

%2
+1

)1/p

‖f‖p, f ∈S(R2), (4.2)

for every ψ supported in U and every R with ‖R‖CM <δ, with a constant Cp depending
only on p and the CM -norm of ψ (such constants will be called admissible).

Proof. Consider the linear operator

Tf(x1, x2) =
1

(%1%2)1/p
f

(
x1

%1
,

1
%2

(
x2−

τ

%1
x1

))
.

Then T is isometric on Lp(R2), and one computes that Ãt :=T−1AtT is given by

Ãtf(x) = Ãσt f(x) =
∫

R
f(x1−t(s+σ1), x2−t(σ2+g(s)))ψ(s) ds,
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where σ=(σ1, σ2) is given by

σ1 =
η1
%1

and σ2 =
η2
%2
− τη1
%1%2

.

Put
M̃f(x) = sup

t>0
|Ãtf(x)|.

Then (4.2) is equivalent to the following estimate for M̃:

‖M̃f‖p 6Cp(|σ|+1)1/p‖f‖p, f ∈S(R2), (4.3)

for every σ∈R2, where Cp is an admissible constant.

(a) We first consider the case m=2. By means of the Fourier inversion formula, we
can write

Ãtf(x) =
1

(2π)2

∫
R2
ei(x−tσ)·ξH(tξ)f̂(ξ) dξ,

where
H(ξ1, ξ2) :=

∫
R
e−i(ξ1s+ξ2g(s))ψ(s) ds.

A standard application of the method of stationary phase then yields that

H(ξ) = eiq(ξ)
χ(ξ1/ξ2)A(ξ)
(1+|ξ|)1/2

+B(ξ),

where χ is a smooth function supported on a small neighborhood of the origin. Moreover,
q(ξ)=q(ξ,R) is a smooth function of ξ and R which is homogenous of degree 1 in ξ,
and which can be considered as a small perturbation of q(ξ, 0), if R is contained in a
sufficiently small neighborhood of 0 in C∞(I,R). The Hessian D2

ξq(ξ, 0) has rank 1, so
that the same applies to D2

ξq(ξ,R) for small perturbations R. Moreover, A is a symbol
of order zero such that A(ξ)=0, if ‖ξ‖6C, and

|ξαDα
ξ A(ξ)|6Cα, α∈N2, |α|6 3, (4.4)

where the Cα are admissible constants. Finally, B is a remainder term satisfying

|Dα
ξ B(ξ)|6Cα,N (1+|ξ|)−N , |α|6 3, 0 6N 6 3, (4.5)

again with admissible constants Cα,N .
If we put

Ã0
tf(x) :=

1
(2π)2

∫
R2
ei(x−tσ)·ξB(tξ)f̂(ξ) dξ,
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then, by (4.5), Ã0
tf(x)=f ∗kσt (x), where kσt (x)=t−2kσ(x/t) and kσ is the translate

kσ(x) := k(x−σ) (4.6)

of k by the vector σ of a fixed function k satisfying an estimate of the form

|k(x)|6 C

(1+|x|)3
. (4.7)

Let
M̃0f(x) := sup

t>0
|Ã0
t (x)|

denote the corresponding maximal operator. Now, (4.6) and (4.7) show that

‖M̃0‖L∞!L∞ 6C,

with a constant C which does not depend on σ. Moreover, scaling by the factor

1
|σ|+1

in the direction of the vector σ, we see that ‖M̃0‖L1!L1,∞6C(|σ|+1), since we then
can compare with (|σ|+1)M , where M is the Hardy–Littlewood maximal operator. By
interpolation, these estimates imply that (4.3) holds for M̃0 in place of M̃, for every
p>1.

The maximal operator M̃1 corresponding to the family of averaging operators

Ã1
t (x) :=

1
(2π)2

∫
R2
ei[ξ·x−t(σ·ξ+q(ξ))]

χ(ξ1/ξ2)A(tξ)
(1+|tξ|)1/2

f̂(ξ) dξ

remains to be studied. Choose a non-negative function β∈C∞
0 (R) such that

suppβ⊂
[
1
2 , 2

]
and

∞∑
j=−∞

β(2−jr) = 1 for r > 0,

and put

Aj,tf(x) :=
∫

R2
ei[ξ·x−t(σ·ξ+q(ξ))]

χ(ξ1/ξ2)A(tξ)
(1+t|ξ|)1/2

β(2−j |tξ|)f̂(ξ) dξ.

Since we may assume that A vanishes on a sufficiently large neighborhood of the origin,
we have Aj,tf=0, if j60, so that

Ã1
tf(x) =

∞∑
j=1

Aj,tf(x). (4.8)
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Denote by Mj the maximal operator associated with the averages Aj,t, t>0.
Since Aj,t is localized to frequencies |ξ|∼2j/t, we can use Littlewood–Paley theory

(see [39]) to see that
‖Mj‖Lp!Lp . ‖Mj,loc‖Lp!Lp , (4.9)

where Mj,locf(x):=sup16t62 |Aj,tf(x)|.
Choose a bump function %∈C∞

0 (R) supported in
[
1
2 , 4

]
such that %(t)=1, if 16t62.

In order to estimate Mj,loc, we use the following well-known estimate (see, e.g., [21,
Lemma 1.3]):

sup
t∈R

|%(t)Aj,tf(x)|p 6 p

(∫ ∞

−∞
|%(t)Aj,tf(x)|p dt

)1/p′(∫ ∞

−∞

∣∣∣∣ ∂∂t (%(t)Aj,tf(x))
∣∣∣∣p dt)1/p

,

which follows by integration by parts. By Hölder’s inequality, this implies that

‖Mj,locf‖pp 6C

(∫
R2

∫ 4

1/2

|Aj,tf(x)|p dt dx
)(p−1)/p(∫

R2

∫ 4

1/2

∣∣∣∣ ∂∂tAj,tf(x)
∣∣∣∣p dt dx)1/p

+C
∫

R

∫ 4

1/2

|Aj,tf(x)|p dt dx.

(4.10)

Moreover,
∂

∂t
Aj,tf(x) =

∫
R2
ei[ξ·x−t(σ·ξ+q(ξ))]χ

(
ξ1
ξ2

)
h(t, j, ξ) dξ,

where

h(t, j, ξ) =−i σ ·ξ+q(ξ)
(1+t|ξ|)1/2

A(tξ)β(2−jt|ξ|)+ ∂

∂t

[
A(tξ)

(1+t|ξ|)1/2

]
β(2−jt|ξ|)

+
A(tξ)

(1+t|ξ|)1/2
2−j |ξ|β′(2−jt|ξ|).

Now, if t∼1, since A vanishes near the origin, it is easy to see that the amplitude of
Aj,t can be written as 2−j/2aj,t(ξ), where aj,t is a symbol of order zero localized where
|ξ|∼2j . Similarly, the amplitude of ∂Aj,t/∂t can be written as 2j/2(|σ|+1)bj,t, where bj,t
is a symbol of order zero localized where |ξ|∼2j , and aj,t and bj,t satisfy estimates of the
form

|(1+|ξ|)|α|(|Dαaj,t(ξ)|+|Dαbj,t(ξ)|)|6Cα,

with admissible constants Cα.
We can then apply the local smoothing estimates by Mockenhaupt, Seeger and Sogge

from [28] and [29] for operators of the form

Pjf(x, t) =
∫
ei(ξ·x−tq(ξ))a(t, ξ)β(2−j |ξ|)f̂(ξ) dξ,
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where a(t, ξ) is a symbol of order zero in ξ, and the Hessian matrix of q has rank 1
everywhere. Their results imply in particular that, for 2<p<∞,(∫ 4

1/2

∫
R2
|Pjf(x)t|p dx dt

)1/p

6Cp2j(1/2−1/p−δ(p))‖f‖Lp(R2) (4.11)

for some δ(p)>0.
Since

2j/2Aj,tf(x) and 2−j/2
1

|σ|+1
∂

∂t
Aj,tf(x)

are of the form Pjf(x−tσ), for suitable operators Pj of this type, we can apply (4.10)
and (4.11) to obtain, if R=0,

‖Mj,locf‖p 6Cp2j(1/2−1/p−δ(p))2−(j/2(p−1)+j/2)/p(|σ|+1)1/p‖f‖p,

that is,
‖Mj,locf‖p 6Cp(|σ|+1)1/p2−δ(p)j‖f‖p, (4.12)

if 2<p<∞, where δ(p)>0.
However, as observed in [21], the estimate (4.11) remains valid under small, suffi-

ciently smooth perturbations, and the constant Cp depends only on a finite number of
derivatives of the phase function and the symbol of Pj . Therefore, if δ is sufficiently
small and ‖R‖CM <δ, then estimate (4.12) holds true also for R 6=0, with an admissible
constant Cp.

Summing over all j>1 (cf. (4.8)), we thus get

‖M̃1f‖p 6Cp(|σ|+1)1/p‖f‖p, if p> 2,

with an admissible constant Cp. This finishes the proof of the proposition in the case
m=2.

(b) The case where m>3 can easily be reduced to the case m=2 by means of a
dyadic decomposition in the variable s and rescaling of each of the dyadic pieces in a
similar way as in [21]. We leave the details to the reader.

Consider now a smooth function a: I!R, where I is a compact interval of positive
length. We say that a is a function of polynomial type m>2 (m∈N), if there is a positive
constant c>0 such that

c6
m∑
j=2

|a(j)(s)| for every s∈ I, (4.13)
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and if m is minimal with this property. Oscillatory integrals with phase functions a
of this type have been studied, e.g., by J. E. Björk (see [10]) and G. I. Arkhipov [1],
and it is our goal here to estimate related maximal operators, allowing even for small
perturbations of a. More precisely, consider averaging operators

Aεtf(x) :=
∫

R
f(x1−ts, x2−t(1+ε(a(s)+r(s))))ψ(s) ds, f ∈S(R2),

along dilates by factors t>0 of the curve

γ(s) := (s, 1+ε(a(s)+r(s))), s∈ I,

where ε>0, ψ∈C∞
0 (I) is a smooth, non-negative density supported in I, and r∈C∞(I)

is a sufficiently small perturbation term. By Mε we denote the corresponding maximal
operator

Mεf(x) := sup
t>0

|Aεtf(x)|.

Theorem 4.2. Let a be a function of polynomial type m>2. Then there exist num-
bers M∈N and δ>0, such that for every r∈C∞(I,R) with ‖r‖CM <δ, 0<ε�1 and p>m,
the following a priori estimate is satisfied :

‖Mεf‖p 6Cpε
−1/p‖f‖p, f ∈S(R2), (4.14)

with a constant Cp depending only on p.

Proof. By means of an induction argument (based on an idea of Duistermaat [11]),
we shall reduce this theorem to Proposition 4.1. Let us fix a smooth function a: I!R of
polynomial type m>2. We shall proceed by induction on the type m.

Observe first that it suffices to find for every fixed s0∈I a subinterval I0⊂I which is
relatively open in I and contains s0 such that (4.14) holds for every ψ supported in I0.
For, then we can cover I by a finite number of such subintervals Ij , decompose ψ by
means of a subordinate smooth partition of unity into ψ=

∑
j ψj , where ψj is supported

in Ij , and apply the estimate (4.14) to each of the pieces.
So, fix s0∈I. Extending the function a in a suitable way to a C∞-function beyond

the boundary points of I, we may assume that s0 lies in the interior of I. Translating
by s0, we may furthermore assume that s0=0. Then, by (4.13), there is some k∈N,
26k6m, such that

a(j)(0)= 0 for 2 6 j6 k−1 and a(k)(0) 6=0. (4.15)

Assume first that k=2. Then we may write

a(s) =α0+α1s+s2b(s) near s=0,
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where b∈C∞(I), b(0) 6=0. Consequently, if r∈C∞(I) has sufficiently small CM+2-norm,
then the estimate (4.14) follows from Proposition 4.1.

Now assume k>2.

Lemma 4.3. Assume that a satisfies (4.15) with k>3, and let N∈N. Then there is
some δ>0, and for every function r∈C∞(I) with ‖r‖Ck+N (I)<δ a number σ(r)∈I with
σ(0)=0 and |σ(r)|.δ, depending smoothly on r, such that

(a+r)(k−1)(σ(r))= 0. (4.16)

In particular , if we put Ir :=−σ(r)+I, then

(a+r)(s+σ(r))= (b(s)+R(s))sk+µ0+µ1s+...+µk−2s
k−2, (4.17)

where b∈C∞(Ir) with b(0) 6=0, R∈C∞(Ir) with ‖R‖CN .δ, and where µ:=(µ0, ..., µm−2)
satisfies |µ|.δ.

Proof. (4.16) follows from the implicit function theorem, applied to the mapping
f : I×Ck+N (I)!R, f(s, r):=(a+r)(k−1)(s), and (4.17) is then a consequence of Taylor’s
formula.

The case k=3 can now be treated by means of (4.17) in a similar way as the case
k=2 (notice that Ir and I overlap in a neighborhood U of 0 not depending on r, if δ is
sufficiently small, so that we can again assume that ψ is supported in a fixed interval
contained in U).

We may thus from now on assume that k>4. Since we have seen that the cases m=2
and m=3 of Theorem 4.2 are true, we may assume that m>4, and, by the induction
hypothesis, that the statement of Theorem 4.2 is true for all m′6m−1. Then, we may
also assume that k=m in (4.15), so that, by Lemma 4.3,

(a+r)(s+σ(r))= b̃(s)sm+µ2s
2+...+µm−2s

m−2

on Ir, where m−2>2 (the affine linear term µ0+µ1s can again be omitted by means of
a linear change of coordinates). Here we have set b̃=b+R, where, by Lemma 4.3,

‖R‖CM . δ.

Let us now put µ=(µ2, ..., µm−2). The case µ=0 can again be treated by means of
Proposition 4.1, so assume that µ 6=0. If we scale in s by a factor %1/m, %>0, we obtain

(a+r)(%1/ms+σ(r))= %

[
b̃(%1/ms)sm+

µ2

%(m−2)/m
s2+...+

µm−2

%2/m
sm−2

]
.
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This suggests to introduce a quasi-norm

N(µ) := [µmν/(m−2)
2 +...+µmν/2m−2 ]1/ν ,

say with ν :=2(m−2)!. For then N is smooth away from the origin, and if we put
%:=N(µ), i.e., if we define ξ=(ξ2, ..., ξm−2) by

ξj :=
µj

N(µ)(m−j)/m
, j=2, ...,m−2,

then N(ξ)=1 and

g(s) = g(s, %, ξ) :=
1
%
(a+r)(%1/ms+σ(r))= b̃(%1/ms)sm+ξ2s2+...+ξm−2s

m−2.

Then, putting η :=σ(r), we have

Atf(x) = %1/m

∫
R
f(x1−t(%1/ms+η), x2−t(1+ε%g(s))ψ(%1/ms+η) ds.

Recall at this point that η!0 and %!0, as δ!0. In particular we may consider g(s, %, ξ)
as a C∞-perturbation of g(s, 0, ξ), where

g(s, 0, ξ) = b̃(0)sm+ξ2s2+...+ξm−2s
m−2.

Denote by Σ the unit sphere Σ:={ξ∈Rm−3 :N(ξ)=1} with respect to the quasi-norm N ,
and choose B>1 so large that

|g′′(s)|> c|s|m−2 whenever |s|>B, ξ ∈Σ and %< δ, (4.18)

where c>0. This is possible, since b(0) 6=0, provided δ is sufficiently small. We then
choose χ0, χ∈C∞

0 (R) such that suppχ⊂
(
−2B,− 1

2B
)
∪

(
1
2B, 2B

)
and

1 =χ0(s)+
∞∑
k=1

χ
( s

2k
)

:=χ0(s)+
∞∑
k=1

χk(s) for every s∈R.

Accordingly, we decompose Aεtf=
∑∞
k=0A

ε,k
t f , where

Aε,kt f(x) := %1/m

∫
R
f(x1−t(%1/ms+η), x2−t(1+ε%g(s)))ψ(%1/ms+η)χk(s) ds.

Assume first that k>1. Then this can be rewritten as

Aε,kt f(x) = 2k%1/m

∫
R
f(x1−t(%1/m2ks+η), x2−t(1+ε%2mkgk(s)))ψ(%1/m2ks+η)χ(s) ds,
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where

gk(s) = gk(s, %, ξ) := 2−mkg(2ks, %, ξ).

And, by (4.18),

|g′′k (s)|> c> 0 for every s∈ suppχ, ξ ∈Σ and %< δ.

More precisely, since

gk(s) = b̃(%1/m2ks)sm+
ξ2

2(m−2)k
s2+...+

ξm−2

22k
sm−2,

where |s|∼B, and where %1/m2k6δ, unless Aε,kt =0, if we choose suppψ sufficiently close
to 0, we see that gk(s) is a small δ-perturbation of gk(s, 0, ξ).

Moreover, covering Σ by a finite number of δ-neighborhoods Σj of points ξ(j)∈Σ,
for every ξ∈Σj we may regard gk(s, 0, ξ) as a δ-perturbation of gk(s, 0, ξ(j)). Thus, for
ξ∈Σj , Proposition 4.1 can be applied for m=2, in a similar way as in our discussion of
the case k=2, in order to estimate the maximal operator

Mε,kf(x) = sup
t>0

|Aε,kt f(x)|

by

‖Mε,kf‖p 6C ′
p2
k%1/m(|η|(2k%1/m)−1+(ε%2mk)−1+1)1/p‖f‖p

6Cp((2k%1/m)1−1/p+ε−1/p(2k%1/m)1−m/p)‖f‖p.

Since Mε,k=0 if 2k%1/m>δ, we then obtain, for p>m,∑
k>1

‖Mε,kf‖p =
∑
k>1

2k%1/m6δ

‖Mε,kf‖p 6Cpε
−1/p‖f‖p.

There remains the operator Mε,0 to be considered. Conjugating Aε,0t with the scaling
operator

T%f(x1, x2) := %−1/mpf(%−1/mx1, x2),

which acts isometrically on Lp(R2), we can reduce our considerations to the averaging
operator

T−1
% Aε,0t T%f(x) := %1/m

∫
R
f(x1−t(s+%−1/mη), x2−t(1+ε%g(s)))ψ(%1/ms+η)χ0(s) ds.
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Fixing again ξ0∈Σ, for ξ in a δ-neighborhood Σ0 of ξ0, we can consider g(s, %, ξ) as a
δ-perturbation of the polynomial function

P (s) := g(s, 0, ξ0) = b̃(0)sm+ξ02s
2+...+ξ0m−2s

m−2.

Since there is no term ξ0m−1s
m−1 in P (s), and since ξ0 6=0, it follows that for every s0

one has
m−1∑
j=2

∣∣∣∣( ∂

∂s

)j
g(s0, 0, ξ0)

∣∣∣∣ 6=0,

for otherwise we would have

P (s)−P (s0)−P ′(s0)(s−s0) = b̃(0)(s−s0)m = b̃(0)(sm−ms0sm−1+... ).

Hence s0=0, and so ξ0=0.
We can thus apply our induction hypothesis, and obtain, for p>m−1,

‖T−1
% Mε,0T%f‖p 6Cp%

1/m(%−1/m|η|+(ε%)−1)1/p‖f‖p,

and hence
‖Mε,0f‖p 6Cpε

−1/p%1/m−1/p‖f‖p,

first for ξ∈Σ0, and then, by covering Σ again by a finite number of δ-neighborhoods of
points ξj , for every ξ∈Σ. In particular, for p>m we get the uniform estimate

‖Mε,0f‖p 6Cpε
−1/p‖f‖p,

which concludes the proof of Theorem 4.2.

In the next subsection, we shall need a slight generalization of this theorem, namely
for averaging operators of the form

Aε,σ1
t f(x) :=

∫
R
f(x1−t(s+σ1), x2−t(1+ε(a(s)+r(s))))ψ(s) ds, f ∈S(R2),

where σ1 is a second real parameter which can be arbitrarily large. The corresponding
maximal operator

Mε,σ1f(x) := sup
t>0

|Aε,σ1
t f(x)|

can be estimated exactly as before, if we simply replace the shift term η in the proof of
Theorem 4.2 by η+σ1, and one easily obtains the following consequence.

Corollary 4.4. Let a be a function of polynomial type m>2. Then there exist
numbers M∈N and δ>0 such that , for every r∈C∞(I,R) with ‖r‖CM <δ, 0<ε�1 and
p>m, the following a priori estimate is satisfied :

‖Mε,σ1f‖p 6Cp(|σ1|+ε−1)1/p‖f‖p, f ∈S(R2),

with a constant Cp depending only on p.
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4.2. Related results for families of surfaces

By decomposing a given surface in R3 by means of a “fan” of hyperplanes into a family
of curves, we can easily derive suitable estimates for certain families of surfaces from the
maximal estimates in the previous subsection.

Let U be an open neighborhood of the point x0∈R2, and let φpr∈C∞(U,R) be such
that

∂m2 φpr(x0
1, x

0
2) 6=0, (4.19)

where m>2. Let
φ=φpr+φr,

where φr∈C∞(U,R) is sufficiently small. Denote by Sε the surface in R3 given by

Sε := {(x1, x2, 1+εφ(x1, x2)) : (x1, x2)∈U},

with ε>0, and consider the averaging operators

Atf(x) =Aεtf(x) :=
∫
Sε

f(x−ty)ψ(y) dσ(y),

where dσ denotes the surface measure and ψ∈C∞
0 (Sε) is a non-negative cut-off function.

Define the associated maximal operator by

Mεf(x) := sup
t>0

|Aεtf(x)|.

Proposition 4.5. Assume that φpr satisfies (4.19) and that the neighborhood U of
the point x0 is sufficiently small. Then there exist numbers M∈N and δ>0, such that
for every φr∈C∞(U,R) with ‖φr‖CM <δ and any p>m there exists a positive constant
Cp such that for ε>0 sufficiently small the maximal operator Mε satisfies the following
a priori estimate:

‖Mεf‖p 6Cpε
−1/p‖f‖p, f ∈S(R3). (4.20)

Proof. Let us write the averaging operator At in the form

Atf(y) =
∫

R2
f(y1−tx1, y2−tx2, y3−t(1+εφ(x1, x2)))η(x1, x2) dx, (4.21)

where η∈C∞
0 (U).

Choose θ0 such that sin θ0+x0
1 cos θ0=0 (we may assume that cos θ0>0). For small

θ, consider the equation

(1+εφ(x1, x2)) sin(θ0+θ)+x1 cos(θ0+θ) = 0 (4.22)
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with respect to x1. By the implicit function theorem, the last equation has a unique
smooth solution x1(θ, x2, ε) for |θ|, |x2−x0

2| and ε sufficiently small such that

x1(0, x0
2, 0) =x0

1.

Moreover,
∂

∂θ
x1(0, x0

2, 0) 6=0.

In the integral (4.21) we can thus use the change of variables (θ, x2) 7!(x1(θ, x2, ε), x2)
(assuming U to be sufficiently small) and obtain

Atf(y) =
∫

R2
f(y1−tx1(θ, x2, ε), y2−tx2, y3−t(1+εφ(x1(θ, x2, ε), x2)))ψ(θ, x2, ε) dθ dx2,

(4.23)
where ψ(θ, x2, ε):=η(x1(θ, x2, ε), x2)|J(θ, x2, ε)| and J(θ, x2, ε) denotes the Jacobian of
this change of coordinates. Let us write the integral (4.23) as an iterated integral

Atf(y) =
∫ b

−b
Aθt f(y) dθ,

where b is some positive number and Aθt denotes the following averaging operator along
a curve:

Aθt f(y) :=
∫

R2
f(y1−tx1(θ, s, ε), y2−ts, y3−t(1+εφ(x1(θ, s, ε), s)))ψ(θ, s, ε) ds.

Now, we define the rotation operator

Rθf(x) := f(x1 sin(θ0+θ)−x3 cos(θ0+θ), x2, x1 cos(θ0+θ)+x3 sin(θ0+θ)),

which acts isometrically on every Lp(R3). Then we have

R−θAθtR
θf(y) =

∫
R2
f

(
y1+t

1
cos(θ0+θ)

(1+εφ(x1(θ, s, ε), s), y2−ts, y3)
)
ψ(θ, s, ε) ds.

Observe that the last operator “acts” only on the first two variables. Moreover,
for ε=0, by (4.22), we have x1(θ, x2, 0)=− tan(θ0+θ), which is independent of x2. This
implies that

dm

dsm
φpr(x1(0, s, 0), s)

∣∣∣∣
s=x0

2

= ∂m2 φpr(x0
1, x

0
2) 6=0.

Notice also that for ε, δ and U (and hence also θ) sufficiently small, φ(x1(θ, s, ε), s)
can be regarded as a small perturbation of φpr(x1(0, s, 0), s). Therefore we can apply
Theorem 4.2 (in the first two variables) and obtain that, for p>m,∥∥∥ sup

t>0
|R−θAθtR

θf |
∥∥∥
p
6Cpε

−1/p‖f‖p,
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and hence ∥∥∥ sup
t>0

|Aθt f |
∥∥∥
p
6Cpε

−1/p‖f‖p,

where Cp is independent of θ and ε. Integrating finally in the θ variable we obtain the
required estimate.

In our later applications of this proposition, we shall also have to deal with functions
φ which depend in fact also on the parameter ε in such a way that they blow up as ε!0,
however, in a particular way. More precisely, assume that φ̃=φ̃pr+φ̃r has the same
properties as φ in the proposition, so that in particular (4.19) is satisfied by φ̃. We
assume for simplicity that φ̃ is defined on R2 and supported in the neighborhood V of
the point x0. Let further ψε∈C∞(V1) be a smooth function depending on the parameter
ε so that there is some 06δ<1 such that

ψε =O(ε−δ) in C∞, (4.24)

in the sense that ‖ψε‖Cm(V1)=O(ε−δ) for every m∈N, where V1 denotes the orthogonal
projection of the neighborhood V onto the x1-axis. Put then

φε(x1, x2) := φ̃(x1, x2−ψε(x1)). (4.25)

Notice that
|∂j1∂k2φε(x)|=O(ε−jδ). (4.26)

This means that we cannot directly apply Proposition 4.5 to φε. We shall see that
nevertheless the proof of this proposition can be extended to φε. To this end, observe
first that |∇(εφε)(x)|6Cε1−δ, uniformly in x. Therefore, again by the implicit function
theorem, we can solve the equation

(1+εφε(x1, x2)) sin(θ0+θ)+x1 cos(θ0+θ) = 0

in x1 near the point (x0
1, x

0
2+ψε(x0

1)), and obtain a smooth solution x1(θ, x2, ε) for suffi-
ciently small values of |θ|, |x2−(x0

2+ψε(x0
1))| and ε>0, satisfying

x1(0, x0
2+ψε(x0

1), 0) =x0
1.

Let us also define x0
1(θ) as the solution of the equation

sin(θ0+θ)+x0
1(θ) cos(θ0+θ) = 0,

and put g(θ, x2, ε):=x1(θ, x2, ε)−x0
1(θ). Then g satisfies the equation

εφε(x0
1(θ)+g(θ, x2, ε), x2) sin(θ0+θ)+g(θ, x2, ε) cos(θ0+θ) = 0.
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Implicit differentiation shows that

g′ε(x2) =−ε ∂2φε(x0
1(θ)+gε(x2), x2) sin(θ0+θ)

cos(θ0+θ)+ε∂1φε(x0
1(θ)+gε(x2), x2) sin(θ0+θ)

,

using the short-hand notation gε(x2)=g(θ, x2, ε). By (4.26), this implies that |g′ε(x2)|=
O(ε), and similarly |g(j)

ε (x2)|=O(ε) for every j>1, uniformly in x2. But clearly this
estimate is also true for j=0, so that

gε =O(ε) in C∞. (4.27)

If put
Φε(θ, s) :=φε(x0

1(θ)+gε(s), s),

then (4.26) and (4.27) show that Φε(θ, ·)=O(1) in C∞. The averaging operators associ-
ated with φε will be of the form

Atf(y) :=
∫

R2
f(y1−tx1, y2−tx2, y3−t(1+εφε(x1, x2)))η(x1, x2) dx, (4.28)

where η(x1, x2)=η̃(x1, x2−ψε(x1)), with η̃∈C∞
0 (R2) supported in a sufficiently small

neighborhood Ũ⊂V of x0. The corresponding operators R−θAθtR
θ are then given by

R−θAθtR
θf(y) =

∫
R2
f

(
y1+t

1+εΦε(θ, s)
cos(θ0+θ)

, y2−ts, y3
)
a(θ, s, ε) ds,

with

a(θ, s, ε) := η(x1(θ, s, ε), s)|J(θ, s, ε)|= η̃(x0
1(θ)+gε(s), s−ψε(x0

1(θ)+gε(s)))|J(θ, s, ε)|.

The subsitution s 7!s+ψε(x0
1(θ)) in the integral thus leads to

R−θAθtR
θf(y) =

∫
R2
f

(
y1+t

1+εΦ̃ε(θ, s)
cos(θ0+θ)

, y2−t(s+ψε(x0
1(θ))), y3

)
ã(θ, s, ε) ds,

with Φ̃ε(θ, s):=φ̃(x0
1(θ)+g̃ε(s), s+ψε(x

0
1(θ))−ψε(x0

1(θ)+g̃ε(s))) and

ã(θ, s, ε) := η̃(x0
1(θ)+g̃ε(s), s+ψε(x

0
1(θ))−ψε(x0

1(θ)+g̃ε(s)))|J(θ, s+x0
1(θ), ε)|,

where we have set g̃ε(s):=gε(s+ψε(x0
1(θ))). From (4.24) and (4.27), we have g̃ε=O(ε)

in C∞ and ψε(x0
1(θ))−ψε(x0

1(θ)+g̃ε(s))=O(ε1−δ) in C∞.
Consequently, ã is supported in Ṽ1, if ε and θ are sufficiently small, and ã=O(1) in

C∞. In a similar way, we see that

Φ̃ε(θ, s) = φ̃(x0
1(θ), s)+φ̃r(θ, s, ε),
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where the perturbation term φ̃r(θ, s, ε) can be made small in C∞ by choosing ε and θ

sufficiently small. Notice finally that for ε<1,

|ψε(x0
1(θ))|. ε−δ 6 ε−1.

We can therefore apply the maximal theorem for curves, Corollary 4.4, to each operator
R−θAθtR

θ and obtain the following consequence.

Corollary 4.6. Let V be an open neighborhood of x0∈R2, and let φ̃pr∈C∞(V,R)
be such that

∂m2 φ̃pr(x0
1, x

0
2) 6=0,

where m>2. Let
φ̃ := φ̃pr+φ̃r,

where φ̃r∈C∞(V,R) is sufficiently small , and assume that ψε∈C∞(V1) satisfies (4.24)
for some 06δ<1. Put φε(x1, x2):=φ̃(x1, x2−ψε(x1)) and η(x1, x2)=η̃(x1, x2−ψε(x1)),
with η̃∈C∞

0 (R2) supported in a sufficiently small neighborhood Ũ⊂V of x0, and consider
the averaging operators At given by (4.28), with associated maximal operator Mε.

Assume that the neighborhood Ũ of the point x0 is sufficiently small. Then there
exist numbers M∈N and δ1>0 such that for every φ̃r∈C∞(Ũ ,R) with ‖φr‖CM <δ1 and
any p>m there exists a positive constant Cp such that for ε>0 sufficiently small the
maximal operator Mε satisfies the following a priori estimate:

‖Mεf‖p 6Cpε
−1/p‖f‖p, f ∈S(R3). (4.29)

5. Estimates for oscillatory integrals with small parameters

In this section, we shall provide the crucial estimates for oscillatory integrals that will be
needed in the subsequent sections. More precisely, we shall study oscillatory integrals

J(λ, σ, δ) :=
∫

R2
eiλF (x,σ,δ)ψ(x, δ) dx, λ> 0,

with a phase function F of the form

F (x1, x2, σ, δ) := f1(x1, δ)+σf2(x1, x2, δ),

and an amplitude ψ defined for x in some open neighborhood of the origin in R2 with
compact support in x. The functions f1 and f2 are assumed to be real-valued and will
depend, like the function ψ, smoothly on x and on small real parameters δ1, ..., δν , which
form the vector δ :=(δ1, ..., δν)∈Rν . Here σ denotes a small real parameter.
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With a slight abuse of language, we say that ψ is compactly supported in some open
set U⊂R2 if there is a compact subset K⊂U such that suppψ( · , δ)⊂K for every δ.

Let us first recall the following lemma, which is a (not quite straightforward) con-
sequence of van der Corput’s lemma (cf. [39]) and whose formulation goes back to
J. E. Björk (see [10]) and also G. I. Arkhipov [1].

Lemma 5.1. Assume that f is a smooth real-valued function defined on an interval
I⊂R which is of polynomial type m>2, m∈N, i.e., there are positive constants c1, c2>0
such that

c1 6
m∑
j=2

|f (j)(s)|6 c2 for every s∈ I.

Then, for λ∈R, ∣∣∣∣∫
I

eiλf(s)g(s) ds
∣∣∣∣ 6C‖g‖C1(I)(1+|λ|)−1/m,

where the constant C depends only on the constants c1 and c2.

5.1. Oscillatory integrals with non-degenerate critical points in x1

Proposition 5.2. Assume that

|∂1f1(0, 0)|+|∂2
1f1(0, 0)| 6=0,

and that there is some m>2 such that

∂m2 f2(0, 0, 0) 6=0.

Then there exist a neighborhood U⊂R2 of the origin and some ε>0 such that for any ψ

which is compactly supported in U the estimate

|J(λ, σ, δ)|6 C‖ψ( · , δ)‖C3

(1+λ)1/2(1+|λσ|)1/m
(5.1)

holds true uniformly for |σ|+|δ|<ε.

Proof. If ∂1f1(0, 0) 6=0, then we can integrate by parts in x1 if λ>1, and obtain the
stronger estimate

|J(λ, σ, δ)|6 C‖ψ( · , δ)‖C1

1+λ
.

Assume therefore that ∂1f1(0, 0)=0, so that the mapping x1 7!f1(x1, 0) has a non-
degenerate critical point at x1=0. Then, by the implicit function theorem, for |δ| suffi-
ciently small there exists a unique critical point x1=x0

1(δ) depending smoothly on δ of
the mapping ξ 7!f1(x1, δ)=0, i.e., ∂1f1(x0

1(δ), δ)≡0, where x0
1(0)=0.
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In a similar way, we see that there is a unique, smooth function xc1(x2, σ, δ) for
|x2|+|σ|+|δ| sufficiently small such that

∂1F (xc1(x2, σ, δ), x2, σ, δ)≡ 0,

where xc1(0, 0, 0)=0. By comparison, we see that xc1(x2, 0, δ)=x0
1(δ), so that

xc1(x2, σ, δ) =x0
1(δ)+σγ(x2, σ, δ)

for some smooth function γ. Applying the stationary phase formula with parameters to
the integration in x1, we thus obtain

J(λ, σ, δ) =
∫

R
eiλφ(x2,σ,δ)a(λ, x2, σ, δ) dx2, (5.2)

where
φ(x2, σ, δ) :=F (x0

1(δ)+σγ(x2, δ, σ), x2, σ, δ)

and where a(λ, x2, σ, δ) is a symbol of order − 1
2 in λ, so that in particular

|∂lx2
a(λ, x2, σ, δ)|6Cl(1+|λ|)−1/2, (5.3)

with constants Cl independent of x2, σ and δ (see, e.g., Sogge [35] or Hörmander [17]).
Moreover, a Taylor series expansion of φ with respect to σ near σ=0 shows that

φ(x2, σ, δ) = f1(x0
1(δ), δ)+σ(f2(x0

1(δ), x2, 0, δ)+O(σ))

in C∞. Since ∂m2 f2(0, 0, 0) 6=0, for |σ| sufficiently small we can thus apply van der Corput’s
lemma (or Lemma 5.1) to the integral (5.2) in x2 and obtain the estimate (5.1).

5.2. Oscillatory integrals of non-degenerate Airy type

Proposition 5.3. Assume that

∂3
1f1(0, 0) 6=0 and ∂2

2f2(0, 0, 0) 6=0.

Then there exist a neighborhood U⊂R2 of the origin and some ε>0 such that for
any ψ which is compactly supported in U , the estimate

|J(λ, σ, δ)|6 C‖ψ( · , δ)‖C3

(1+λ)1/3(1+|λσ|)1/2
(5.4)

holds true uniformly for |σ|+|δ|<ε.
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Proof. Consider first the case where ∂2f2(0, 0, 0) 6=0. Then, if |λσ|�1, we first per-
form an integration by parts in x2. Subsequently, we can apply van der Corput’s lemma
to the integration in x1, provided U and ε are chosen sufficiently small, and obtain the
stronger estimate

|J(λ, σ, δ)|6 C‖ψ( · , δ)‖C2

(1+λ)1/3(1+|λσ|)
.

Now, assume that ∂2f2(0, 0, 0)=0 but ∂2
2f2(0, 0, 0) 6=0. Then for U and ε chosen suffi-

ciently small, by the implicit function theorem there exists a unique critical point xc2(x1, δ)
of the function x2 7!f2(x1, x2, δ). Then, by applying the stationary phase method with
small parameters to the x2-integration, we see that

J(λ, σ, δ) =
∫

R
eiλφ(x1,σ,δ)a(λσ, x1, δ) dx1, (5.5)

where
φ(x1, σ, δ) := f1(x1, δ)+σf2(x1, x

c
2(x1, δ), δ),

and where a(λ, x1, δ) is a symbol of order − 1
2 in λ, so that in particular

|∂lx1
a(λσ, x1, δ)|6Cl(1+|λσ|)−1/2, (5.6)

with constants Cl which are independent of x1 and δ.
We can now apply van der Corput’s lemma to the integral (5.5) and obtain, in view

of (5.6), the desired estimate (5.4).

5.3. Oscillatory integrals of degenerate Airy type

Theorem 5.4. Assume that

|∂1f1(0, 0)|+|∂2
1f1(0, 0)|+|∂3

1f1(0, 0)| 6=0 and ∂1∂2f2(0, 0, 0) 6=0, (5.7)

and that there is some m>2 such that

∂l2f2(0, 0, 0) =0 for l=1, ...,m−1 and ∂m2 f2(0, 0, 0) 6=0. (5.8)

Then there exist a neighborhood U⊂R2 of the origin and constants ε, ε′>0 such that
for any ψ which is compactly supported in U the estimate

|J(λ, σ, δ)|6 C‖ψ( · , δ)‖C3

λ1/2+ε|σ|lm+cmε
(5.9)

holds true uniformly for |σ|+|δ|<ε′, where

lm :=


1
6 , for m< 6,
m−3

2(2m−3)
, for m> 6

and cm :=
{

1, for m< 6,
2, for m> 6.
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Remark 5.5. If |∂1f1(0, 0)|+|∂2
1f1(0, 0)| 6=0, then a stronger estimate than (5.9) fol-

lows from Proposition 5.2, since 1
6 6lm< 1

4 . The full thrust of Theorem 5.4 therefore lies in
the case where ∂1f1(0, 0)=∂2

1f1(0, 0)=0 and ∂3
1f1(0, 0) 6=0, on which we shall concentrate

in the sequel.

The proof of Theorem 5.4 will be an immediate consequence of the following two
lemmas. Our first lemma allows us to reduce the phase function F to some normal form
and is based on Theorem 7.5.13 in [17]. The latter result, which generalizes earlier work
by C. Chester, B. Friedman, F. Ursell [7] and N. Levinson [26] in the analytic case, is
derived by L. Hörmander by means of the Malgrange preparation theorem.

Lemma 5.6. Assume that F satisfies the conditions of Theorem 5.4, and in addition
that ∂1f1(0, 0)=∂2

1f1(0, 0)=0. Then there exist smooth functions X1=X1(x1, σ, δ) and
X2=X2(x1, x2, δ) defined in a sufficiently small neighborhood U×V ⊂R2×Rν+1 of the
origin such that the following hold true:

(i) X1(0, 0, 0)=X2(0, 0, 0)=0, ∂1X1(0, 0, 0) 6=0 and ∂2X2(0, 0, 0) 6=0, so that we can
change coordinates from (x1, x2, σ, δ) to (X1, X2, σ, δ) near the origin;

(ii) In the new coordinates X1 and X2 for R2 near the origin, we can write

F (x1, x2, σ, δ) = g1(X1, σ, δ)+σg2(X1, X2, σ, δ),

with
g1(X1, σ, δ) =X3

1 +a1(σ, δ)X1+am(σ, δ)

and

g2(X1, X2, σ, δ) =Xm
2 +

m−2∑
j=2

aj(δ)X
m−j
2 +(X1−am−1(σ, δ))X2b(X1, X2, σ, δ),

if m>3, and g2(X1, X2, σ, δ)=X2
2 , if m=2, where a1, ..., am are smooth functions of

the variables σ and δ such that al(0, 0)=0, and where b is a smooth function such that
b(0, 0, 0, 0) 6=0.

Proof. In a first step, we apply Theorem 7.5.13 in [17] to the function f2(x1, x2, δ).
Due to our assumption (5.8), there exists a smooth function X2=X2(x1, x2, δ) defined in
a sufficiently small neighborhood of the origin with

X2(0, 0, 0) =0 and ∂2X2(0, 0, 0) 6=0,

such that in the new coordinate X2 for R near the origin f2 assumes the form

f2(x1, x2, δ) =Xm
2 +ã2(x1, δ)Xm−2

2 +...+ãm−1(x1, δ)X2+ãm(x1, δ),
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where ã2, ..., ãm are smooth functions satisfying ãl(0, 0)=0, l=2, ...,m−1.
Notice that the case m=2 is special, since in this case

f2(x1, x2, δ) =X2
2 +ã2(x1, δ)

contains no linear term in X2.
If m>3, then by assumption (5.7) we have

∂ãm−1

∂x1
(0, 0) 6=0, (5.10)

since

0 6= ∂2f2
∂x1∂x2

(0, 0, 0) =
∂ãm−1

∂x1
(0, 0)

∂X2

∂x2
(0, 0, 0).

Consequently, any smooth function ϕ=ϕ(x1, δ) defined in a sufficiently small neighbor-
hood of the origin can be written in the form

ϕ(x1, δ) = η(x1, δ)ãm−1(x1, δ)+ϕ̃(δ),

with smooth functions η=η(x1, δ) and ϕ̃(δ). Applying this observation to the functions
ãl, we can write

ãl(x1, δ) = ãm−1(x1, δ)bl(x1, δ)+al(δ), l=2, ...,m−2,

with smooth functions bl(x1, δ) and al(δ), where al(0)=0.
We can accordingly rewrite the function F=f1+σf2 in the form F=f̃1+σf̃2, where

f̃1(x1, σ, δ) = f1(x1, δ)+σãm(x1, δ),

f̃2(x1, x2, σ, δ) =Xm
2 +ãm−1(x1, δ)X2b̃(x1, X2, δ)+a2(δ)Xm−2

2 +...+am−2(δ)X2
2 ,

(5.11)

with
b̃(x1, X2, δ) := 1+bm−2(x1, δ)X2+...+b2(x1, δ)Xm−2

2 .

In particular, b̃(0, 0, 0) 6=0.
In a second step, we apply Theorem 7.5.13 in [17] to the function f̃1(x1, σ, δ). Since

∂1f1(0, 0, 0)=∂2
1f1(0, 0, 0)=0 and ∂3

1f1(0, 0, 0) 6=0, we then see that there exists a smooth
function X1=X1(x1, σ, δ) defined in a sufficiently small neighborhood of the origin with

X1(0, 0, 0) =0 and ∂1X1(0, 0, 0) 6=0,

such that in the new coordinate X1 for R near the origin f̃1 assumes the form

f̃1(x1, σ, δ) =X3
1 +a1(σ, δ)X1+am(σ, δ),
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where a1 and am are smooth functions such that a1(0, 0)=am(0, 0)=0.
Let us write ãm−1(x1, δ)=α(X1(x1, σ, δ), σ, δ), so that α expresses ãm−1 in the new

coordinate X1. By (5.10) and the chain rule, we have

α(0, 0, 0) =0 and
∂α

∂X1
(0, 0, 0) 6=0.

This implies that there is a unique, smooth function am−1(σ, δ) with am−1(0, 0)=0,
such that α(am−1(σ, δ), σ, δ)≡0. Taylor’s formula then implies that α(X1, σ, δ) can be
written in the form

α(X1, σ, δ) = (X1−am−1(σ, δ))g̃(X1, σ, δ),

where g̃(X1, σ, δ) is a smooth function with g̃(0, 0, 0) 6=0. This shows that

ãm−1(x1, δ)X2b̃(x1, X2, δ) = (X1−am−1(σ, δ))X2g̃(X1, σ, δ)b̃(x1, X2, δ).

When expressed in the new variables (X1, X2), we see that in combination with (5.11)
we obtain the form of F as described in (ii).

After changing coordinates, the previous lemma allows us to reduce Theorem 5.4
to the estimation of 2-dimensional oscillatory integrals with phase functions of the form
F (x1, x2, δ, δ)=f1(x1, δ)+σf2(x1, x2, δ), where

f1(x1, δ) =x3
1+δ1x1,

f2(x1, x2, δ) =xm2 +
m−2∑
j=2

δjx
m−j
2 +(x1−δm−1)x2b(x1, x2, σ, δ),

(5.12)

if m>3, and f2(x1, x2, δ)=x2
2, if m=2. Here, σ and δ1, ..., δν are small real parameters

(where ν>m−1), the latter forming the vector δ :=(δ1, ..., δν)∈Rν , and b=b(x1, x2, σ, δ)
is a smooth function defined on a neighborhood of the origin with b(0, 0, 0, 0) 6=0.

Lemma 5.7. Assume that the phase function F is given by (5.12). Then there exist
a neighborhood U⊂R2 of the origin and constants ε, ε′>0 such that for any ψ which is
compactly supported in U the estimate

|J(λ, σ, δ)|6 C‖ψ( · , δ)‖C3

λ1/2+ε|σ|lm+cmε
(5.13)

holds true uniformly for |σ|+|σ|<ε′, where lm and cm are defined as in Theorem 5.4.
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Proof of Lemma 5.7 and Theorem 5.4. We shall prove Lemma 5.7 and Theorem 5.4
at the same time by induction over m.

If m=2 then the phase function (5.12) is reduced to the form

F (x1, x2) =x3
1+δ1x1+σx2

2,

and by applying the method of the stationary phase in x2 and van der Corput’s lemma in
x1 we easily obtain estimate (5.13), with l2= 1

6 . This proves also Theorem 5.3 for m=2.
Assume that m>3, and that the statement of Theorem 5.4 holds for every strictly

smaller value of m. We shall apply again a Duistermaat-type argument, in a simi-
lar way as in §4, in order to prove the statement of Lemma 5.7, and hence also that
of Theorem 5.4, for m. To this end, we introduce the mixed-homogeneous scalings
∆%(x1, x2):=(%1/2x1, %

1/2(m−1)x2), %>0. Notice that these are such that the principal
part of f2 with respect to these dilations is given by xm2 +x1x2b(0, 0, σ, δ). Then

F (∆%(x), σ, δ) = %3/2F (x, σ̃, δ̃, %, σ, δ),

where F (x, σ̃, δ̃, %, σ, δ)=f1(x1, δ̃)+σ̃f2(x, σ̃, δ̃, %, σ, δ) is given by

f1(x1, δ̃) :=x3
1+δ̃1x1,

f2(x, σ̃, δ̃, %, σ, δ) :=xm2 +
m−2∑
j=2

δ̃jx
m−j
2 +(x1−δ̃m−1)x2b(∆%(x), σ, δ),

(5.14)

with σ̃ and δ̃ defined by

σ̃ :=
σ

%(2m−3)2(m−1)
, δ̃1 :=

δ1
%

and δ̃j :=
δj

%j/2(m−1)
, j=2, ...,m−1,

so that in particular δ̃m−1=δm−1/%
1/2. Thus, if we define “dual scalings” by

∆∗
%(σ, δ) := (σ̃, δ̃),

we see that if b is constant, then F (∆%(x), σ, δ)=%3/2F (x,∆∗
%(σ, δ)).

It is then natural to introduce the quasi-norm

N(σ, δ) := |σ|2(m−1)/(2m−3)+|δ1|+|δ2|m−1+...+|δm−2|2(m−1)/(m−2)+|δm−1|2,

which is ∆∗
%-homogeneous of degree −1, i.e., N(∆∗

%(σ, δ))=%
−1N(σ, δ).

Given σ and δ, we now choose % such that N(σ̃, δ̃)=1, i.e.,

% :=N(σ, δ).
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Notice that %�1, and that (σ̃, δ̃) lies in the “unit sphere”

Σ := {(σ′, δ′)∈Rm :N(σ′, δ′) = 1}.

Then, after scaling, we may rewrite

J(λ, σ, δ) =J(λ, σ̃, δ̃, %, σ, δ) := %m/2(m−1)

∫
R2
eiλ%

3/2F (x,σ̃,δ̃,%,σ,δ)ψ(∆%(x), δ) dx,

where here %, σ and the δj are small parameters. For a while, it will be convenient to
consider σ̃ and the δ̃j as additional, independent real parameters, which may not be
small, but bounded.

We shall apply a dyadic decomposition to this integral. To this end, we choose
χ0, χ∈C∞

0 (R2) with suppχ⊂
{
x: 1

2B<|x|<2B
}

(where B is a sufficiently large positive
number to be fixed later) such that

χ0(x)+
∞∑
k=1

χ(∆2−k(x))= 1 for every x∈R2.

Accordingly, we decompose the oscillatory integral

J(λ, σ̃, δ̃, %, σ, δ) =
∞∑
k=0

Jk(λ, σ̃, δ̃, %, σ, δ),

where

Jk(λ, σ̃, δ̃, %, σ, δ) := %m/2(m−1)

∫
R2
eiλ%

3/2F (x,σ̃,δ̃,%,σ,δ)ψ(∆%(x), δ)χk(x) dx

and χk(x):=χ(∆2−k(x)) for k>1.
Assume first that k>1. Then, by using the scaling ∆2k , we get

Jk(λ, σ̃, δ̃, %, σ, δ) = (2k%)m/2(m−1)

∫
R2
eiλ(2k%)3/2Fk(x)ψ(∆2k%(x), δ)χ(x) dx,

where Fk(x):=g1(x1, σ̃k)+σ̃kg2(x, σ̃k, δ̃k, 2k%, σ, δ) is given by

g1(x1, δ̃k) :=x3
1+δ̃1,kx1,

g2(x, σ̃k, δ̃k, 2k%, σ, δ) :=xm2 +
m−2∑
j=2

δ̃j,kx
m−j
2 +(x1−δ̃m−1,k)x2b(∆2k%(x), σ, δ),

with
(σ̃k, δ̃k) := (σ̃k, δ̃1,k, ..., δ̃m−1,k) := ∆∗

2k(σ̃, δ̃) =∆∗
2k%(σ, δ).
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Observe that we may restrict ourselves to those k for which 2k%.1/B, since other-
wise Jk≡0. Consequently, if we choose B in the definition of χ sufficiently large, then
2k%�1, and also |σ̃k|+|δ̃k|�1. We thus see that there is some positive constant c>0
such that if x∈suppχ, then either

|∂1g1(x1, δ̃k)|> c or |∂2g2(x1, x2, σ̃k, δ̃k, 2k%, σ, δ)|> c.

Fix a point x0=(x0
1, x

0
2)∈suppχ, let η be a smooth cut-off function supported in a

sufficiently small neighborhood of x0, and consider the oscillatory integral Jηk defined by

Jηk (λ, σ̃, δ̃, %, σ, δ) = (2k%)m/2(m−1)

∫
R2
eiλ(2k%)3/2Fk(x)ψ(∆2k%(x), δ)χ(x)η(x) dx.

By using integration by parts in x1 if |∂1g1(x0
1, δ̃k)|>c, respectively in x2 if

|∂2g2(x0
1, x

0
2, σ̃k, δ̃k, 2

k%, σ, δ)|> c,

and subsequently applying van der Corput’s lemma to the x1-integration in the latter
case, we then obtain

|Jηk |6
C(2k%)m/2(m−1)‖ψ( · , δ)‖C3

(1+λ(2k%)3/2)1/3(1+λ(2k%)3/2|σ̃k|)2/3
6
C(2k%)m/2(m−1)‖ψ( · , δ)‖C3

|λ(2k%)3/2|1/2+ε|σ̃k|1/6+ε
.

By means of a partition of unity argument this implies the same type of estimate

|Jk|6
C(2k%)m/2(m−1)‖ψ( · , δ)‖C3

|λ(2k%)3/2|1/2+ε|σ̃k|1/6+ε
=C(2k%)(6−m)/12(m−1)−εm/2(m−1) ‖ψ( · , δ)‖C3

λ1/2+ε|σ|1/6+ε
(5.15)

for Jk.
Consider first the case where m<6. Then clearly∑

k>1

|Jk|=
∑

2k%.1

|Jk(λ, σ̃, δ̃, %, σ, δ)|6
C‖ψ( · , δ)‖C3

λ1/2+ε|σ|1/6+ε
.

Assume next that m>6. Then the infinite series

∞∑
k=1

(2k)(6−m)/12(m−1)−εm/2(m−1)

converges. Note also that %>|σ|2(m−1)/2m−3. Summing therefore over all k>1, we obtain
from (5.15) that ∑

k>1

|Jk|6
c‖ψ( · , δ)‖C3

|λ|1/2+ε|σ|lm+cmε
.
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We are thus left with the integral

J0(λ, σ̃, δ̃, %, σ, δ) := %m/2(m−1)

∫
R2
eiλ%

3/2F (x,σ̃,δ̃,%,σ,δ)ψ(∆%(x), δ)χ0(x) dx,

where F (x, σ̃, δ̃, %, σ, δ) is given by (5.14).
Let us fix a point (σ̃0, δ̃0)∈Σ, and a point x0=(x0

1, x
0
2)∈suppχ0, and let again η be

a smooth cut-off function supported near x0. Jη0 will be defined by introducing η into the
amplitude of J0 in the same way as before. We shall prove that the oscillatory integral
Jη0 satisfies the estimate

|Jη0 |6
C‖ψ( · , δ)‖C3

λ1/2+ε|σ|(lm+cmε)
, (5.16)

provided η is supported in a sufficiently small neighborhood U of x0 and (σ̃, δ̃, %, σ, δ)∈V ,
where V is a sufficiently small neighborhood of the point (σ̃0, δ̃0, 0, 0, 0). By means of a
partition of unity argument this will then imply the same type of estimate for J0, and
hence for J , which will conclude the proof of Lemma 5.7, and thus also of Theorem 5.4.

Now, if either ∂1F (x0
1, x

0
2, σ̃

0, δ̃0, 0, 0, 0) 6=0 or ∂2f2(x0
1, x

0
2, σ̃

0, δ̃0, 0, 0, 0) 6=0, then we
can estimate Jη0 exactly like the Jηk and get the required estimate (5.16) for Jη0 .

Assume therefore next that

∂1F (x0
1, x

0
2, σ̃

0, δ̃0, 0, 0, 0) =0 and also ∂2f2(x0
1, x

0
2, σ̃

0, δ̃0, 0, 0, 0) =0. (5.17)

We then distinguish the following four cases.

Case 1. σ̃0 6=0 and x0
1 6=0.

Then, since x0
1 6=0, it is easy to see from (5.14) that ∂2

1F (x0
1, x

0
2, σ̃

0, δ̃0, 0, 0, 0) 6=0 as
well. Note here that if we write b(x, %, σ, δ):=b(∆%(x), σ, δ), then

b(x, 0, 0, 0)≡ b(0, 0, 0, 0) 6=0. (5.18)

We can then argue here in a similar way as in the proof of Proposition 5.2, so let us
only briefly sketch the argument. Suppose that xc1(x2, σ̃, δ̃, %, σ, δ) is a critical point of F
with respect to x1. Then it is a smooth function of its variables, and if %=σ=δ=0, then
by (5.18),

xc1 =xc1(x2, σ̃, δ̃, 0, 0, 0) =
(−(δ̃1+σ̃x2b(0, 0, 0, 0)))1/2√

3
and

F (xc1(x2, σ̃, δ̃, 0, 0, 0), x2, σ̃, δ̃, 0, 0, 0)

= (xc1)
3+δ̃1xc1+σ̃

(
xm2 +

m−2∑
j=2

δ̃jx
m−j
2 +(xc1−δ̃m−1)x2b(0, 0, 0, 0)

)
.
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If φ denotes the phase function

φ(x2, , σ̃, δ̃, %, σ, δ) :=F (xc1(x2, σ̃, δ̃, %, σ, δ), x2, σ̃, δ̃, %, σ, δ),

which arises after applying the method of stationary phase to the x1-integration, then
since σ̃0 6=0, this easily shows that there exists a natural number N such that

∂N2 φ(x0
2, σ̃

0, δ̃0, 0, 0, 0) 6=0.

Consequently, we can in a second step apply van der Corput’s lemma to the x2-
integration and obtain the estimate

|Jη0 |6
C%m/2(m−1)‖ψ( · , δ)‖C3

|λ%3/2|1/2+ε|σ̃|1/6+ε
, (5.19)

which implies (5.16) as before (just put k=0 in our previous argument).

Case 2. σ̃0 6=0 and x0
1=0.

Then, by (5.18), we have ∂2
1F (x0

1, x
0
2, σ̃

0, δ̃0, 0, 0, 0)=0 as well. But, again by (5.18),
we also have ∂1∂2F (x0

1, x
0
2, σ̃

0, δ̃0, 0, 0, 0) 6=0, so that F has a non-degenerate critical point
at x0 as a function of two variables. If the neighborhoods U and V are chosen sufficiently
small, we can therefore apply the stationary phase method in two variables, which leads
to an even stronger estimate than the estimate (5.19), since here |σ̃|∼1.

Case 3. σ̃0=0 and δ̃01 6=0.
In this case x0

1 6=0, because of (5.17), and thus ∂2
1F (x0

1, x
0
2, σ̃

0, δ̃0, 0, 0, 0) 6=0. More-
over, in this situation we consider σ̃ such that |σ̃|�1. Since we can regard σ̃−σ̃0 and
δ̃−δ̃0 as small perturbation parameters if the neighborhoods U and V are chosen suffi-
ciently small, we can therefore apply Proposition 5.2, with σ in this proposition replaced
by σ̃, and obtain (5.19).

Case 4. σ̃0=0 and δ̃01=0.
Then, by (5.17), x0

1=0 as well. In this case we make use of our induction hypothesis.
Indeed, let us consider the function

x2 7−! f2(0, x2, σ̃
0, δ̃0, 0, 0, 0) =xm2 +

m−2∑
j=2

δ̃0jx
m−j
2 −δ̃0m−1x2b(0, 0, 0, 0).

Now x2=x0
2 is a critical point, say of multiplicity µ−1, of this function, i.e.,

∂l2f2(0, x
0
2, σ̃

0, δ̃0, 0, 0, 0) =0

for l=1, ..., µ−1 and ∂µ2 f2(0, x
0
2, σ̃

0, δ̃0, 0, 0, 0) 6=0.
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Then µ<m, because at least one of the coefficients δ̃j , j=2, ...,m−1, does not vanish
and b(0, 0, 0, 0) 6=0. Moreover, at this critical point also the condition

∂1∂2f2(0, x0
2, σ̃

0, δ̃0, 0, 0, 0) 6=0

is satisfied. Therefore, after translating coordinate x2 by x0
2, by our hypothesis we may

apply the conclusion of Theorem 5.3 for µ in place of m and obtain the estimate

|Jη0 |6
C%m/2(m−1)‖ψ( · , δ)‖C3

|λ%3/2|1/2+ε|σ̃|lµ+cµε
,

provided again that U and V are small enough. Now, if µ<6, then this estimate agrees
with (5.19), and we are done.

So, assume finally that µ>6. Since lm is increasing in m, we may replace lµ by lm−1

in this estimate, and clearly we have cµ=cm=2. Recall also that here σ̃=σ%(3−2m)/2(m−1)

and %>|σ|2(m−1)/(2m−3). Then the total exponent of % in this estimate, except for the
terms containing ε, is −3/4(m−1)(2m−5), and

%−3/4(m−1)(2m−5) 6 |σ|−3/2(2m−5)(2m−3).

Moreover, one computes that

|σ|−3/2(2m−5)(2m−3)−lm−1 = |σ|−lm .

In a similar way, if we replace % by |σ|2(m−1)/(2m−3) in the term |%3/2|−ε|σ̃|−cm−1ε, we
obtain the additional factor |σ|−3(m−1)ε/(2m−3)6|σ|−2ε in the estimate for Jη0 . In com-
bination, we obtain again the estimate (5.16).

This concludes the proof of the lemma as well as of Theorem 5.4.

6. Maximal estimates when ∂2φpr 6=0

Before coming to the proof of our main result, Theorem 1.2, we need to provide a variant
of Corollary 4.6 for the case m=1. Its proof is in fact more elementary, but it will already
make use of 2-dimensional oscillatory integral techniques.

We shall consider averaging operators of the form

A%0t f(z) :=
∫

R2
f(z1−tx1, z2−tx2, z3−t(1+φ(x1, x2)))%

(
x2−ψ(x1)
ε0xa1

)
η̃(x) dx, (6.1)

with t>0 and suitable smooth functions φ, ψ, %, η̃ and a positive exponent a>0 whose
properties will be specified soon. The functions η̃ and % are supposed to be smooth
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bump functions supported near the origin in R2 and R, respectively, and ε0>0 is a small
parameter. The maximal operator associated with the averaging operators A%0t , t>0,
will be denoted by M%0 .

By splitting into two half-planes, we may assume that the integration takes place
over the half-plane R2

+ :={(x1, x2)∈R2 :x1>0} only. We consider the Fourier transforms
of the convolution kernels of the averaging operators A%0t , i.e.,

Â%0t f(ξ) = eitξ3J%0(tξ)f̂(ξ),

where

J%0(ξ) :=
∫

R2
+

eit(ξ1x1+ξ2x2+ξ3φ(x1,x2))%

(
x2−ψ(x1)
ε0xa1

)
η̃(x) dx, ξ ∈R3.

Our goal will be to derive suitable estimates of the oscillatory integrals J%0(ξ) (cf. the
method in [18]). If we change to the coordinates y1 :=x1 and y2 :=x2−ψ(x1) in the
integral, we obtain

J%0(ξ) :=
∫

R2
+

ei(ξ1y1+ξ2ψ(y1)+ξ2y2+ξ3φ
a(y))%

(
y2
ε0ya1

)
η(y) dy,

where η is again a smooth cut-off function supported in a sufficiently small neighborhood
of the origin and where

φa(y) :=φ(y1, y2+ψ(y1)).

In our later applications, the coordinates y will be adapted to φa.

We are thus led to consider Fourier multipliers of the form eiξ3J(ξ), with

J(ξ) :=
∫

R2
+

ei(ξ1x1+ξ2ψ(x1)+ξ2x2+ξ3φ
a(x))%

(
x2

ε0xa1

)
η(x) dx. (6.2)

Assumptions 6.1. The functions φa, ψ and η are smooth functions such that
(i) ψ(x1)=b1xm1

1 +xm1+1
1 q(x1), where b1∈R\{0} and where q is smooth;

(ii) the principal face π(φa) is a compact edge, and the associated principal part φapr

of φa is �-homogeneous of degree 1, where 0<�1<�2<1 and a=�2/�1>m1>2;
(iii) d(φa)>1;
(iv) η is a smooth bump function supported in a sufficiently small neighborhood Ω

of the origin.

Note that assumption (iii) implies that φa is of finite type, φa(0)=0 and ∇φa(0)=0.
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In order to estimate the maximal operator M%0 associated with the Fourier multi-
plier eiξ3J(ξ), we shall further decompose it and estimate the corresponding constituents.
If χ is a bounded measurable function, we shall use the notation

Jχ(ξ) :=
∫

R2
+

ei(ξ1x1+ξ2ψ(x1)+ξ2x2+ξ3φ
a(x))%

(
x2

ε0xa1

)
η(x)χ(x) dx.

The corresponding rescaled Fourier multiplier operators are the averaging operators Aχt
given by

Âχt f(ξ) = eitξ3Jχ(tξ)f̂(ξ), t > 0,

with associated maximal operator Mχ. Then we shall make use of the following essen-
tially well-known result in order to estimate Mχ.

Lemma 6.2. Assume that , for some n∈N and ε>0, the estimate

|Jχ(ξ)|6Aχ‖η‖Cn(R2)(1+|ξ|)−(1/2+ε), ξ ∈R3, (6.3)

holds, where the constant Aχ is independent of η. Moreover , put

Bχ :=
∫

R2
+

∣∣∣∣%( x2

ε0xa1

)
η(x)χ(x)

∣∣∣∣ dx.
Then, for 26p6∞,

‖Mχf‖p 6CA2/p
χ B1−2/p

χ ‖f‖p,

where the constant C depends only on the Cn-norms of φa, ψ and η, but not on χ.

Proof. Observe that∣∣∣∣ ∂∂t [eitξ3Jχ(tξ)]
∣∣∣∣ 6 |ξ|(|Jχ(tξ)|+|(∇Jχ)(tξ)|),

where, because of (6.3),

|Jχ(ξ)|+|(∇Jχ)(ξ)|6CAχ(1+|ξ|)−(1/2+ε).

The desired estimate of the maximal operator for p=2 follows then essentially from
Littlewood–Paley theory and Sobolev’s embedding theorem (for details, see, e.g., [39,
§XI.1], or our discussion in §3.1). Moreover, since Bχ is just the L1-norm of the con-
volution kernel of Aχt , the estimate for p=∞ is trivial. The general case 26p6∞ then
follows by interpolation.
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Let us write
Φ(x, ξ) := ξ1x1+ξ2ψ(x1)+ξ2x2+ξ3φa(x)

for the complete phase function of J , and decompose

φa =φapr+φ
a
r .

Consider the dilations δr(x1, x2):=(r�1x1, r
�2x2), r>0, associated with the weight �.

We choose a smooth non-negative function χ supported in the annulus

D := {x : 1 6 |x|6R}

satisfying
∞∑

k=k0

χk(x) = 1 for 0 6=x∈Ω,

where χk(x):=χ(δ2kx). Notice that by choosing Ω small, we can choose k0∈N as large
as we need. We can then decompose J dyadically as

J =
∞∑

k=k0

Jk,

where

Jk(ξ) := Jχk(ξ) =
∫

R2
eiΦ(x,ξ)%

(
x2

ε0xa1

)
η(x)χk(x) dx.

Notice that then

|M%0f |6
∞∑

k=k0

|Mχkf |.

By a change of coordinates, we obtain

Jk(ξ) = 2−k|�|
∫

R2
ei2

−kλΦk(x,s)%

(
x2

ε0xa1

)
η(δ2−kx)χ(x) dx,

where we have put λ:=ξ3, s=(s1, s2) and

Φk(x, s) := s1x1+S2ψk(x1)+s2x2+φapr(x1, x2)+φr,k(x),

with

ψk(x1) := 2�1m1kψ(2−�1kx1) = b1x
m1
1 +O(2−δ1k) in C∞, (6.4)

φr,k(x) := 2kφar(δ2−kx) =O(2−δ2k) in C∞ (6.5)
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and

s1 := 2(1−�1)k
ξ1
λ
, s2 := 2(1−�2)k

ξ2
λ
, S2 := 2(1−�1m1)k

ξ2
λ

=2(�2−�1m1)ks2 (6.6)

(assuming without loss of generality that ξ3 6=0), where δ1, δ2>0.
We remark that indeed ψk(x) and φr,k(x) can be viewed as smooth functions ψ̃(x1, δ)

and φ̃r(x, δ), respectively, depending on the small parameter δ=2−k/r for some suitable
positive integer r>1 such that

ψ̃(x1, 0) = b1x
m1
1 and φ̃r(x, 0)≡ 0.

Observe also that 1−�1m1>�2−�1m1>0 and 1−�j>0, so that in particular

|S2|� |s2| and |λsj |� |ξj |. (6.7)

Also notice that in our domain of integration we have

x1∼ 1 and |x2|. ε0.

Proposition 6.3. Assume that φa, ψ and η satisfy Assumptions 6.1, and that
∂2φ

a
pr(1, 0) 6=0. If ε0 in (6.2) and the neighborhood Ω of the origin are chosen sufficiently

small , then the following estimate

|Jk(ξ)|6C‖η‖C3(R2)
2−k|�|

(1+|2−kξ|)1/2+ε
(6.8)

holds true for some ε>0, where the constant C does not depend on k and ξ.
Consequently , the maximal operator M%0 associated with the averaging operators

A%0t , t>0, defined by Â%0t f(ξ)=eitξ3J%0(tξ)f̂(ξ), is bounded on Lp(R3) for every p>1/|�|.

Proof. We shall distinguish several cases, assuming for simplicity that λ>0.

Case 1. |s1|+|S2|6C for some large constant C�1.
In this case, if k is sufficiently large, then we have |s2|�1, and since ∂2φpr(1, 0) 6=0,

we can integrate by parts in x2 and obtain

|Jk(ξ)|6C
2−k|�|

1+2−kλ
,

and hence (6.8), since, by (6.7), |ξ|∼λ in this case.

Case 2. |s1|+|S2|>C, with C as above, and either |s1|�|S2| or |s1|�|S2|.
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In this case we can integrate by parts in x1 and obtain

|Jk(ξ)|6
C2−k|�|

1+2−kλ(|s1|+|S2|)
,

which again implies (6.8), since here, by (6.7), |ξ|.λ(|s1|+|S2|).

Case 3. |s1|+|S2|>C, with C as above, and |s1|∼|S2|.
Observe first that |s1|∼|S2| implies |ξ2|∼2�1(m1−1)k|ξ1|, so that

|ξ2|� |ξ1|.

We then write
2−kλΦk(x, s) = 2−kλS2F (x, σ, δ),

where
F (x, σ, δ) :=

s1
S2
x1+ψ̃(x1, δ)+σ(φapr(x1, x2)+φ̃r(x1, x2, δ)+s2x2),

δ :=2−k/r�1 and σ :=1/S2, so that∣∣∣∣ s1S2

∣∣∣∣∼ 1 and |σ|� 1.

Observe that ∣∣∣∣∂2
x1

(
s1
S2
x1+ψ̃(x1, 0)

)∣∣∣∣∼ 1

for x1∼1. We also claim that the polynomial P (x2):=φapr(x
0
1, x2) has degree

m := degP > 2. (6.9)

For, otherwise, by the homogeneity of φapr, the polynomial φapr would be of the form
φapr(x)=c1x

n
1 +c2xl1x2, where the point (l, 1) would have to lie in the closed half-space

above the bisectrix, since φapr is the principal part of φa. Thus l61, so that d(φa)61, in
contradiction to our assumption d(φa)>1.

From (6.9) we conclude that there is some integer m>2 so that

|∂mx2
(φapr(x1, x2)+s2x2)| ∼ 1.

If we now fix x0
1∼1 and translate the x1-coordinate by x0

1, we see that we can apply
Proposition 5.2 if we localize our oscillatory integral Jk to a small neighborhood of (x0

1, 0)
by introducing a suitable cut-off function into the amplitude, and obtain an estimate of
order

O(2−k|�|(1+2−kλ(|S2|))−1/2(1+2−kλ)−1/m)
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for the corresponding localized integral, uniformly in s1 and s2, since Proposition 5.2
also gives uniform estimates for small perturbations of such parameters. Since we can
decompose Jk(ξ) by means of a suitable partition of unity into such localized oscillatory
integrals, we see that

|Jk(ξ)|6C2−k|�|(1+2−kλ(|S2|))−1/2(1+2−kλ)−1/m,

where m>2.
(a) If we assume that |s2|6C for some fixed, large constant C, then we have

|ξ1|� |ξ2|� |s2λ|6C|λ|,

and hence |ξ|∼λ, so that this estimate implies (6.8).
(b) If |s2|�1, then we proceed in a slightly different way. We first perform one

integration by parts in x2, and then apply the method of stationary phase in x1. This
leads to the estimate

|Jk(ξ)|6C2−k|�|(1+2−kλ(|S2|))−1/2(1+2−k|s2|λ)−1.

If now |ξ2|6λ, then |ξ|∼λ, and if |ξ2|>λ, then |ξ|∼|ξ2|�|s2|λ, so that again (6.8) follows.
In order to estimate the maximal operator M%0 , we observe that (6.8) implies that

|Jk(ξ)|6Cε2−k|�|2k(1/2+ε)(1+|ξ|)−1/2−ε

for every sufficiently small ε>0. We may therefore choose Aχk
:=Cε2−k|�|2k(1/2+ε) for

χ=χk in Lemma 6.2. Moreover, clearly we can choose Bχk
:=C2−k|�|, so that we have

‖Mχkf‖p 6Cε2−k(|�|−1/p−ε),

with a constant Cε which is independent of k. If p>1/|�|, and if ε is chosen small enough,
these estimates sum in k, so that the maximal operator M%0 is bounded on Lp.

We shall indeed need a slight extension of this result to the following situation. As
before, we shall always assume that x1>0.

Definitions. Let q∈N× be a fixed positive integer. Assume that φ is a smooth
function of the variables x1/q

1 and x2 near the origin, i.e., that there exists a smooth
function φ[q] near the origin such that φ(x)=φ[q](x1/q

1 , x2). If the Taylor series of φ[q] is
given by

φ[q](x1, x2)∼
∞∑

j,k=0

cj,kx
j
1x
k
2 ,
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then φ has the formal Puiseux series expansion

φ(x1, x2)∼
∞∑

j,k=0

cj,kx
j/q
1 xk2 .

We therefore define the Taylor–Puiseux support of φ by

T (φ) :=
{(

j

q
, k

)
∈N2

q : cjk 6=0
}
,

where

N2
q :=

(
1
q

N
)
×N.

The Newton–Puiseux polyhedron N (φ) of φ at the origin is then defined to be the convex
hull of the union of all the quadrants (j/q, k)+R2

+ in R2, with (j/q, k)∈T (φ). The asso-
ciated Newton–Puiseux diagram Nd(φ) is the union of all compact faces of the Newton–
Puiseux polyhedron, and the notions of principal face, Newton distance and homogenous
distance are defined as in the case of Newton diagrams. The principal part φpr is analo-
gously defined by

φpr(x) :=
∑

(j/q,k)∈π(φ)

cj,kx
j/q
1 xk2 ,

where π(φ) denotes the principal face. We shall then again decompose φ=φpr+φr.

Corollary 6.4. Proposition 6.3 remains true under the following assumptions on
ψ and φa in place of Assumptions 6.1, provided again that ∂2φ

a
pr(1, 0) 6=0:

(i) ψ is given by

ψ(x1) =
L∑
l=1

blx
ml
1 ,

where bl 6=0 for l=1, ...,K, and where 26m1<...<mL are positive real numbers;
(ii) φa is a smooth function of the variables x1/q

1 and x2, the principal face π(φa) of
its Newton–Puiseux polyhedron is a compact edge, and the associated principal part φapr

of φa is �-homogeneous of degree 1, where 0<�1<�2<1 and a=�2/�1>m1;
(iii) the distance d(φa)=1/|�| satisfies d(φa)>1;
(iv) η is a smooth bump function supported in a sufficiently small neighborhood Ω

of the origin.

Proof. All of our arguments extend in a straightforward manner to this setting,
except perhaps for the proof of (6.9) and the straightforward application of Lemma 6.2.
However, if (6.9) was false in the present situation, then we could write

φapr(x) = c1x
n/q
1 +c2x

l/q
1 x2.
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The point (l/q, 1) had to lie above the bisectrix, since φapr is the principal part of φa.
Thus l<q. Moreover, we would have �1=q/n and �2=1−l/n, so that

|�|=1+
q−l
n

> 1,

and hence d(φa)<1, in contradiction to our assumption (iii).
As for Lemma 6.2, notice that when applying the gradient to Jk(ξ), the function η

will be multiplied with terms like φa or ψ, which may not be smooth at x1=0, so that
the argument in the proof of the lemma fails to hold. However, if we look at the formula
for Jk(ξ) after scaling the coordinates x, we find for instance that the factor η(δ2−kx) will
have to be replaced by φa(δ2−kx)η(δ2−kx), where we now are in the domain where x1∼1
and |x2|.ε0. But, in this domain, the Cn-norms of such expressions are still uniformly
bounded in k, so that we obtain the same type of estimate as for Jk(ξ).

7. Estimation of the maximal operator M when the coordinates are adapted
or the height is strictly less than 2

We now turn to the proof of our main result, Theorem 1.2. As observed in the introduc-
tion, we may assume that S is locally the graph S={(x1, x2, 1+φ(x1, x2)):(x1, x2)∈Ω}
of a function 1+φ. Here and in the subsequent sections, φ∈C∞(Ω) will be a smooth
real-valued function of finite type defined on an open neighborhood Ω of the origin in R2

and satisfying
φ(0, 0) =0 and ∇φ(0, 0) =0.

In this section we shall consider the easiest cases where the coordinates x are adapted
to φ, or where h(φ)<2.

Recall that At, t>0, denotes the corresponding family of averaging operators

Atf(y) :=
∫
S

f(y−tx)%(x) dσ(x),

where dσ denotes the surface measure on S and %∈C∞
0 (S) is a non-negative cut-off

function. We shall assume that % is supported in an open neighborhood U of the point
(0, 0, 1) which will be chosen sufficiently small. The associated maximal operator is given
by

Mf(y) := sup
t>0

|Atf(y)|, y ∈R3. (7.1)

The averaging operator At can be rewritten in the form

Atf(y) :=
∫

R2
f(y1−tx1, y2−tx2, y3−t(1+φ(x1, x2)))η(x1, x2) dx,
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where η is a smooth function supported in Ω. If χ is any integrable function defined
on Ω, we shall denote by Aχt the correspondingly localized averaging operator

Aχt f(y) :=
∫

R2
f(y1−tx1, y2−tx2, y3−t(1+φ(x1, x2)))χ(x)η(x) dx,

and by Mχ the associated maximal operator

Mχf(y) := sup
t>0

|Aχt f(y)|, y ∈R3.

Proposition 7.1. Let φ be as above, and assume that �=(�1,�2) is a given weight
such that 0<�16�2<1. As in (2.2), we decompose

φ=φ�+φr

into its �-principal part φ� and the remainder term φr consisting of terms of �-degree
greater than 1. Then, if the neighborhood Ω of the point (0, 0) is chosen sufficiently
small , the maximal operator M is bounded on Lp(R3) for every p>max{2, h(φ�)}.

Proof. Let us modify our notation slightly and write points in R3 in the form (x, x3),
with x∈R2 and x3∈R. Recall from Corollary 2.2 the crucial fact that

h(φ�) =max{m(φ�), dh(φ�)}.

In particular, the multiplicity of every real root of the �-homogeneous polynomial φ� is
bounded by h(φ�).

Choosing a dyadic decomposition

∞∑
k=k0

χk(x) = 1

for 0 6=x∈Ω as in §6, with χk(x):=χ(δ2kx), where the δr denote the dilations associated
with the weight �, and where χ is supported in an annulus 16|x|6R, we can write At
as a sum of averaging operators

Atf(y, y3) =
∞∑

k=k0

Akt f(y, y3),

where Akt :=A
χk
t . Notice that by choosing Ω small, we can choose k0∈N to be large.

If we apply the change of variables x 7!δ2−k(x) in the integral above, we obtain

Akt f(y, y3) = 2−k|�|
∫

R2
f(y−tδ2−k(x), y3−t(1+2−kφk(x)))η(δ2−k(x))χ(x) dx,
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where
φk(x) :=φ�(x)+2kφr(δ2−k(x))

and where the perturbation term 2kφr(δ2−k( ·)) is of order O(2−εk) for some ε>0 in any
CM -norm. To express this fact, we shall in the sequel again use the short-hand notation

2kφr(δ2−k( ·))=O(2−εk).

By Mk we shall denote the maximal operator Mχk associated with the averaging oper-
ators Akt .

Assume now that p>max{2, h(φ�)}. We define the scaling operator T k by

T kf(y, y3) := 2k|�|/pf(δ2k(y), y3).

Then T k acts isometrically on Lp(R3), and

(T−kAkt T
k)f(y, y3) = 2−k|�|

∫
R2
f(y−tx, y3−t(1+2−kφk(x)))η(δ2−k(x))χ(x) dx.

Assuming that Ω is a sufficiently small neighborhood of the origin, we need to consider
only the case where k is sufficiently large.

Let x0∈D be a fixed point.
If ∇φ�(x0) 6=0, then by Euler’s homogeneity relation one can easily derives that

rank(D2φ�(x0))>1 (see [18, Lemma 3.3]). Therefore, we can find a unit vector e∈R2

such that ∂2
eφ�(x0) 6=0, where ∂e denotes the partial derivative in direction of e.

If ∇φ�(x0)=0, then by Euler’s homogeneity relation we have φ�(x0)=0 as well.
Thus the function φ� vanishes in x0 at least of order 2, so that m(φ�)>2, and hence
h(φ�)>2. On the other hand, by what we remarked earlier, it vanishes along the circle
passing through x0 and centered at the origin at most of order h(φ�). Therefore, we can
find a unit vector e∈R2 such that ∂me φ�(x0) 6=0, for some m with 26m6h(φ�).

Thus, in both cases, after rotating coordinates so that e=(0, 1), we may apply
Proposition 4.5 to conclude that for p>max{2, h(φ�)} and sufficiently large k,

‖T−kMkT kf‖p 6C2k(1/p−|�|)‖f‖p, f ∈S(R3),

if we replace χ in the definition of Akt by χη, where η is a bump function supported in a
sufficiently small neighborhood of x0. This is equivalent to

‖Mkf‖p 6C2k(1/p−|�|)‖f‖p.

Decomposing χ and correspondingly Akt by means of a suitable partition of unity into
a finite number of such pieces, we see that the same estimate holds for the original
operators Mk.

Since 1/|�|=dh(φ�)6h(φ�)<p, we can sum over all k>k0 and obtain the desired
estimate for M.
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Let us apply this result first to the case where the coordinates x are adapted to φ,
possibly after a rotation of the coordinate system (x1, x2). Observe first that a linear
change of the coordinates (x1, x2) induces a corresponding linear change of coordinates
in R3 which fixes the coordinate x3. This linear transformation is an automorphism of
R3, so that it preserves the convolution product on R3 (up to a fixed factor), and hence
the norm of the maximal operator M. We may thus assume that the coordinates are
adapted to φ.

If we choose the weight � as in Lemma 2.4 of §2.4, then Proposition 7.1 immediately
implies the following result.

Corollary 7.2. Let φ be as above, and assume that , possibly after a rotation of
the coordinate system, the coordinates x are adapted to φ, i.e., that h(φ)=d(φ). Then, if
the neighborhood Ω of the point (0, 0) is chosen sufficiently small , the maximal operator
M is bounded on Lp(R3) for every p>max{2, h(φ)}.

Remark 7.3. One can easily extend Corollary 7.2 as follows: If the neighborhood Ω
of the point (0, 0) is chosen sufficiently small, then the maximal operator M is bounded
on Lp(R3) for every p>max{2, h(φpr)}, no matter if the coordinates are adapted to φ or
not.

Proof. Indeed, if the coordinates are adapted, then h(φpr)=h(φ). So, assume that
the coordinates (x1, x2) are not adapted to φ. Then the principal face of the Newton
polyhedron is a compact edge, so that the principal part φpr of φ is �-homogeneous,
where � satisfies the assumptions of Proposition 7.1. Since φpr=φ�, the result then
follows from this proposition.

The result above holds even when the coordinates are not adapted, but then it will in
general not be sharp, since we have h(φpr)>h(φ) (see [19, Corollary 4.3]), and in general
strict inequality holds.

For example, let φ(x1, x2):=(x2−x2
1)

2+x5
1. Then we have φpr(x)=(x2−x2

1)
2. The

coordinate system is not adapted to φ, because d(φ)= 4
3<2, where 2 is the multiplicity

of the root of φpr. A coordinate system which is adapted to φ is given by y2 :=x2−x2
1

and y1 :=x1. It is then easy to see that h(φpr)=2> 10
7 =h(φ).

Corollary 7.4. If h(φ)<2, and if the neighborhood Ω of the point (0, 0) is chosen
sufficiently small , then the maximal operator M is bounded on Lp(R3) for any p>2,
also when the coordinates are not adapted to φ.

Proof. If D2φ(0, 0) 6=0 then we have at least one non-vanishing principal curvature
at the origin, so that the result follows from C. D. Sogge’s main theorem in [36].
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Next, we consider the case where D2φ(0, 0)=0. Then necessarily D3φ(0, 0) 6=0, for
otherwise h(φ)>d(φ)>2. In particular, h(φ)>1. Denote by P3 the Taylor polynomial of
degree 3 with base point 0 of the function φ, so that P3=φ�, if we choose � :=

(
1
3 ,

1
3

)
. If

h(P3)62, then we obtain the desired estimate from Proposition 7.1. Assume therefore
that h(P3)>2. Then, by formula (2.6), P3 must have a root of order 3. Thus, possibly
after rotating the coordinate system, we may assume that P3(x1, x2)=cx3

2 with c 6=0.
Now, we consider the Taylor support T (φ) of φ. As T (φ)⊂

{
(t1, t2): 1

3 t1+ 1
3 t2>1

}
,

one easily checks that the subset

{
(t1, t2) : 1

6 t1+ 1
3 t2< 1

}
∩T (φ)

of T (φ) contains at most three points, namely (4, 0), (5, 0) and (3, 1), all of them lying
below the bisectrix t1=t2.

Moreover, any line passing through the point (0, 3)∈T (φ) corresponding to P3=cx3
2

contains at most one of these points. Thus, if

{
(t1, t2) : 1

6 t1+ 1
3 t2< 1}∩T (φ) 6= ∅,

then the principal part φpr of φ contains only two monomials, one corresponding to the
point (0, 3) above the bisectrix and the other one corresponding to one of the points
listed above which lie below the bisectrix, i.e., φpr is of the form dx4

1+cx3
2, dx

5
1+cx3

2

or dx3
1x2+cx3

2, with d 6=0 (note that these all satisfy d(φpr)<2). We remark that these
correspond to the singularities of type Ek with k=6, 7, 8 in Arnold’s classification (see
[2] and [11]). Therefore on the unit circle φpr has no root of multiplicity bigger than 1,
so that the coordinate system is adapted to φ, and thus h(φ)<2. The desired estimate
for M follows therefore in this case from Corollary 7.2.

Finally assume that

{
(t1, t2) : 1

6 t1+ 1
3 t2< 1}∩T (φ) = ∅.

Then T (φ)⊂
{
(t1, t2): 1

6 t1+ 1
3 t2>1}, and hence h(φ)>d(φ)>2, which contradicts our as-

sumption.

8. Non-adapted coordinates: Estimation of the maximal operator M
away from the principal root jet

In view of the results in the previous section, we shall from now on assume that the
coordinates (x1, x2) are not adapted to φ, and that h:=h(φ)>2.
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Recall then from §2.5 that there exists a smooth function ψ=ψ(x1), the principal
root jet, defined on a neighborhood of the origin such that an adapted coordinate system
(y1, y2) for φ is given locally near the origin by

y1 :=x1 and y2 :=x2−ψ(x1). (8.1)

In these coordinates, φ is given by

φa(y) :=φ(y1, y2+ψ(y1)). (8.2)

The Taylor series expansion of ψ is of the form

ψ(x1)∼
K∑
l=1

blx
ml
1 , 1 6K 6∞, (8.3)

where we assume that all coefficients bl are non-trivial and where 16m1<m2<... . Recall
that K is finite in cases (a) and (b) listed below.

We first make the simple observation that, if m1=1, the linear change of coordinates

y1 :=x1 and y2 :=x2−b1xm1
1

allows us to reduce to the case m1>2 (cf. the corresponding discussion in the previous
section). In the sequel, we shall therefore always assume that

2 6m1<m2< ... . (8.4)

We shall also only consider the region where x1>0, in order to simplify the notation.
The remaining half-plane can be treated in the same way.

Recall also from §2.4 that one of the following cases applies:
(a) π(φa) is a compact edge, and either �a2/�

a
1 /∈N, or �a2/�

a
1∈N and m(φapr)6d(φ);

(b) π(φa) consists of a vertex;
(c) π(φa) is unbounded.
Here �

a=(�a1 ,�
a
2 )=�

λ denotes the principal weight in case (a).
We recall from Corollary 3.2 that in case (a), if a=�

λ
2 /�

λ
1 =�

a
2/�

a
1∈N, then there

may be at most one point ym∈S1
0 for which ∂j2φ

a
�

λ(ym)=0 for 26j6h. If such a point
ym exists, we shall perform the following convenient modification in our definition of ψ:

Denote by y2=cpya1 the corresponding real root of ∂j2φ
a
�

λ , i.e., ym2 =cp(ym1 )a. We
shall then define ψ by

ψ(x1) :=
K∑
l=1

blx
ml
1 +cpxa1 . (8.5)
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Notice that the corresponding change of coordinates leads again to adapted coordinates,
and that the corresponding principal face π(φa) is a compact edge lying on the same line
as in the previous coordinates, or a vertex.

This modification allows us to assume that in case (a), with a∈N, for any point
y0∈S1

0 with y0
2 6=0,

∂j2φ
a
�

λ(y0) 6=0 for some 26 j6h. (8.6)

8.1. Preliminary reduction to a �-homogeneous neighborhood
of the principal root x2=b1xm1

1 of φpr

Recall from the construction of adapted coordinates in §2.5 that since the coordinates x
are not adapted to φ, the principal face π(φ) is a compact edge of the Newton polyhedron
of φ, so that it lies on a unique line �1t1+�2t2=1, where 0<�16�2 and

�2

�1
=m1 > 2.

Moreover, if φpr=φ� denotes the principal part of φ, we have m(φpr)>d(φpr), and m(φpr)
is just the multiplicity of the principal root b1xm1

1 of the �-homogeneous polynomial φpr.
All other roots have multiplicity less than or equal to d(φpr).

This already indicates that the function φ will indeed be small of “highest order”
(in some averaged sense) near the curve x2=ψ(x1) given by the principal root jet (even
though φ need not vanish on this curve!), so that the region close to this curve should
indeed give the main contribution to the maximal operator.

In order to localize to a �-homogeneous region away from the principal root jet, put,
in a first step,

%1(x1, x2) := %

(
x2−b1xm1

1

ε1x
m1
1

)
,

where ε1>0 is a small parameter to be determined later, and set

A1−%1
t f(y) :=

∫
R2
f(y1−tx1, y2−tx2, y3−t(1+φ(x1, x2)))

(
1−%

(
x2−b1xm1

1

ε1x
m1
1

))
η(x) dx.

By M1−%1 we denote the associated maximal operator.

Lemma 8.1. Let ε1>0. If the neighborhood Ω of the point (0, 0) is chosen sufficiently
small , then the maximal operator M1−%1 is bounded on Lp(R3) for every p>h(φ)=:h.

Moreover , if N (φa) is of the form (ν1, h)+R2
+, with ν1<h, (case (c2) in §3), then

the same statement holds true for the maximal operator M in place of M1−%1 .
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Proof. We can argue exactly as in the proof of Proposition 7.1. Using the dilations
δr(x1, x2)=δ�r (x1, x2):=(r�1x1, r

�2x2), r>0, we can dyadically decompose the operators
A1−%1
t into the sum of operators Akt , which, after rescaling, are given by

(T−kAkt T
k)f(y, y3) = 2−k|�|

∫
R2
f(y1−tx1, y2−tx2, y3−t(1+φk(x1, x2)))

×
(

1−%
(
x2−b1xm1

1

ε1x
m1
1

))
η(δ2−kx)χ(x) dx.

All roots of φpr lying in the domain of integration have a positive distance to the princi-
pal root b1xm1

1 , and hence have multiplicities bounded by the distance d(φpr) (cf. Corol-
lary 2.2), so that we can again estimate the associated maximal operators Mk by means
of Proposition 4.5 (applied possibly in a rotated coordinate system) and obtain the first
statement.

To prove the second statement, assume that N (φa)=(ν1, h)+R2
+, ν1<h. Then the

Newton polyhedron of φa intersects the line �1t1+�2t2=1 in the single point (ν1, h),
so that φa

�
(y)=cyν11 y

h
2 , with c 6=0. Then φ�(x)=cxν11 (x2−b1xm1

1 )h, which implies that
h(φ�)=h(φa

�
)=h, and we see that in this case we can argue as in the case of adapted

coordinates by means of Proposition 7.1 to verify the second statement of the lemma.

8.2. Further domain decompositions

In view of Lemma 8.1, we may and shall from now on assume that the Newton polyhedron
of φa has at least one compact edge “lying above” the principal face, i.e., that one of the
cases (a), (b) or (c1) from §3 applies.

Furthermore, we have reduced considerations to a narrow �-homogeneous domain
near the curve x2=b1xm1

1 , of the form |x2−b1xm1
1 |6ε1xm1

1 , where ε1>0 can be chosen
arbitrarily small. Since ψ(x1)=b1xm1

1 +terms of higher �-degree, choosing Ω sufficiently
small we see that we are left to estimate the contribution to M of a domain of the form

|x2−ψ(x1)|6 ε1x
m1
1 . (8.7)

In order to apply the results from §3, let us assume for the time being that φ is
analytic. Recall then our choice of the index λ and the number a=aλ=�

λ
2 /�

λ
1>m1

(cf. (3.6)) from that section, so that the principal part of φa is �
λ-homogeneous of

degree 1, in the case where the principal face is a compact edge γλ.
As a major step in the proof of Theorem 1.2 we shall in the sequel narrow down the

domain (8.7) to a small �λ-homogeneous neighborhood of the principal root jet of the
form

|x2−ψ(x1)|6 ελx
aλ
1 . (8.8)
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More precisely, we fix a cut-off function %∈C∞
0 (R) supported in a neighborhood of

the origin such that %=1 near the origin, and put

%0(x1, x2) := %

(
x2−ψ(x1)
ε0xa1

)
, ε0> 0.

Recall that η is a smooth function supported in the neighborhood Ω of the origin, define
averaging operators

A1−%0
t f(y) :=

∫
R2
f(y1−tx1, y2−tx2, y3−t(1+φ(x1, x2)))

(
1−%

(
x2−ψ(x1)
ε0xa1

))
η(x) dx,

and consider the associated maximal operator M1−%0 . Our goal will then be to prove
the following result.

Proposition 8.2. Let ε0>0. If the neighborhood Ω of the point (0, 0) is chosen
sufficiently small , then the maximal operator M1−%0 is bounded on Lp(R3) for every
p>h(φ).

Moreover , if the principal face π(φa) is a vertex or unbounded , then the same holds
true for M in place of M1−%0 .

In order to prove Proposition 8.2, we shall decompose the difference set of the do-
mains in (8.7) and (8.8) into domains Dl of the form

Dl := {(x1, x2) : εlxal
1 < |x2−ψ(x1)|6Nlx

al
1 }, l= l0, ..., λ,

which, when expressed in terms of the coordinates y, are �
l-homogeneous, and the in-

termediate domains

El := {(x1, x2) :Nl+1x
al+1
1 < |x2−ψ(x1)|6 εlx

al
1 }, l= l0, ..., λ−1,

and
El0−1 := {(x1, x2) :Nl0x

al0
1 < |x2−ψ(x1)|6 ε1x

m1
1 }.

Here, the εl>0 are small and the Nl>0 are large parameters to be determined later, and
l0>1 is chosen such that

al 6m1 for l < l0 and al>m1 for l> l0. (8.9)

To localize to domains of type Dl, we put

%l(x1, x2) := %

(
x2−ψ(x1)
Nlx

al
1

)
−%

(
x2−ψ(x1)
εlx

al
1

)
, l= l0, ..., λ, (8.10)
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and set

A%l
t f(z) :=

∫
R2
f(z1−tx1, z2−tx2, z3−t(1+φ(x1, x2)))%l(x)η(x) dx,

with associated maximal operator M%l .
Similarly, in order to localize to domains of type El, we put

τl(x1, x2) := %

(
x2−ψ(x1)
εlx

al
1

)
(1−%)

(
x2−ψ(x1)
Nl+1x

al+1
1

)
, l= l0, ..., λ−1,

τl0−1(x1, x2) := %

(
x2−ψ(x1)
ε1x

m1
1

)
(1−%)

(
x2−ψ(x1)
Nl0x

al0
1

)
,

(8.11)

and set

Aτl
t f(z) :=

∫
R2
f(z1−tx1, z2−tx2, z3−t(1+φ(x1, x2)))τl(x)η(x) dx,

with associated maximal operator Mτl .
Notice that it suffices to control all the maximal operators defined in this way in

order to prove the first statement in Proposition 8.2.

8.3. The maximal operators M%l

Lemma 8.3. If the neighborhood Ω of the point (0, 0) is chosen sufficiently small ,
then the maximal operator M%l is bounded on Lp(R3) for every p>h(φ).

Proof. In view of (8.10), the change of variables (8.1) transforms the integral for
A%l
t f(z) into

A%l
t f(z) =

∫
R2
f(z1−ty1, z2−t(y2+ψ(y1)), z3−t(1+φa(y1, y2)))%al (y)η

a(y) dy,

with

%al (y) := %

(
y2

Nly
al
1

)
−%

(
y2
εly

al
1

)
and

ηa(y) := η(y1, y2+ψ(y1)).

We recall that the �
l-principal part φa

�
l of φa is �

l-homogeneous of degree 1 and %al is
�
l-homogeneous of degree zero with respect to the dilations

δlr(y1, y2) := δ�
l

r (y1, y2) := (r�
l
1y1, r

�
l
2y2), r > 0.
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Decomposing φa=φa
�

l +φar as in (2.2), where φar consists of terms of �l-degree higher
than 1, we dyadically decompose the operators A%l

t into the sum of operators Akt , with
associated maximal operators Mk, given by

Akt f(z) = 2−k|�
l|

∫
R2
f(z1−t2−�

l
1ky1, z2−t(2−�

l
2ky2+ψ(2−�

l
1ky1)),

z3−t(1+2−kφk(y1, y2)))%al (y)η
a(δl2−ky)χ(y) dy,

with
φk(y) :=φa

�
l(y)+2kφar(δ

l
2−ky).

Notice that 2kφar(δ
l
2−ky)=O(2−εk) in C∞, for some ε>0, so that this term can be

considered as a perturbation term. Rescaling by means of the operators

T kf(z, z3) := 2k|�
l|/pf(δl2k(z), z3),

we obtain

(T−kAkt T
k)f(z) = 2−k|�

l|
∫

R2
f(z1−ty1, z2−t(y2+ψk(y1)), z3−t(1+2−kφk(y1, y2)))

×%al (y)ηa(δl2−ky)χ(y) dy.

Here,
ψk(y1) := 2�

l
2kψ(2−�

l
1ky1) =O(2(�l

2−�
l
1m1)k) in C∞,

since ψ(x1)=b1xm1
1 +o(xm1

1 ). Applying the change of variables x1 :=y1, x2 :=y2+ψk(y1)
to this integral, we eventually arrive at

(T−kAkt T
k)f(z) = 2−k|�

l|
∫

R2
f(z1−tx1, z2−tx2, z3−t(1+2−kφk(x1, x2−ψk(x1))))

×η̃(x1, x2−ψk(x1)) dx,

(8.12)

with
η̃(y) :=χ(y)%al (y)η

a(δl2−ky).

Since
1>�

l
2−�

l
1m1 =�

l
1(al−m1)> 0

(cf. Lemma 3.1, (3.3) and (8.9)), we can no longer argue as in §7 by means of Proposi-
tion 4.5 in order to estimate the corresponding maximal operators. However, we shall see
that we can make use of Corollary 4.6 in combination with Proposition 2.3, if we choose
ε:=2−k, ψε :=ψk and δ :=�

l
2−�

l
1m1=�

l
1(al−m1) in Corollary 4.6.
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Indeed, assume first that for every point y0 in the support of χ%al the following holds
true:

There exists some j with 26 j6 dh(φa
�

l) such that ∂j2φ
a
�

l(y0) 6=0. (8.13)

Then, by means of a partition of unity argument, we may reduce ourselves to a sufficiently
small neighborhood of any such point y0, and after applying Corollary 4.6 we may proceed
exactly as in the proof of Proposition 7.1 in order to show that M%l is bounded on Lp

for p>dh(φa
�

l).
Now, if l<λ, this assumption holds true, in view of Corollary 3.2 (i) , and dh(φa

�
l)<h,

so that we are done.
Thus, assume that l=λ. If either π(φa) is a vertex as in case (b), or an unbounded

face as in case (c1), then we can argue as before in view of Corollary 3.2 (ii).
We may thus assume that π(φa) is a compact edge (case (a)). Recall that then

dh(φa
�

λ)=1/|�λ|=h and φa
�

λ =φapr. If a∈N, then (8.13) is again satisfied in view of (8.6),
so we are left with the case where a /∈N.

From Corollary 3.2, we know that in this case there is some 16j6h such that
∂j2φ

a
�

λ(y0) 6=0. If j>2, we can argue as before.
We are left with those points y0 in the support of χ%aλ for which ∂j2φ

a
pr(y

0)=0 for
every 26j6h but ∂2φ

a
pr(y

0) 6=0. Given such a point y0, we need to control the contribu-
tion of a sufficiently small �λ-homogeneous neighborhood of it to the maximal operator,
i.e., the maximal operator associated with averaging operators

Ay
0

t f(z) :=
∫

R2
f(z1−ty1, z2−t(y2+ψ(y1)), z3−t(1+φa(y1, y2)))%y0(y)ηa(y) dy,

with

%y0(y) := %

(
y2−cya1
ε0ya1

)
,

where ε0>0 is sufficiently small and c∈R is such that y0
2=c(y0

1)a. Changing coordinates,
we find that

Ay
0

t f(z) :=
∫

R2
f(z1−tx1, z2−tx2, z3−t(1+φ(x1, x2)))%

(
x2−ψ̃(x1)
ε0xa1

)
η̃(x) dx,

where

ψ̃(x1) :=ψ(x1)+cxa1 =
K∑
l=1

blx
ml
1 +cxa1 .

Notice that 26m1<...<mK<a, where a is rational. Moreover, if we put

φ̃a(y) :=φ(y1, y2+ψ̃(y1)),



problems of harmonic analysis related to hypersurfaces 225

then
(φ̃a)pr(y1, y2) =φapr(y1, y2+cya1 ).

Therefore, the homogeneity of (φ̃a)pr and our assumption ∂2φ
a
pr(y

0) 6=0 imply that

∂2(φ̃a)pr(1, 0) 6=0.

Corollary 6.4, applied to ψ̃ in place of ψ and φ̃a in place of φa then implies that the
associated maximal operator is Lp-bounded, if p>1/|�λ|=h.

This completes the proof of the lemma.

8.4. The maximal operators Mτl

Lemma 8.4. If the neighborhood Ω of the point (0, 0) and εl are chosen sufficiently
small and Nl+1 sufficiently large, then the maximal operator Mτl is bounded on Lp(R3)
for every p>h(φ).

Proof. (I) We begin with the case l06l6λ−1. Since the domain El, when viewed
in y-coordinates, is a domain of transition between two different homogeneities, namely
the ones given by the weights �l and �

l+1 (at least if l>1), we shall apply an idea from
Phong and Stein’s article [31] and decompose it dyadically in each coordinate separately,
and then rescale each of the bi-dyadic pieces obtained in this way.

By the change of variables (8.1), we can write

Aτl
t f(z) =

∫
R2
f(z1−ty1, z2−t(y2+ψ(y1)), z3−t(1+φa(y1, y2)))τal (y)ηa(y) dy,

with

τal (y) := %

(
y2
εly

al
1

)
(1−%)

(
y2

Nl+1y
al+1
1

)
,

and ηa as before (cf. (8.11)).
Consider a dyadic partition of unity

∑∞
k=0 χk(s)=1 on the interval 0<s61 with

χ∈C∞
0 (R) supported in the interval

[
1
2 , 4

]
, where χk(s):=χ(2ks), and put

χj,k(x) :=χj(x1)χk(x2), j, k∈N.

We then decompose Aτl
t into the operators

Aj,kt f(z) :=
∫

R2
f(z1−ty1, z2−t(y2+ψ(y1)), z3−t(1+φa(y1, y2)))τal (y)ηa(y)χj,k(y) dy,

with associated maximal operators Mj,k.
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Notice that by choosing the neighborhood Ω of the origin sufficiently small, we need
only consider sufficiently large j and k. Moreover, because of the localization imposed
by τal , it suffices to consider only pairs (j, k) satisfying

alj+M 6 k6 al+1j−M, (8.14)

where M can still be choosen sufficiently large, because we have the freedom to choose
εl sufficiently small and Nl+1 sufficiently large. In particular, we have j∼k.

By rescaling in the integral, we have

Aj,kt f(z) = 2−j−k
∫

R2
f(z1−t2−jy1, z2−t(2−ky2+ψ(2−jy1)),

z3−t(1+φa(2−jy1, 2−ky2)))τ̃ j,k(y)η̃j,k(y)χ(y1)χ(y2) dy,

with

τ̃ j,k(y) := %

(
y2

εl2k−aljyal
1

)
(1−%)

(
y2

Nl+12k−al+1jy
al+1
1

)
, η̃j,k(y) := ηa(2−jy1, 2−ky2).

Notice that, by (8.14), all derivatives of τ̃ j,k are uniformly bounded in j and k.
The scaling operators

T j,kf(z) := 2(j+k)/pf(2jz1, 2kz2, z3)

then transform these operators into

(T−j,−kAj,kT j,k)f(z) = 2−j−k
∫

R2
f(z1−ty1, z2−t(y2+ψj,k(y1)),

z3−t(1+φ̃j,k(y)))τ̃ j,k(y)η̃j,k(y)χ(y1)χ(y2) dy,

where

φ̃j,k(y) :=φa(2−jy1, 2−ky2) and ψj,k(y1) := 2kψ(2−jy1).

Notice that

ψj,k =O(2k−m1j) in C∞.

Applying the change of variables x1 :=y1, x2 :=y2+ψj,k(y1) to this integral, we even-
tually arrive at

(T−j,−kAj,kT j,k)f(z) = 2−j−k
∫

R2
f(z1−tx1, z2−tx2,

z3−t(1+φ̃j,k(x1, x2−ψj,k(x1))))τ j,k(x)ηj,k(x)χj,k(x) dx,
(8.15)
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where
τ j,k(x) := τ̃ j,k(x1, x2−ψj,k(x1)), ηj,k(x) := η(2−jx1, 2−kx2)

and
χj,k(x) :=χ(x1)χ(x2−ψj,k(x1)).

We next determine φ̃j,k, up to an error term. To this end, notice that if y1∼1 and
y2∼1, and if r∈

[ ·
µ

]
, then r(2−jy1)=cαµ2−aµjy

aµ

1 +O(2−ε(j+k)) in C∞, for some ε>0. In
view of (8.14), we thus get that

2−ky2−r(2−jy1) =


−cαµ2−aµj(yaµ

1 +O(2−ε(j+k))), if µ< l,
−cαµ2−aµj(yaµ

1 +O(2−M )), if µ= l,
2−k(y2+O(2−M )), if µ= l+1,
2−k(y2+O(2−ε(j+k))), if µ> l+1,

with M as in (8.14). Multiplying all these terms, we then see that

φ̃j,k(y) = 2−(Alj+Blk)(clyAl
1 yBl

2 +O(2−CM )), (8.16)

for some constant C>0, where Al and Bl are given by (3.2) and M can still be chosen
as large as we wish.

Observe that since l6λ−1, we have Bl>Bλ−1>ν2+N
[ ·
λ

]
, and similarly as in the

proof of Lemma 3.1, it is easy to see that we must have ν2+N
[ ·
λ

]
>2, and hence Bl>2.

This implies that
∂2
2(yAl

1 yBl
2 )∼ 1,

and that Alj+Blk>2k, so that 2k−m1j6C2(Alj+Blk)/2, and hence

ψj,k =O((2−(Alj+Blk))−1/2)

in C∞. We can therefore argue in a similar way as in the previous subsection and apply
Corollary 4.6, with ε:=2−(Alj+Blk) and m=2, to obtain that

‖Mj,kf‖p 6C2(Alj+Blk)/p−j−k‖f‖p,

whenever p>2, provided j+k is sufficiently large.
Summing all these estimates, we thus have that

‖Mτlf‖p 6CJ‖f‖p,

where
J :=

∑
(j,k)

alj+M6k6al+1j−M

2(Alj+Blk)/p−j−k.
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Assume now that p>h(φ). As h(φ)=d(φa)>dh(φa
�

λ)>dh(φa
�

l+1), and since, by (3.4),
dh(φa

�
l+1)=(Al+al+1Bl)/(1+al+1), we have

p>
Al+al+1Bl

1+al+1
.

This condition is equivalent to(
1−Al

p

)
+al+1

(
1−Bl

p

)
> 0. (8.17)

Similarly, since the mapping a 7!(Al+aBl)/(1+a) is increasing, we may replace al+1 by
al in this estimate and also get(

1−Al
p

)
+al

(
1−Bl

p

)
> 0. (8.18)

In order to estimate J , let us write k in the form k=θalj+(1−θ)al+1j+ω, with 06θ61
and |ω|6M. Then

j+k−Alj+Blk
p

=
(

1−Al
p

)
j+

(
1−Bl

p

)
k

=
(
θ

[(
1−Al

p

)
+al

(
1−Bl

p

)]
+(1−θ)

[(
1−Al

p

)
+al+1

(
1−Bl

p

)])
j+

(
1−Bl

p

)
ω.

In view of (8.17) and (8.18), this shows that there exists a positive constant ε>0 such
that

j+k−Alj+Blk
p

>εj,

provided j is sufficiently large. It is now clear that J<∞, so that the maximal operator
Mτl is bounded on Lp whenever p>h(φ).

(II) We now consider the case l=l0−1. This case can be treated in a very similar way
(formally, it is like the previous case, only with al0−1 replaced by m1>al0−1). Indeed, in
this case (8.14) must be replaced by the inequalities

m1j+M 6 k6 al0j−M,

from which one derives that (8.16) remains valid, with l=l0−1. From here, we can
proceed exactly as before.

In order to prove the second statement in Proposition 8.2, we assume that we are in
case (b) or case (c1) from §3, so that the principal face of N (φa) is either a vertex or un-
bounded. Recall from Corollary 3.2 (ii) that then dh(φa

�
λ)6h and ∂h2φ

a
�

λ(1, 0) 6=0. Since,
by the first part of Proposition 8.2, what remains to be controlled is the contribution
to the maximal operator M given by a domain of the form |x2−ψ(x1)|6ε0xa1 , where ε0
can be chosen as small as needed, we can thus argue as in the estimation of the maximal
operators M%λ by means of Corollary 4.6, provided that p>h and p>dh(φa

�
λ), i.e., that

p>h. This concludes the proof of Proposition 8.2.
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8.5. Reduction of the smooth case to the analytic setting

We shall now show how the estimates for the maximal operators in the preceding sub-
sections can be established also for more general, smooth finite-type functions φ.

To this end, let us first outline a small modification of our approach for analytic φ:
Recall from §2.5 that the function ψ is a polynomial, except for the case (c), in

which the principal face of the Newton polyhedron of φa is an unbounded half-line L of
the form t1>ν1, t2=h, with ν1<h, provided the algorithm described in that subsection
does not terminate. Assume the latter is the case. Then we have seen that there is some
K0 such that for k>K0, the principal part of the function φ(k) constructed from φ in the
kth step of the algorithm is of the form (2.17), i.e.,

(φ(k))pr(x) = ckx
ν1
1 (x2−bk+1x

mk+1
1 )h for every k>K0.

Suppose now that we stop our algorithm at the kth step, where k>K0 will be assumed
to be sufficiently large, and write φ̃:=φ(k). Let us then put

ψ̃(x1) :=
k∑
l=1

blx
ml
1 .

Then φ̃ arises from φ by means of the change of coordinates y1 :=x1, y2 :=x2−ψ̃(x1)
in the same way as φa arises from φ by means of the change of coordinates y1 :=x1,
y2 :=x2−ψ(x1), only that ψ̃ and the corresponding coordinate transformation will be
polynomial. We shall call such coordinates almost adapted. The Newton diagrams of φa

and φ̃ are the same, except that the unbounded horizontal edge L of Nd(φa) is replaced
by the compact edge Lk :=[(ν1, h), (ν1+hmk+1)] in Nd(φ̃), whose slope 1/mk+1 tends to
zero as k!∞. Moreover, for l6λ, the �

l-principal parts of φ and φ̃ associated with the
edges “left to the principal faces” will also coincide (cf. the discussion in §3).

Therefore, if we work with φ̃ in place of φa, most of our previous arguments carry
over verbatim. Indeed, a look at the proofs of Lemma 8.1 and Proposition 8.2 shows
that only the second part of Lemma 8.1, which concerns the case (c2), requires some
modification. However, it is still true that the Newton polyhedron of φ̃ intersects the
line �1t1+�2t2=1 in the single point (ν1, h), provided we choose k so large that the line
Lk has a slope smaller than the slope of the line �1t1+�2t2=1, which we may assume.
From here on, the proof of Lemma 8.1 proceeds as before.

Assume now that φ is only smooth and of finite type in place of analytic. In the
case where the principal root jet ψ of φ is not polynomial, we work with almost adapted
coordinates for φ as explained before, where we choose k>K0 so large that the argument
in the second part of Lemma 8.1 still works (notice that the proof of this lemma works
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for smooth functions φ as well). In all other cases, we use adapted coordinates, and write
φ̃ in place of φa and ψ̃ in place of ψ, too.

Denote by Pn the Taylor polynomial of degree n of φ centered at the origin. Since
we are now working with a polynomial change of coordinates, we may choose the degree
n so large that the Newton polyhedra of φ and Pn as well as of φ̃ and P̃n coincide, as do
their faces and corresponding principal parts. Here, P̃n denotes the polynomial obtained
from Pn by means of the change of coordinates y1 :=x1, y2 :=x2−ψ̃(x1), which is just
what we get in the kth step from Varchenko’s algorithm when applied to Pn, provided
again that n is chosen large enough.

Since φ is a small perturbation of Pn near the origin when n is large, it is then clear
that the estimations of the operators M%l in Proposition 8.2 work in the same way for φ
as for Pn. Moreover, there exists a constant c>0 such that if Rj,k is a dyadic rectangle
on which x1∼2−j and x2∼2−k, then the remainder term φ−Pn is of order O(2−c(j+k)n)
in C∞(Rj,k). We may thus apply our previous approach to the polynomial Pn in place
of φ and choose n so large that the contributions of the remainder term φ−Pn can be
considered as negligible errors for the estimations of the operators Mτl associated with
φ (compare the order O(2−c(j+k)n) with the order of φ̃j,k in formula (8.16)). In this way,
also the proof of Proposition 8.2 extends to φ.

9. Estimation of the maximal operator M near the principal root jet

In view of Proposition 8.2, we may and shall from now on assume that the principal face
of N (φa) is a compact edge (case (a)).

What remains to be controlled is the contribution to the maximal operator M given
by a domain of the form

|x2−ψ(x1)|6 ε0x
a
1 , with x1> 0, (9.1)

where ε0>0 can be chosen as small as we need. More precisely, in view of Proposition 8.2,
what remains to be proven is that the maximal operatorM%0 associated with this domain
(defined already by (6.1) in §6) is bounded on Lp(R3) for every p>h=h(φ).

Now, if there is some 16j6h such that ∂j2φ
a
pr(1, 0) 6=0, then this can be proven in

exactly the same way as we had proven the second statement of Proposition 8.2, provided
26j6h. And, if j=1, then we can argue as in the last part of the proof of Lemma 8.3
by means of Corollary 6.4.

The proof of Theorem 1.2 will therefore be completed once we have verified the
following result.
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Proposition 9.1. Assume that π(φa) is a compact edge and that

∂j2φ
a
pr(1, 0) =0 for every 1 6 j6h.

If the neighborhood Ω of the point (0, 0) and ε0 are chosen sufficiently small , then the
maximal operator M%0 is bounded on Lp(R3) for every p>h.

Since the proof of this proposition will be entirely based on the oscillatory integral
estimates from §5, we recall some notation and observations from §6:

M%0 is the maximal operator associated with the family of Fourier multipliers
eitξ3J(tξ), t>0, with

J(ξ) :=
∫

R2
+

ei(ξ1x1+ξ2ψ(x1)+ξ2x2+ξ3φ
a(x))%

(
x2

ε0xa1

)
η(x) dx.

At this point it will be convenient to defray our notation by writing φ in place of
φa, and � in place of �a=�

λ, and x for the adapted coordinates y. Then

J(ξ) :=
∫

R2
+

ei(ξ1x1+ξ2ψ(x1)+ξ2x2+ξ3φ(x))%

(
x2

ε0xa1

)
η(x) dx, (9.2)

where % is a smooth bump function as before, and where the following assumptions are
satisfied:

Assumptions 9.2. The functions φ, ψ and η are smooth and have the following
properties:

(i) ψ(x1)=b1xm1
1 +xm1+1

1 q(x1), where b1∈R\{0} and where q is smooth;
(ii) φ is of finite type, φ(0)=0 and ∇φ(0)=0;
(iii) the coordinates x are adapted to φ, and h=h(φ)=d(φ)>2;
(iv) the principal face π(φ) is a compact edge, and the associated principal part φpr

of φ is �-homogeneous of degree 1, where 0<�1<�2<1 and a=�2/�1>m1>2;
(v) η is a smooth bump function supported in a sufficiently small neighborhood Ω

of the origin.

Moreover,

∂j2φpr(1, 0) =0 for every 1 6 j6h. (9.3)

Notice that the domain (9.1) now corresponds to the domain

|x2|6 ε0x
a
1 . (9.4)
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9.1. Further domain decompositions under hypothesis (9.3)

We first observe that our assumptions imply that φpr(1, 0) 6=0. For, otherwise by (9.3)
x2=0 would be a root of multiplicity N>h. On the other hand, since the coordinates x
are adapted to φ, we must have N6h, a contradiction.

We can thus write

φpr(x1, x2) =xB2 Q(x1, x2)+cxn1 , with c 6=0,

where B>1, and where Q is a �-homogeneous polynomial such that Q(x1, 0)=bxq1, b 6=0,
so that Q(x1, 0) 6=0 for x1>0. Without loss of generality, we shall assume that c=1.
Notice that B>2, since ∂2φpr(1, 0)=0, and then our assumption (9.3) implies that in
fact

B>h> 2. (9.5)

We also remark that n=1/�1>�2/�1>m1.

In order to understand the behavior of φ as a function of x2, for x1 fixed, we shall
decompose

φ(x1, x2) =φ(x1, 0)+θ(x1, x2), (9.6)

and write the complete phase Φ for J(ξ) in the form

Φ(x, ξ) = (ξ3φ(x1, 0)+ξ1x1+ξ2ψ(x1))+(ξ3θ(x1, x2)+ξ2x2). (9.7)

Notice that

φ(x1, 0) =xn1 (1+O(x1)), ψ(x1) = b1x
m1
1 (1+O(x1)) and θ�(x1, x2) =xB2 Q(x1, x2),

(9.8)
where θ� denotes the �-principal part of θ.

Now, by means of a dyadic decomposition and rescaling using the �-dilations {δr}r>0

we would like to reduce our considerations as before to the domain where x1∼1. In this
domain, |x2|�1, so that θ�(x)∼xB2 Q(x1, 0). What leads to problems is that the “error
term” θ�,r :=θ−θ�, which consists of terms of higher �-degree than θ�, may nevertheless
contain terms of lower x2-degree lj<B of the form cjx

lj
2 x

nj

1 , provided nj is sufficiently
large. After scaling the kth dyadic piece in our decomposition by δ2−k in order to achieve
that x1∼1 and |x2|.ε0, such terms will have small coefficients compared to the one of
xB2 Q(x1, x2), but for |x2| very small they may nevertheless become dominant and have
to be taken into account.
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γ′2

(A0, B0)

nn−m1

N (θ)=N (θ(1))

π(φ)

B1=B

1 N (φ)
(A′2, B

′
2)

(n−m1, 1)

γ1

(A1, B1)

Figure 1.

9.1.1. Outline of the stopping time algorithm

To deal with this problem, consider the Newton polyhedron N (θ). Since the Taylor
support T (θ) arises from T (φ) by removing all points on the t1-axis, we have

N (∂2θ) = (0,−1)+N (θ). (9.9)

Let us put

�
1 :=� and a1 := a=

�
1
2

�
1
1

.

Then, by (9.8), the point (q,B) is the right endpoint (A1, B1) of the face

γ1 := [(A0, B0), (A1, B1)]

of the Newton polyhedron N (θ) of θ lying on the supporting line �
1
1t1+�

1
2t2=1. Note

that possibly (A0, B0)=(A1, B1).
It is also clear from the construction of θ that

N (θ)∩{(t1, t2) : t2 >B1}=N (φ)∩{(t1, t2) : t2 >B1}. (9.10)
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We next describe a stopping time algorithm oriented at the level sets of ∂2θ which
will decompose our domain (9.4) in a finite number of steps into subdomains, whose
contributions to our maximal operator will be treated in different ways in the subse-
quent subsections. Some features of this algorithm will resemble Varchenko’s algorithm
(see §2.5), and it will stop at latest when we have reached a domain containing only one
root of ∂2θ (up to multiplicity).

Case A. N (θ)⊂{(t1, t2):t2>B1}.
Then no term in θ has lower x2-exponent than B1=B, and we stop at this point.

Case B. N (θ) contains a point below the line t2=B1.
Then the Newton diagram Nd(θ) will contain a further edge

γ′2 = [(A1, B1), (A′2, B
′
2)]

below the line t2=B1, lying, say, on the line �
2
1t1+�

2
2t2=1 (see Figure 1). We then put

�
2 := (�2

1 ,�
2
2) and a2 :=

�
2
2

�
2
1

, where clearly a2>a1.

Notice that a2∈Q. We then decompose the domain (9.4) into the domains

E1 := {(x1, x2) :N2x
a2
1 < |x2|6 ε1x

a1
1 }

(a domain of “type E”) and

H2 := {(x1, x2) : |x2|6N2x
a2
1 },

where N2 will be any sufficiently large constant and ε1 :=ε0.
In the domain E1, which is again a domain of transition between two different

homogeneities, we stop our algorithm. It will be treated later be means of bi-dyadic
decompositions.

The �
2-homogeneous domain H2 will be further decomposed as follows: We first

notice that the �
2-homogeneous part (∂2θ)�2 of ∂2θ will be associated with the edge

(0,−1)+γ′2 = [(A1, B1−1), (A′2, B
′
2−1)]

of the Newton diagram of ∂2θ and it is �
2-homogeneous of degree 1−�

2
2 . Observe also

that, in view of (9.9), we have that (∂2θ)�2 =∂2(θ�2). Decomposing the polynomial
t 7!(∂2θ)�2(1, t) into linear factors and making use of the �

2-homogeneity of (∂2θ)�2 , we
see that we can write

(∂2θ)�2(x) = c2x
A1
1 x

B′
2−1

2

∏
α

(x2−cα2x
a2
1 )n

α
2 ,
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where
B1 =B′

2+
∑
α

nα2 and A′2 =A1+a2

∑
α

nα2 ,

with roots cα2 ∈C\{0} and multiplicities nα2 >1. Let us assume in the sequel that

N2�max
α
|cα2 |.

By R2 we shall denote the set of all real roots cα2 ∈R of (∂2θ)�2(1, t), where we
include also the trivial root 0 in the case where B′

2−1>0.
We shall need to understand the behavior of the complete phase function Φ(x, ξ)

in display (9.7) on the domain H2. Now, after dyadic decomposition with respect to
the �

2-dilations and rescaling, we have to look at Φ(2−�
2
1kx1, 2−�

2
2kx2, ξ) in the domain

where x1∼1 and, say, |x2|6N2. We write

Φ(2−�
2
1kx1, 2−�

2
2kx2, ξ) = 2−�

2
1nkλΦk(x, s),

where

Φk(x, s) :=xn1 (1+vk(x1))+s1x1+S2b1x
m1
1 (1+wk(x1))

+2(�2
1n−1)k(θ

�
2(x1, x2)+θr,k(x1, x2)+s2x2)

and again λ:=ξ3 (assumed to be positive),

s1 := 2�
2
1(n−1)k ξ1

λ
, s2 := 2(1−�2

2)k ξ2
λ

and S2 := 2�
2
1(n−m1)k

ξ2
λ

=2(�2
1(n−m1)+�

2
2−1)ks2.

The functions vk, wk and θr,k are of order O(2−δk) in C∞ for some δ>0.
In the estimation of the corresponding oscillatory integral, the worst possible case

arises for the x1-integration when |s1|∼|S2|∼1, so that

|s2| ∼ 2−(�2
1(n−m1)+�

2
2−1)k. (9.11)

Fix now an arbitrary ε2>0. For any point d in the interval [−N2, N2] denote by
D2(d) the �

2-homogeneous domain (inside the half-plane x1>0)

D2(d) := {(x1, x2) : |x2−dxa2
1 |6 ε2x

a2
1 }

(a domain of “type D”).
Since we can cover the domain H2 by a finite number of such domains D2(d), it will

be sufficient to examine the contribution of each of the domains D2(d).
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Case B (a). If �2
1(n−m1)+�

2
261, then we have |s2|>c>0 in (9.11). In this case, it

will be possible to control the corresponding oscillatory integrals if ε2 is chosen sufficiently
small, and we shall stop our algorithm with the domains D2(d).

Indeed, if �2
1(n−m1)+�

2
2<1, then |s2|�1, which will allow for an integration by

parts with respect to x2 in a similar way as we argued in the first case of the proof of
Proposition 6.3.

The worst possible case will actually arise when �
2
1(n−m1)+�

2
2=1 and when in

addition d /∈R2, i.e., when (∂2θ)�2(1, d) 6=0, which will indeed lead the “degenerate Airy-
type” integrals of §5.3.

Case B (b). Assume that �2
1(n−m1)+�

2
2>1, so that |s2|�1 in (9.11).

(i) If d /∈R2, then (∂2θ)�2(1, d) 6=0 and |s2|�1, so that again one can integrate by
parts with respect to x2, and again the algorithm will stop.

(ii) Finally assume that d∈R2, so that (∂2θ)�2(1, d)=0 and |s2|�1. In this case, we
introduce new coordinates

y1 :=x1, y2 :=x2−dxa2
1 ,

and denote our original functions, when expressed in the new coordinates y, by a sub-
script “(2)”, e.g.,

φ(2)(y) :=φ(y1, y2+dya2
1 ).

Correspondingly, we define θ(2) by

φ(2)(y1, y2) =φ(2)(y1, 0)+θ(2)(y),

and so on. Observe that in general we will not have θ(2)(y)=θ(y1, y2+dya2
1 ), but it is

true that

∂2θ(2)(y) = ∂2θ(y1, y2+dya2
1 ).

Notice that this �
2-homogeneous change of coordinates will have the effect on the

Newton(–Puiseux) polyhedron that the edge γ′2=[(A1, B1), (A′2, B
′
2)] of N (θ) on the line

�
2
1t1+�

2
2t2=1 will be turned into a face

γ2 = [(A1, B1), (A2, B2)]

of N (θ(2)) on the same line, with the same left endpoint (A1, B1) but possibly different
right endpoint (A2, B2) (which may even agree with the left endpoint), where still B2>1.

Notice that B1>B2, and that the domain D2(d) corresponds to the domain where
|y2|6ε2ya2

1 in the new coordinates y.
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In case B (b) (ii), which is the only one where our algorithm did not stop, we see
that by passing from φ=:φ(1) to φ(2) and denoting the new coordinates y again by x, we
have thus reduced ourselves to the smaller �2-homogeneous domain

|x2|6 ε2x
a2
1

in place of (9.4).
We observe also that since the �=�

1-homogenous part of our change of coordinates
y1=x1, y2=x2−dxa2

1 is given by x1, x2, i.e., by the identity mapping, the Newton poly-
hedra of θ(1) and θ(2) will have the same �

1-principal faces and corresponding principal
parts. This implies in particular that still

φ(2)(x1, 0) =xn1 (1+O(x1/r
1 ))

for some rational exponent r>0. Moreover, since a2>a1>m1, also the new function
ψ(2)(x1):=ψ(x1)+dxa2

1 , which corresponds to ψ in the new coordinates, will still satisfy

ψ(2)(x1) = b1x
m1
1 (1+O(x1/r

1 )).

Replacing φ=φ(1) by φ(2), �1 by �
2 and B1 by B2, we can now iterate this procedure.

Notice that already the function φ(2) will in general be a smooth function of x2 and some
fractional power of x1 only, so that from here on we shall have to work with Newton–
Puiseux polyhedra in place of Newton polyhedra, etc.

Example 9.3. Let φ(x1, x2):=xn1 +xB2 +x2x
n−m1
1 and ψ(x1):=xm1

1 , where we assume
that B>2 and n/B>m1>2. Then the coordinates (x1, x2) are adapted to φ. Here we
have

φ(x1, 0) =xn1 , θ(x) =xB2 +x2x
n−m1
1 and θ

�
1(x) = θ�(x) =xB2 ,

whereas
θ
�

2(x) =xB2 +x2x
n−m1
1 .

Since obviously �
2
1(n−m1)+�

2
2=1 and (∂2θ)�2(1, 0)=∂2(θ�2)(1, 0) 6=0, we see that the

“degenerate Airy-type” situation described in case B (a) applies to d:=0.

9.1.2. Details on and modification of the algorithm

If we have applied this procedure L−1 times (where L>2), we are left with a finite
number of domains of type D within the half-plane x1>0 of the form

|x2−r(x1)|6 εLx
aj0...jL−2
1 (9.12)
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(in our original coordinates from Assumption 9.2), where εL can be chosen small and
where r is of the form

r(x1) = dj1x
aj0
1 +dj1j2x

aj0j1
1 +...+dj1...jL−1x

aj0...jL−2
1 ,

with j0 :=2. Here, the exponents are rational and satisfy a2=aj0<aj0j1<...<aj0...jL−2 ,
and each dj1...jl is a real root which has been chosen in the lth step.

The complement of the union of these domains has been decomposed into domains
of type E and D on which the algorithm had stopped in a previous step.

In order to defray the notation, let us fix one of these functions r and its correspond-
ing domain (9.12), and then write

r(x1) =
L∑
j=2

djx
aj

1 ,

with a2<a3 ...<aL. We are thus looking at the domain

|x2−r(x1)|6 εLx
aL
1 . (9.13)

Correspondingly, in this way we will have recursively constructed a sequence

φ=φ(1), φ(2), ..., φ(L)

of functions, where φ(l) is obtained from φ(l−1), for l>2, by means of a change of coordi-
nates y1 :=x1, y2 :=x2−dlxal

1 . Then φ(l) arises from φ by the total change of coordinates
x=s(l)(y), where

y1 :=x1 and y2 :=x2−
l∑

j=2

djx
aj

1 ,

i.e., φ(l)=φ�s(l), and correspondingly θ(l) is defined by

φ(l)(y1, y2) =φ(l)(y1, 0)+θ(l)(y),

and so on. Notice that in general we do not have θ(l)=θ�s(l), but

∂2θ(l) = ∂2θ�s(l) = ∂2φ�s(l).

For the functions φ(l)(x1, 0) and ψ(l)(x1)=ψ(x1)+
∑l
j=2 djx

aj

1 we then still have

φ(l)(x1, 0) =xn1 (1+O(x1/r
1 )) and ψ(l)(x1) = b1x

m1
1 (1+O(x1/r

1 )) (9.14)
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1

nn−m1

π(φ)

(n−m1, 1)

γ1

γ′L+1

(A′L+1, B
′
L+1)

(A0, B0)

(A1, B1) γ2

(AL, BL)

γL

N (θ(L))

BL

Figure 2.

for some rational exponent r>0.
To be more precise, for each choice of r(x1) our algorithm will produce in the (l−1)-st

step domains of type D of the form

Dl(d) :=
{

(x1, x2) :
∣∣∣∣x2−

l−1∑
j=2

djx
aj

1 −dx
al
1

∣∣∣∣ 6 εlx
al
1

}
,

and a transition domain of type E of the form

El−1 :=
{

(x1, x2) :Nlxal
1 <

∣∣∣∣x2−
l−1∑
j=2

djx
aj

1

∣∣∣∣ 6 εl−1x
al−1
1

}
,

when expressed in the coordinates x of Assumption 9.2. It will stop on El−1.
As for the domains Dl(d), notice that like in passing from θ=θ(1) to θ(2), in each

step when passing from θ(l−1) to θ(l) we replace a face γ′l=[(Al−1, Bl−1), (A′l, B
′
l)] of

the Newton–Puiseux diagram Nd(θ(l−1)) by a new face γl=[(Al−1, Bl−1), (Al, Bl)] lying
on the same line as γ′l (possibly degenerating to a single point) of N (θ(l)), so that the
Newton–Puiseux diagram Nd(θ(l)) will in particular possess the faces

γ1 = [(A0, B0), (A1, B1)], ..., γl = [(Al−1, Bl−1), (Al, Bl)],
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where Bl>1 (see Figure 2). Indeed, the Newton–Puiseux diagram Nd(θ(l−1)) will have,
besides the edges γ1, ..., γl−1, in addition an edge γ′l=[(Al−1, Bl−1), (A′l, B

′
l)] lying on a

unique line

�
l
1t1+�

l
2t2 =1,

where al=�
l
2/�

l
1. Otherwise, N (θ(l−1)) would be contained in the half-plane t2>Bl−1

and the algorithm would have stopped earlier.
Finally, if ∂2(θ(l−1))�l denotes the �

l-homogeneous principal part of ∂2(θ(l−1)) cor-
responding to the edge γ′l , then the algorithm will also stop on Dl(d), unless d is a real
root dl of ∂2(θ(l−1))�l(1, ·) and �

l
1(n−m1)+�

l
2>1.

If the latter is the case, then we are left with the domain Dl(dl) at the end of step
l−1 (where dl is one of possibly several roots). When expressed in the coordinates y
defined by the change of coordinates s(l), it is �l-homogenous and given by |y2|6εlxal

1 .
We note that

B1 >B2 > ...>Bl > 1 and m1<a= a1<a2< ...< al. (9.15)

In particular, the descending sequence {Bl}l must eventually become constant (unless
our algorithm stops already earlier).

Our algorithm will always stop after a finite number of steps, since eventually we
will have �

l
1(n−m1)+�

l
261 because al!∞.

This is rather evident from the geometry of the Newton–Puiseux polyhedra N (θ(l)),
but let us give a precise argument:

We first claim that there is some fixed rational number 1/r such that every al is a
multiple of 1/r.

In the analytic case, this follows easily from the Puiseux series expansions of roots
of ∂2θ, but we can give a more direct argument.

The polynomial ∂2(θ(l−1))�l is �l-homogeneous of degree 1, and so we may write it
as

∂2(θ(l−1))�l(x) = cx
Al−1
1 x

B′
l−1

2

∏
α

(x2−cαl x
al
1 )n

α
l .

Since the x2-degree of this polynomial is bounded by B0, putting N :=
∑
α n

α
l , this implies

that al∈(1/N)N, where N6B0, which implies the claim. In combination with (9.15),
this proves that al!∞.

Assume now that our algorithm did not terminate. Then we could find some minimal
L>1 such that Bl=BL for every l>L. This implies that BL>2, since for BL=1 we had
Nd(θ(L))⊂{(t1, t2):t2>BL}, and we would stop. Moreover, from 1=�

l
1Al+�

l
2Bl>2�l2
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we conclude that �l26 1
2 . But then clearly

�
l
1(n−m1)+�

l
2 =�

l
2

(
1+

n−m1

al

)
6

1
2

(
1+

n−m1

al

)
6 1

for l sufficiently large, and so our algorithm would eventually stop, contradicting our
assumption.

This argument also shows that the number of steps L0−1 after which the algorithm
will stop everywhere in Ω can be chosen to be independent of the choice of roots dj along
the way. The domains of type E and D that we shall produce by this algorithm up to
step L0−1 will then cover Ω, so that it will suffice to study the contributions to our
maximal operator of each of these domains.

Assume from now on that we have fixed a choice of roots dj when passing along
our algorithm. We then choose L>2 with L6L0 so that the algorithm will stop for this
choice of roots at step L−1.

Next , in the case where Bl=Bl+1=...=Bl+j for some j>1, we will modify our
stopping time argument as follows:

We shall skip the intermediate steps and pass from φ(l) to φ(l+j) directly, decompos-
ing in the passage from φ(l) to φ(l+j) the domain {(x1, x2):|x2|6εlxal

1 } into the bigger
transition domain

E′
l := {(x1, x2) :Nl+jx

al+j

1 < |x2|6 εlx
al
1 }

and the �
l+j-homogeneous domain

H ′
l+j := {(x1, x2) : |x2|6Nl+jx

al+j

1 },

where Nl+j will be any sufficiently large constant.
We may and shall therefore assume that the sequence {Bl}l is strictly decreasing.
Now, if the domain on which we stop our algorithm is of type E, then it is a transition

domain

El :=
{

(x1, x2) :Nl+1x
al+1
1 <

∣∣∣∣x2−
l∑

j=2

djx
aj

1

∣∣∣∣ 6 εlx
al
1

}
, 1 6 l6L,

when expressed in the coordinates x of Assumption 9.2, where the case l=L arises only
if N (θ(L)) is not contained in {(t1, t2):t2>BL}.

When N (θ(L))⊂{(t1, t2):t2>BL}, so that our algorithm stops because of this inclu-
sion (cf. the discussion of case A in §9.1.1, only with θ=θ(1) replaced by θ(L)), then the
algorithm will stop on the whole domain where∣∣∣∣x2−

L∑
j=2

djx
aj

1

∣∣∣∣ 6 εLx
aL
1
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which remained after the previous step. We shall then replace EL by the ”generalized”
transition domain (which is at the same time �

L-homogeneous)

E′
L :=

{
(x1, x2) :

∣∣∣∣x2−
L∑
j=2

djx
aj

1

∣∣∣∣ 6 εLx
aL
1

}
,

where formally aL+1=∞.
And, if we stop on a domain of type D, then it is of the form

Dl+1(d) :=
{

(x1, x2) :
∣∣∣∣x2−

l∑
j=2

djx
aj

1 −dx
al+1
1

∣∣∣∣ 6 εl+1x
al+1
1

}
, 1 6 l6L,

which is �
l+1-homogeneous after applying the change of coordinates x=s(l)(y), where

|d|6Nl+1, and where
�
l+1
1 (n−m1)+�

l+1
2 6 1,

in the case where d=dl+1 is a real root of ∂2(θ(l))�l+1(1, ·) (cf. the discussion of cases
B (a) and (b) in §9.1.1).

The case l=L can here only arise if N (θ(L−1)) is not contained in {(t1, t2):t2>BL};
moreover, in this case there is no real root of ∂2(θ(L))�L+1(1, ·) if �L+1

1 (n−m1)+�
L+1
2 >1,

since otherwise the algorithm would not stop at step L−1.
The contribution to the oscillatory integral J(ξ) of a domain El, after changing to

the coordinates y given by s(l) in the integral, can be put into the form

Jτl(ξ) :=
∫

R2
+

eiΦ(l)(y,ξ)η̃(y)τl(y) dy,

where η̃ is again a smooth bump function supported near the origin,

Φ(l)(y, ξ) := (ξ3φ(l)(y1, 0)+ξ1y1+ξ2ψ(l)(y1))+(ξ3θ(l)(y1, y2)+ξ2y2),

and where

τl(y) := %

(
y2
εly

al
1

)
(1−%)

(
y2

Nl+1y
al+1
1

)
,

if N (θ(l)) is not contained in {(t1, t2):t2>Bl}, and

τl(y) := %

(
y2
εly

al
1

)
,

if N (θ(l))⊂{(t1, t2):t2>Bl} and l=L. As we have seen, the latter case corresponds to
the domain E′

L.
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Similarly, the contribution of a domain Dl+1(d) is of the form

J%l+1(ξ) :=
∫

R2
+

eiΦ(l)(y,ξ)η̃(y)%l+1(y1, y2−dy
al+1
1 ) dy,

where

%l+1(y) := %

(
y2

εl+1y
al+1
1

)
.

At this point, it will again be helpful to defray the notation by writing φ in place of
φ(l), θ in place of θ(l), ψ in place of ψ(l), etc., and assuming that φ, ψ and θ satisfy the
following assumptions on R2

+:

Assumptions 9.4. The functions φ and η are smooth functions of x1/r
1 and x2, and

ψ is a smooth function of x1/r
1 , where r is a positive integer. If we write

φ(x1, x2) =φ(x1, 0)+θ(x1, x2),

then the following hold true:
(i) the Newton–Puiseux diagram Nd(θ) contains at least the faces

γ1 = [(A0, B0), (A1, B1)], ..., γl = [(Al−1, Bl−1), (Al, Bl)],

where B1>B2>...>Bl, so that γj is an edge, if j>1, and B1>h>2, and in the case
where N (θ) is not contained in {(t1, t2):t2>Bl}, it contains the additional edge

γ′l+1 = [(Al, Bl), (A′l+1, B
′
l+1)].

The face γj lies on the line �
j
1t1+�

j
2t2=1, where �

1=�. Putting aj :=�
j
2/�

j
1, we have

a= a1< ...< aj <aj+1< ... .

(ii) We have

φ(x1, 0) =xn1 (1+O(x1/r
1 )) and ψ(x1) = b1x

m1
1 (1+O(x1/r

1 )),

where n=1/�1>�2/�1=a>m1>2.

With these data, we define the phase function

Φ(x, ξ) := (ξ3φ(x1, 0)+ξ1x1+ξ2ψ(x1))+(ξ3θ(x1, x2)+ξ2x2),

and the oscillatory integrals

Jτl(ξ) :=
∫

R2
+

eiΦ(x,ξ)η(x)τl(x1, x2) dx
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and
J%l+1(ξ) :=

∫
R2

+

eiΦ(x,ξ)η(x)%l+1(x1, x2−dx
al+1
1 ) dx,

where again η denotes a smooth bump function supported in a sufficiently small neigh-
borhood Ω of the origin, and τl and %l+1 are defined as before.

The maximal operators corresponding to the Fourier multipliers eiξ3Jτl and eiξ3J%l+1

will again be denoted by Mτl and M%l+1 , respectively.
In view of our previous discussion, and since we have h(φ(l))=1/|�|=h for every l,

what remains to be proven is the following result.

Proposition 9.5. Assume that the neighborhood Ω of the point (0, 0), and εl and
εl+1 are chosen sufficiently small and Nl+1 sufficiently large. Then the following hold
true:

(a) The maximal operator Mτl is bounded on Lp(R3) for every p>1/|�|;
(b) The maximal operator M%l+1 is bounded on Lp(R3) for every p>1/|�|, provided

�
l+1
1 (n−m1)+�

l+1
2 61 in the case where d=dl+1 is a real root of ∂2θ�l+1(1, ·).

10. Proof of Proposition 9.5

10.1. Estimation of Jτl

Let us first assume that N (θ) is not contained in {(t1, t2):t2>Bl}, so that

τl(x) := %

(
x2

εlx
al
1

)
(1−%)

(
x2

Nl+1x
al+1
1

)
.

Arguing in a similar way as in §8.4, we consider a dyadic partition of unity
∑∞
k=0 χk(s)=1

on the interval 0<s61 with χ∈C∞
0 (R) supported in the interval

[
1
2 , 4

]
, where

χk(s) :=χ(2ks),

and put again
χj,k(x) :=χj(x1)χk(x2), j, k∈N.

Then
Jτl =

∑
j,k

Jj,k, (10.1)

where

Jj,k(ξ) :=
∫

R2
+

eiΦ(x,ξ)η(x)τl(x)χj,k(x) dx=2−j−k
∫

R2
+

eiΦj,k(x,ξ)ηj,k(x)χ⊗χ(x) dx,
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with Φj,k(x, ξ):=Φ(2−jx1, 2−kx2, ξ), and where the functions ηj,k are uniformly bounded
in C∞. The summation in (10.1) takes place over pairs (j, k) satisfying

alj+M 6 k6 al+1j−M, (10.2)

where M can still be choosen sufficiently large, because we have the freedom to choose
εl sufficiently small and Nl+1 sufficiently large. In particular, we have j∼k.

Moreover, our Assumptions 9.4 on the Newton–Puiseux diagram of θ imply exactly
as in §8.4 that

θj,k(x) = 2−(Alj+Blk)(clxAl
1 xBl

2 +O(2−CM ))

for some constants cl 6=0 and C>0. Notice also that Bl>Bl+1>1 here, so that Bl>2,
and that we are here only interested in the domain where

x1∼ 1∼x2.

In combination with our further requirements in Assumptions 9.4 we then obtain

Φj,k(x, ξ) = 2−jnξ3xn1 (1+vj,k(x1))+2−jm1ξ2b1x
m1
1 (1+wj,k(x1))+2−jξ1x1

+2−(Alj+Blk)ξ3(clxAl
1 xBl

2 +uj,k(x1, x2))+2−kξ2x2,

where the functions vj,k, wj,k and uj,k are of order O(2−δ(j+k)), respectively O(2−δM ),
in C∞ for some δ>0.

Remark 10.1. More precisely, the functions vj,k, wj,k and uj,k depend smoothly
on the small parameters δ1 :=2−j/r and δ2 :=2−k, respectively δ3 :=2−M , and vanish
identically for δ1=δ2=0, respectively δ3=0.

Assuming again without loss of generality that λ:=ξ3>0, we may thus write

Φj,k(x, ξ) = 2−jnλFj,k(x, s, σ),

with

Fj,k(x, s, σ) :=xn1 (1+vj,k(x1))+S2x
m1
1 (1+wj,k(x1))+s1x1

+σ(clxAl
1 xBl

2 +uj,k(x1, x2)+s2x2),

and

s1 := 2(n−1)j ξ1
λ
, s2 := 2Alj+(Bl−1)k ξ2

λ
, S2 := 2(n−m1)jb1

ξ2
λ
, σ=σj,k := 2nj−Alj−Blk.

(10.3)
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Lemma 10.2. Under the Assumptions 9.4, the following hold true:
(a) The sequence {1/�m1 }m is increasing and the sequence {1/�m2 }m is decreasing ;
(b) Given any constant N>0, we can choose the constant M in (10.2) so large that

the following holds for all j and k satisfying (10.2):

j

�
l
1

+N 6Alj+Blk6
k

�
l
2

−N.

In particular,
j

�1
+N =nj+N 6Alj+Blk6

k

�2
−N.

Proof. Statement (a) is evident from the geometry of the Newton diagram of θ. It
follows also from the identity (4.4) in [19], according to which

1
�
m
2

=
Am
am

+Bm =
Am−1

am
+Bm−1,

1
�
m
1

=Am+amBm =Am−1+amBm−1,

since the sequence {am}m is increasing.
Statement (b) is a consequence of (a) and the identities above.

Since Bl>1 and n>m1>2, in combination with Lemma 10.2 we see that

σ� 1, |ξ1|�λ|s1|, |ξ2|�λ|s2|, and also |ξ2|�λ|S2|. (10.4)

Proposition 10.3. If M in (10.2) is chosen sufficiently large, then the following
estimate

|Jj,k(ξ)|6C‖η‖C3(R2)2−j−k(1+2−nj |ξ|)−1/3(1+2−njσj,k|ξ|)−1/2 (10.5)

holds true, where the constant C does not depend on j, k and ξ.
Consequently , the maximal operator Mτl is bounded on Lp(R3) for every p>1/|�|.

Proof. We first notice that Bl>2, so that ∂2
2(xAl

1 xBl
2 )∼1.

As in the proof of Proposition 6.3 we shall distinguish several cases.

Case 1. |s1|+|S2|�1, or |s1|+|S2|�1 and |s1|�|S2| or |s1|�|S2|.
Here, an integration by parts in x1 yields

Jj,k(ξ) =O(2−j−k(1+2−njλ(1+|s1|+|S2|))−1),

which implies (10.5) because of (10.4).
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Case 2. |s1|+|S2|�1 and |s1|∼|S2|.
Since m1>2, we have ∂2

1(xm1
1 )∼1. Therefore, if s2 is fixed, with |s2|.1, in view of

Remark 10.1 we can apply Proposition 5.2 in a similar way as in the proof of Proposi-
tion 6.3, with λ replaced by 2−njλ(|s1|+|S2|), and obtain

|Jj,k(ξ)|6C2−j−k(1+2−njλ(1+|s1|+|S2|))−1/2(1+2−njσλ(1+|s2|))−1/2. (10.6)

In fact, the proposition even shows that this estimate remains valid under small
perturbations of s2, so that we can choose the constant C uniformly for s2 in a fixed,
compact interval.

On the other hand, if |s2|�1, we can obtain the even stronger estimate where the
second exponent − 1

2 is replaced by −1 by first integrating by parts in x2 and then
applying the method of stationary phase in x1.

Observe at this point that if |ξ1|+|ξ2|>λ, so that |ξ|∼|ξ1|+|ξ2|, then by (10.4),

|s1|+|S2|� 1.

Notice also that |s1|∼|S2| implies, by (10.3), that 1∼2−(m1−1)j |ξ2|/|ξ1|, and hence

|ξ1|� |ξ2|.

Thus, if |ξ1|+|ξ2|>λ and |s1|∼|S2|, then |ξ|∼|ξ2|, and since |s2|λ�|ξ2|, we see that
(10.6) implies (10.5) in this case, as well as of course in the case where |ξ1|+|ξ2|6λ. We
are thus left with the next case.

Case 3. |s1|+|S2|∼1 and |ξ1|+|ξ2|6λ, and hence |ξ|∼λ.
Since n>m1, it is easy to see that in this case the polynomial

p(x1) :=xn1 +S2b1x
m1
1 +s1x1

satisfies |p′′(x1)|+|p′′′(x1)| 6=0 for every x1∼1. Therefore, if we fix some point x0
1∼1,

then we can either apply Proposition 5.2 or Proposition 5.3 if we localize the oscillatory
integral Jj,k(ξ) by means of a suitable cut-off function to a small neighborhood of x0

1 and
translate coordinates, and finally obtain, by means of a suitable partition of unity in a
similar way as in the previous case, that

|Jj,k(ξ)|6C2−j−k(1+2−njλ)−1/3(1+2−njσλ(1+|s2|))−1/2,

and hence (10.5). Note again that this argument first applies for fixed s1, s2 and S2, but
since Propositions 5.2 and 5.3 allow for small perturbations of parameters, the estimate
above will hold uniformly in s1, s2 and S2.
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Next, observe that we may replace the factor (1+2−njσj,k|ξ|)1/2 in (10.5) by

(1+2−njσj,k|ξ|)1/6+ε,

for any sufficiently small ε>0, which leads to

|Jj,k(ξ)|6C‖η‖C3(R2)2−j−k2nj/32(Alj+Blk)(1/6+ε)(1+|ξ|)−1/2−ε

6C‖η‖C3(R2)2−j−k2j/3�12(k/�2)(1/6+ε)(1+|ξ|)−1/2−ε,

since Lemma 10.1 shows that Alj+Blk<k/�l26k/�2.
Lemma 6.2 then implies that the maximal operators Mj,k associated with the mul-

tipliers Jj,k can be estimated by

‖Mj,kf‖p 6C2−j−k22j/3�1p2(k/�2p)(1/3+ε)‖f‖p

for every sufficiently small ε>0 and p>2.
Observe that for p=1/|�|, we have

2
3�1p

=
2
3
�1+�2

�1
=

2
3
(1+a)> 1,

so that for p>1/|�| sufficiently close to 1/|�|, we have∑
alj+M6k

2−j−k22j/3�1p2(k/�2p)(1/3+ε) 6
∑
j6k/a
k>M

2−j−k22j/3�1p2k/3�2p+ε

6
∑
k>M

2(2(1+a)/3−δ−1)k/a−k+(�1+�2)/3�2k+εk

=
∑
k>M

2(ε−δ/a)k,

(10.7)

where δ>0 depends on p. Choosing ε sufficiently small, this series converges, so that
Mτl is bounded on Lp. For p=∞, the series converges as well. By real interpolation, we
thus find that Mτl is Lp-bounded for every p>1/|�|.

The case where N (θ)⊂{(t1, t2):t2>Bl} can be treated in a very similar way, if we
formally replace al+1 by ∞. Indeed, in this case we have τl(x):=%(x2/εlx

al
1 ), so that

condition (10.2) has to be replaced by

alj+M 6 k. (10.8)
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Moreover, in this case we obviously have

θj,k(x) = 2−(Alj+Blk)xBl
2 (clxAl

1 +O(2−δ(j+k)))

for some δ>0. Therefore, if Bl>2, we can argue exactly as before and see that Proposi-
tion 10.3 remains valid (notice that in (10.7) we only made use of (10.8)).

What remains open at this stage is the case where Bl=1. It turns out that here the
oscillatory integrals Jj,k(ξ) may possibly be of degenerate Airy type. We shall then need
more detailed information, which we shall obtain be regarding Mτl rather as a maximal
operator of type M%l , which will be treated in the next subsection.

10.2. Estimation of J%l+1

We now consider the maximal operators M%l+1 in Proposition 9.5 (b). It will here be
convenient to change to the �

l+1-homogeneous coordinates

y1 :=x1, y2 :=x2−dx
al+1
1 .

This change of coordinates has the effect that we can assume that d=0. The Newton–
Puiseux diagram of θ in the new coordinates will still contain the edges γ1, ..., γl, but the
edge γ′l+1=[(Al, Bl), (A′l+1, B

′
l+1)] may change to an interval [(Al, Bl), (Al+1, Bl+1)] on

the same line �
l+1
1 t1+�

l+1
2 t2=1, possibly with a different right endpoint (Al+1, Bl+1),

which may even coincide with the left endpoint (Al, Bl), so that this face may even
degenerate to becoming a single point.

Simplifying the notation by writing �
′ :=�

l+1 and a′ :=�
′
2/�

′
1=al+1, we shall then

have to estimate the oscillatory integral J(ξ)=J%l+1(ξ), with

J(ξ) :=
∫

R2
+

eiΦ(x,ξ)η(x)%
(

x2

ε′xa
′

1

)
dx, (10.9)

corresponding to the domain

|x2|6 ε′xa
′

1 ,

where ε′=εl+1>0 can still be chosen as small as we like, under one of the following
assumptions:

(i) ∂2θ�′(1, 0)=0, i.e., Bl+1>2, and �
′
1(n−m1)+�

′
261;

(ii) ∂2θ�′(1, 0) 6=0, i.e, Bl+1=1, and �
′(n−m1)+�

′
2 6=1;

(iii) ∂2θ�′(1, 0) 6=0, i.e, Bl+1=1, and �
′(n−m1)+�

′
2=1.
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The most delicate case is (iii), which will lead to degenerate Airy-type integrals. No-
tice that the second condition in (iii) just means that the point (n−m1, 1)=(Al+1, Bl+1)
belongs to Nd(θ).

We shall denote the maximal operator associated with the Fourier multiplier eiξ3J(ξ)
by M′.

Observe at this point that the oscillatory integral Jτl for the still open case where
Bl=1 can be written in the form (10.9) too, with �

′ :=�
l, and hence a′=al and (Al, Bl)=

(Al+1, Bl+1), and since Bl=1, it will satisfy assumption (ii) or (iii). Notice that here
necessarily l>1.

We shall therefore in the sequel relax the condition a′>al and assume only that
a′>al in the case where (Al, Bl)=(Al+1, Bl+1) and Bl=1. Then, as in the proof of
Proposition 6.3, we can decompose

J =
∞∑

k=k0

Jk (10.10)

by means of a dyadic decomposition based on the �′-dilations δ′r(x1, x2):=(r�
′
1x1, r

�
′
2x2),

where the dyadic constituent Jk of J is given, after rescaling, by

Jk(ξ) = 2−k|�
′|

∫
R2
ei2

−�′1nkλΦk(x,s)%

(
x2

ε′xa1

)
η(δ′2−kx)χ(x) dx,

where again λ:=ξ3 is assumed to be positive, and where

Φk(x, s, σ) :=xn1 (1+vk(x1))+s1x1+S2b1x
m1
1 (1+wk(x1))

+σ(θ�′(x1, x2)+θr,k(x1, x2)+s2x2),

with

s1 := 2�
′
1(n−1)k ξ1

λ
, s2 := 2(1−�′2)k ξ2

λ
, S2 := 2�

′
1(n−m1)k

ξ2
λ
, σ=σk := 2(�′1n−1)k.

(10.11)
In particular, we have

S2 =2(�′1(n−m1)+�
′
2−1)ks2. (10.12)

Moreover, since �
′
1<�1=1/n, we have �

′
1(n−1)>0 and �

′
1n−1<0, and as

1 =�
′
1Al+1+�

′
2Bl+1 >�

′
2,

we have 1−�
′
2>0. We see that if Ω is chosen sufficiently small so that k0�1 in (10.10),

then

|σ|� 1, |ξ1|�λ|s1|, |ξ2|�λ|s2| and also |ξ2|�λ|S2|. (10.13)
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Recall that θ�′ denotes the �′-homogeneous part of θ. The functions vk, wk and θr,k
are of order O(2−εk) in C∞ for some ε>0, and can in fact be viewed as smooth func-
tions v(x1, δ), w(x1, δ) and θr(x, δ), respectively, depending also on the small parameter
δ=2−k/r for some positive integer r>0, which vanish identically when δ=0.

Notice again that in our domain of integration for Jk(ξ), we have

x1∼ 1 and |x2|. ε′,

and clearly |M′f |6
∑∞
k=k0

|Mkf |, if Mk denotes the maximal operator associated with
the Fourier multiplier eiξ3Jk(ξ).

The following proposition will then cover Proposition 9.5 (b) as well as the remaining
case of Proposition 9.5 (a). The constants lm and cm will be as in Theorem 5.3. We
remark at this point that clearly

1
6 6 lm<

1
4 . (10.14)

Proposition 10.4. If k0 in (10.10) is chosen sufficiently large and ε′ sufficiently
small , then

|Jk(ξ)|6C‖η‖C3(R2)2−|�
′|kσ

−(lm+cε)
k (2−�

′
1nk|ξ|)−1/2−ε (10.15)

for some m∈N with 26m6Bl, some constant c>0 and every sufficiently small ε>0,
where the constant C does not depend on k and ξ.

Consequently , the maximal operator M′ is bounded on Lp(R3) for every p>1/|�|.

Proof. We proceed in a similar way as in the proof of Proposition 10.3.

Case 1. |s1|+|S2|�1, or |s1|+|S2|�1 and |s1|�|S2| or |s1|�|S2|.
Here, an integration by parts in x1 yields

|Jk(ξ)|6C2−|�
′|k(1+2−�

′
1nkλ(1+|s1|+|S2|))−1,

which implies (10.15) because of (10.13).

Case 2. |s1|+|S2|�1 and |s1|∼|S2|.
Observe first that for any x0

1∼1, the polynomial P (x2):=θ�′(x0
1, x2) has degree

degP>2. Indeed, this is clear under assumption (i), since Bl+1>2, and under the as-
sumptions (ii) and (iii) it follows from Bl>2, respectively Bl−1>2 in the case where
Bl=Bl+1=1. Clearly also degP6Bl.

Therefore, if |s2|.1, we can argue in a similar way as in case 3 of the proof of
Proposition 6.3, and obtain by means of Proposition 5.2 that

|Jk(ξ)|6C2−|�
′|k(1+2−�

′
1nkλ(1+|s1|+|S2|))−1/2(1+2−�

′
1nkσλ(1+|s2|))−1/m (10.16)
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for some m with 26m6Bl, provided ε′ is chosen sufficiently small.
On the other hand, if |s2|�1, we can obtain the even stronger estimate where the

second exponent −1/m is replaced by −1 by first integrating by parts in x2 and then
integrating in x1.

Now from (10.13) we deduce as in the proof of Proposition 10.3 that if |ξ1|+|ξ2|>λ,
so that |ξ|∼|ξ1|+|ξ2|, then we have |s1|+|S2|�1, and |s1|∼|S2| implies that |ξ1|�|ξ2|.

Thus, if |ξ1|+|ξ2|>λ and |s1|∼|S2|, then |ξ|∼|ξ2|, and since |s2|λ�|ξ2|, we see that
(10.16) implies (10.15) in this case, as well as of course in the case where |ξ1|+|ξ2|6λ,
provided ε is chosen small enough. We are thus left with the next case.

Case 3. |s1|+|S2|∼1 and |ξ1|+|ξ2|6λ, and hence |ξ|∼λ.
Since n>m1, the polynomial p(x1):=xn1 +S2b1x

m1
1 +s1x1 satisfies

|p′′(x1)|+|p′′′(x1)| 6=0 for every x1∼ 1.

But, if either |s1|�|S2| or |s1|�|S2|, then all critical points of the polynomial

xn1 +S2b1x
m1
1 +s1x1

will be non-degenerate, so that we can argue exactly as in case 2. We shall therefore
assume that

|s1| ∼ |S2| ∼ 1.

Now, under assumption (i), we have ∂2θ�′(x0
1, 0)=0 whenever x0

1∼1, whereas |s2|&1,
by (10.12), so that

∂2(θ�′+s2x2)(x0
1, 0) = ∂2θ�′(x0

1, 0)+s2 6=0. (10.17)

The same is true also under assumption (ii), for then either |s2|�1 or |s2|�1 (by (10.12)),
whereas ∂2θ�′(x0

1, 0) 6=0, and it also applies in case (iii), provided |s2|�1 or |s2|�1.
In these cases, we shall first integrate by parts in x2 and then apply Lemma 5.1 from

§11, which is a useful variant of van der Corput’s lemma, to the x1-integration, which
leads to the estimate

|Jk(ξ)|6C2−|�
′|k(1+2−�

′
1nkλ)−1/3(1+2−�

′
1nkσλ(1+|s2|))−1.

By replacing the second exponent −1 by − 1
6−ε, we see in view of (10.14) that this

implies (10.15).
We are thus left with the case where assumption (iii) holds true, and where |s2|∼1.

Fix x0
1∼1. Then ∂1∂2(θ�′+s2x2)(x0

1, 0) 6=0, since θ�′(x1, x2)=c0xn−m1
1 x2+O(x2

2), where
c0 6=0.



problems of harmonic analysis related to hypersurfaces 253

Assume first that (10.17) holds true. Then we can again argue as before, provided we
introduce in our formula for Jk(ξ) an additional smooth cut-off function a(x1) supported
in a sufficiently small neighborhood of x0

1.

So, assume next that ∂2(θ�′+s2x2)(x0
1, 0)=0. Since the degree of the polynomial

P (x2):=θ�′(x0
1, x2) satisfies Bl>degP>2, after shifting the x1 coordinates by x0

1, we can
apply Theorem 5.4 and obtain estimate (10.15) for some m with 26m6Bl, if we again
introduce a cut-off function a(x1) supported in a sufficiently small neighborhood of x0

1

into Jk(ξ). Recall here that the functions vk, wk and θr,k are smooth functions v(x1, δ),
w(x1, δ) and θr(x, δ), respectively, depending also on the small parameter δ=2−k/r for
some positive integer r>0, which vanish identically when δ=0.

The estimate (10.15) then follows by decomposing Jk(ξ) into a finite number of such
“localized” integrals by means of a partition of unity.

Next, in order to estimate the maximal operator M′, observe that (10.15) implies
that for any sufficiently small ε>0 we have

|Jk(ξ)|6C‖η‖C3(R2)2−|�
′|k2�

′
1nk(1/2+ε)2(1−�′1n)k(lm+cε)(1+|ξ|)−1/2−ε.

Recalling that 1−�
′
1n>0 and lm< 1

4 by (10.14), we thus see that there is some δ>0 such
that

|Jk(ξ)|6C‖η‖C3(R2)2−δk2−|�
′|k2(1+�′1n)k/4(1+|ξ|)−1/2−ε,

provided ε is sufficiently small. Lemma 6.2 then implies that

‖Mkf‖p 6C2−δk2−|�
′|k2(1+�′1n)/2p‖f‖p

for every p>2. Notice that
1+�

′
1n

2|�′|
6

1
|�|

. (10.18)

Indeed, we have t:=�
′
1n=�

′
1/�161 and �

′
2>�2 by Lemma 10.2, so that

1+�
′
1n

2|�′|
=

1+t
2(�1t+�

′
2)

6
1+t

2(�1t+�2)
.

The latter function is increasing in t, so that we may replace t by 1 and obtain (10.18).

The estimate (10.18) shows that the norms of the maximal operators Mk sum in k
when p>1/|�|, which concludes the proof of Proposition 10.4, and hence also the proof
of our main result, Theorem 1.2.
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11. Uniform estimates for oscillatory integrals with finite-type
phase functions of two variables

In this section we shall provide a proof of Theorem 1.9. We shall closely follow the proof
of Theorem 1.3, which did already provide uniform estimates for the Fourier transforms
of surface carried measures %̂ dσ(ξ) for the contribution by the region near the principal
root jet. Notice that the assumption %>0 that we had made for the estimation of the
maximal operator M had only been introduced for convenience and was not needed for
the estimations of oscillatory integrals. Without further mentioning, we shall use the
same notation as in the various parts of the proof of Theorem 1.3.

We may assume that x0=0 and that S is the graph

S= {(x1, x2, φ(x1, x2)) : (x1, x2)∈Ω}

of a smooth real-valued function φ∈C∞(Ω) of finite type defined on an open neighbor-
hood Ω of the origin in R2 and satisfying

φ(0, 0) =0 and ∇φ(0, 0) =0.

We then have to prove the following result.

Theorem 11.1. There exist a neighborhood Ω⊂R2 of the origin and a constant C
such that for every η∈C∞

0 (Ω) the following estimate holds true for every ξ∈R3:∣∣∣∣∫
R2
ei(ξ3φ(x1,x2)+ξ1x1+ξ2x2)η(x1, x2) dx

∣∣∣∣ 6C‖η‖C3(R2)(1+|ξ|)−1/h(φ)log(2+|ξ|). (11.1)

We note that the van der Corput type Lemma 5.1 will play a similar role for the
proof of Theorem 11.1 as Corollary 4.6 did for the proof of Theorem 1.2.

By decomposing R2 into its four quadrants, we may reduce ourselves to the estima-
tion of oscillatory integrals of the form

J(ξ) :=
∫

R2
+

ei(ξ3φ(x1,x2)+ξ1x1+ξ2x2)η(x1, x2) dx.

Notice also that we may assume in the sequel that

|ξ1|+|ξ2|6 δ|ξ3|, and hence |ξ| ∼ |ξ3|, (11.2)

where 0<δ�1 is a sufficiently small constant, since for |ξ1|+|ξ2|>δ|ξ3| the estimate
(11.1) follows by an integration by parts, if Ω is chosen small enough. Of course, we may
in addition always assume that |ξ|>2.
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If χ is any integrable function defined on Ω, we shall put

Jχ(ξ) :=
∫

(R+)2
ei(ξ3φ(x1,x2)+ξ1x1+ξ2x2)η(x1, x2)χ(x) dx.

The case h(φ)<2 is contained in [11] (here, estimate (11.1) holds true even without
the logarithmic term log(2+|ξ|)), so let us assume from now on that

h=h(φ) > 2.

Following §7 we shall begin with the easiest case where the coordinates x are adapted
to φ. In analogy with the proof of Proposition 7.1 we then decompose J(ξ)=

∑∞
k=k0

Jk(ξ),
where

Jk(ξ) :=
∫

(R+)2
ei(ξ3φ(x)+ξ1x1+ξ2x2)η(x)χk(x) dx

=2−k|�|
∫

(R+)2
ei(2

−kξ3φ
k(x)+2−k�1ξ1x1+2−k�2ξ2x2)η(δ2−k(x))χ(x) dx,

and where χ is supported in an annulus D. Moreover, as in the proof of Corollary 7.2
we can choose the weight � according to Lemma 2.4 such that 0<�16�2<1 and

1
|�|

= dh(φ�) 6h(φ�) =h.

Then, as in the proof of Proposition 7.1, given any point x0∈D, we can find a unit
vector e∈R2 and some m∈N with 26m6h(φ�)=h such that ∂me φ�(x0) 6=0. For k>k0

sufficiently large we can thus apply Lemma 5.1 to the x2-integration in Jk(ξ) near the
point x0. By means of a partition of unity argument, we then get that

|Jk(ξ)|6C‖η‖C3(R2)2−k|�|(1+2−k|ξ3|)−1/m

6C‖η‖C3(R2)2−k/h(φ)(1+2−k|ξ|)−1/h.

The estimate (11.1) then follows by summation in k.
Assume next that the coordinates x are not adapted to φ. In a first step, we then

decompose J(ξ)=J1−%1(ξ)+J%1(ξ), where %1 is the cut-off function introduced in §8.1
which localizes to a narrow �-homogeneous neighborhood

|x2−b1xm1
1 |6 ε1x

m1
1

of the curve x2=b1xm1
1 .

The oscillatory integral J1−%1(ξ) can be estimated in a similar way as in the case of
adapted coordinates by means of Lemma 5.1 (cf. also the proof of Lemma 8.1).
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Moreover, if N (φa)=(ν1, h)+R2
+, with ν1<h (case (c2) in §3), we recall from the

proof of Lemma 8.1 that φ�(x)=cxν11 (x2−b1xm1
1 )h, which implies that h(φ�)=h(φa

�
)=h,

and we see that in this case we can again apply Lemma 5.1 to the x2-integration in order
to see that also J%1(ξ) satisfies (11.1).

We may and shall therefore from now on assume that the Newton polyhedron of φa

has at least one compact edge “lying above” the principal face, i.e., that one of the cases
(a), (b) or (c1) from §3 applies. Finally J%1(ξ) remains to be considered.

In analogy with Proposition 8.2, in the next step we prove the following result.

Proposition 11.2. Let ε0>0. If the neighborhood Ω of the point (0, 0) is chosen
sufficiently small , then the oscillatory integral J1−%0(ξ) satisfies estimate (11.1).

Moreover , if the principal face π(φa) is a vertex or unbounded , then the same holds
true for J(ξ) in place of J1−%0(ξ).

Let us again first assume that φ is analytic. To prove the first statement, we decom-
pose the corresponding domain as in §8.2 into the domains Dl, l=l0, ..., λ, which become
�
l-homogeneous in the coordinates y defined by (8.1), and the transition domains El,

l=l0−1, ..., λ−1. Accordingly, we decompose

J%1(ξ) =
λ∑
l=l0

J%l(ξ)+
λ−1∑
l=l0−1

Jτl(ξ),

where %l and τl are the cut-off functions defined in (8.10) and (8.11).

Estimation of J%l(ξ). In analogy with the proof of Lemma 8.3, after applying the
change of coordinates (8.1) and performing a dyadic decomposition as before, only with
the weight � replaced by the weight �l, we find that J%l(ξ)=

∑∞
k=k0

Jk(ξ), where

Jk(ξ) = 2−k|�
l|

∫
R2

+

ei(2
−kξ3φ

k(y)+2−k�l
1ξ1y1+2−k�l

2ξ2y2+2−k�l
2ξ2ψ

k(y1))

×%al (y)ηa(δl2−ky)χ(y) dy,

with φk(y), ψk(y1), etc. defined as in §8.3.
By means of Corollary 3.2 (i) and (ii) we have seen in the proof of Lemma 8.3 that

(8.13) holds true if l6λ−1, or if l=λ and if the principal face π(φa) of the Newton
polyhedron of φa is a vertex (case (b)) or unbounded as in case (c1) in §3. In these cases
we can thus estimate Jk(ξ) by means of Lemma 5.1 applied to the y2-integration and a
partition of unity argument and obtain

|Jk(ξ)|6C‖η‖C3(R2)2−k|�
l|(1+2−k|ξ3|)−1/dh(φa

�
l )

6C‖η‖C3(R2)2−k/h(φ)(1+2−k|ξ|)−1/h.
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The case where l=λ and where π(φa) is a compact edge (case (a)) remains to be consid-
ered. Again, if a=�

λ
2 /�

λ
1 ∈N, then we may assume that (8.13) holds true in view of (8.6),

so assume that a /∈N. We are left with those points y0 in the support of χ%aλ for which
∂j2φ

a
pr(y

0)=0 for every 26j6h but ∂2φ
a
pr(y

0) 6=0; all other points y0 can be treated as
before. However, in this case the estimate (11.3) is an immediate consequence of Corol-
lary 6.4, if we apply a change of coordinates to a small �λ-homogeneous neighborhood
of y0 as in the corresponding part of the proof of Lemma 8.3.

By summing over all k, we see that J%l(ξ) satisfies estimate (11.1).

Estimation of Jτl(ξ). Following §8.4, we decompose

Jτl(ξ) =
∑
j,k

Jj,k(ξ),

where summation takes place over all pairs j, k satisfying (8.14), i.e.,

alj+M 6 k6 al+1j−M, (11.3)

with Jj,k(ξ) given by

Jj,k(ξ) :=
∫

R2
ei(ξ3φ

a(y)+ξ1y1+ξ2y2+ξ2ψ(y1))τal (y)ηa(y)χj,k(y) dy

=2−j−k
∫

R2
ei(ξ3φ̃

j,k(y)+2−jξ1y1+2−kξ2y2+ξ2ψ(2−jy1))τ̃ j,k(y)η̃j,k(y)χ(y1)χ(y2) dy.

Here, we have kept the notation from §8.4. Assume first that φ is analytic. Then, by
(8.16),

φ̃j,k(y) = 2−(Alj+Blk)(clyAl
1 yBl

2 +O(2−CM ))

for some constant C>0, where Al and Bl are given by (3.2) and M can still be chosen
as large as we need, and where

∂2
2(yAl

1 yBl
2 )∼ 1.

We can thus again apply Lemma 5.1, with m=2, to the y2-integration in Jj,k(ξ) and
obtain

|Jj,k(ξ)|6C‖η‖C3(R2)2−j−k(1+2−(Alj+Blk)|ξ3|)−1/2

∼C‖η‖C3(R2)2−j−k(1+2−(Alj+Blk)|ξ|)−1/2.

Then

|Jτl(ξ)|6C‖η‖C3(R2)(J
τl
0 (ξ)+Jτl

∞(ξ)),
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with

Jτl
0 (ξ) :=

∑
(j,k)∈I0

2−(1−Al/2)j−(1−Bl/2)k|ξ|−1/2,

Jτl
∞(ξ) :=

∑
(j,k)∈I∞

2−j−k,

where I0 and I∞ denote the index sets

I0 := {(j, k)∈N2 :Alj+Blk6 log |ξ| and alj6 k6 al+1j}

and
I∞ := {(j, k)∈N2 :Alj+Blk > log |ξ|}.

These estimates can easily be summed in j and k by means of the following auxiliary
result.

Lemma 11.3. Let 0<a1<a2 and b1, b2>0 with b1+b2>0 be given. For γ>0, con-
sider the triangle Aγ :={(t1, t2)∈(R+)2 :a1t16t26a2t1 and b1t1+b2t26γ}, and denote by
(0, 0), γX1 and γX2, with

X1 :=
1

b1+a1b2
(1, a1) and X2 :=

1
b1+a2b2

(1, a2),

the three vertices of Aγ . Assume that µ=(µ1, µ2)∈R2 is such that

µ·X1<µ·X2. (11.4)

(a) If µ·X2>0, then ∫
Aγ

eµ·tdt6Ceγµ·X2 ;

(b) If µ·X2=0, then ∫
Aγ

eµ·tdt6Cγ;

(c) If µ·X2<0, then ∫
Aγ

eµ·tdt6C,

where the constant C in these estimates depends only on the aj , the bj and µ.
Similarly , if we put Bγ :={(t1, t2)∈(R+)2 :a1t16t26a2t1 and b1t1+b2t2>γ}, then

the following holds true:
(d) If µ·X2<0, then ∫

Bγ

eµ·tdt6Ceγµ·X1 .
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Proof. Let us change to the coordinates (x1, x2) given by

(t1, t2) = (x1+x2, a1x1+a2x2).

In these coordinates, Aγ , X1 and X2 correspond to

Ãγ := {(x1, x2)∈ (R+)2 : (b1+a1b2)x1+(b1+a2b2)x2 6 γ},

X̃1 :=
(

1
b1+a1b2

, 0
)

and X̃2 :=
(

0,
1

b1+a2b2

)
,

respectively. Moreover, µ·t=µ̃·x, where µ̃·X̃1<µ̃·X̃2, i.e.,

µ̃1

b1+a1b2
<

µ̃2

b1+a2b2
. (11.5)

Now, in case (a) we have µ̃2>0, so that, because of (11.5),∫
Aγ

eµ·t dt=C

∫
Ãγ

eµ̃·x dx

=
C

µ̃2
eµ̃2γ/(b1+a2b2)

∫ γ/(b1+a1b2)

0

e(µ̃1−µ̃2(b1+a1b2)/(b1+a2b2))x1 dx1

6
C

µ̃2
eµ̃2γ/(b1+a2b2)

=
C

µ̃2
eγµ·X2 ,

where C depends only on a1 and a2.
In case (b), we have µ̃2=0 and µ̃1<0, so that a similar estimation as before leads to∫

Aγ

eµ·t dt6Cγ,

and case (c) is obvious, since here µ̃1, µ̃2<0.
The estimate in (d) is obtained in an analogous way as to the one in (a).

To estimate Jτl
0 (ξ), we put µ:=

(
1
2Al−1, 1

2Bl−1
)
, a1 :=al, a2 :=al+1, b1 :=Al, bl :=Bl

and γ :=log |ξ| in Lemma 11.3. Then

X1 =
1

Al+alBl
(1, al) and X2 =

1
Al+al+1Bl

(1, al+1),

and (cf. also the discussion in §3)

µ·X1 =
1
2
− 1+al
Al+alBl

=
1
2
− 1
dh(φ̃�l

)
and µ·X2 =

1
2
− 1+al+1

Al+al+1Bl
=

1
2
− 1
dh(φ̃�l+1)

.
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Since dh(φ̃�l
)<dh(φ̃�l+1), we see that condition (11.4) is satisfied. Comparing the sum

in Jτl
0 (ξ) with the corresponding integral and applying Lemma 11.3, we thus find that

|Jτl
0 (ξ)|6C|ξ|−1/2 log |ξ|6C|ξ|−1/h log(2+|ξ|),

if µ·X260, and

|Jτl
0 (ξ)|6C|ξ|−1/2 exp

(
log |ξ|

(
1
2
− 1
dh(φ̃�l+1)

))
6C|ξ|−1/dh(φ̃�l+1 ),

if µ·X2>0. Since dh(φ̃�l+1)6h(φ), this shows that Jτl
0 (ξ) satisfies the estimate (11.1).

Similarly, in order to estimate Jτl
∞(ξ), we put µ:=(−1,−1) in Lemma 11.3 (d). Then

µ·X2=−1/dh(φ̃�l+1)<0 and µ·X1=−1/dh(φ̃�l
)<µ·X2, so that we obtain

|Jτl
∞(ξ)|6C exp

(
log |ξ|

(
− 1
dh(φ̃�l

)

))
6C|ξ|−1/h(φ).

In combination, we have seen that all Jτl(ξ) satisfy the estimate (11.1).
In order to prove the second statement in Proposition 11.2, we assume that we are

in case (b) or case (c1) of §3, so that the principal face of N (φa) is either a vertex or un-
bounded. Recall from Corollary 3.2 (ii) that then dh(φa

�
λ)6h and ∂h2φ

a
�

λ(1, 0) 6=0. Since,
by the first part of Proposition 11.2, what remains to be controlled is the contribution to
J(ξ) given by a domain of the form |x2−ψ(x1)|6ε0xa1 , where ε0 can be chosen as small
as needed, we can thus argue as in the estimation of J%λ by means of Lemma 5.1.

We have thus completed the proof Proposition 11.2, at least when φ is analytic.
However, the case of a general finite-type function φ can again be reduced to the analytic
case along the lines of §8.5. Notice here that we have only made use of the van der Corput
type Lemma 5.1 and Proposition 6.3, and the estimates in these results are stable under
small perturbations of the phase function by error terms vanishing to sufficiently high
order at the origin.

In view of Proposition 11.2, we may and shall from now on assume that the principal
face of N (φa) is a compact edge (case (a)). What remains to be estimated is the contri-
bution of a small domain of the form (9.1) to J(ξ), i.e., we are left with the oscillatory
integral J%0(ξ) which, after a change of coordinates, is given by (6.2). With a slight
abuse of notation, we shall therefore adapt the notation from §9 and write

J(ξ) := J%0(ξ) =
∫

R2
+

ei(ξ1x1+ξ2ψ(x1)+ξ2x2+ξ3φ(x))%

(
x2

ε0xa1

)
η(x) dx,

where here φ and ψ satisfy the Assumptions 9.2.
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We may also in this context assume that condition (9.3) is satisfied, since otherwise
we can obtain the desired estimate for J(ξ) again by means of Lemma 5.1 applied to the
x2-integration in J(ξ), provided that j>2 in (9.3), and by means of Proposition 6.3, if
∂2φpr(1, 0) 6=0, since h>2. However, under these assumptions we have derived estimates
for J(ξ) in §9 and §10, and what remains to be shown is that these estimate are sufficient
also in order to establish (11.1).

To this end, we apply the domain decomposition algorithm of §9.1 and are left with
the estimation of the oscillatory integrals Jτl and J%l+1 defined in that subsection.

We begin with Jτl(ξ)=
∑
j,k Jj,k(ξ), where Jj,k is as defined in §10.1 and where

summation takes place again over the set of indices j and k satisfying (11.3). Observe
that, according to our discussion in §9.1, we have here that �1=1/n, �2/�1>2 and

�1A1+�2B1 =1,

where B1=B>3 (cf. (9.5)). This implies that �26 1
3 , and hence

�1 6 1
6 and �2 6 1

3 .

From Proposition 10.3, we then conclude that

|Jj,k(ξ)|6C‖η‖C3(R2)2−j−k(1+2−nj |ξ|)−�1(1+σj,k|ξ|)−�2 ,

and hence
|Jj,k(ξ)|6C‖η‖C3(R2)2−j−k

1
1+2−j2−(Alj+Blk)�2 |ξ|�1+�2

.

Then
|Jτl(ξ)|6C‖η‖C3(R2)(J

τl
0 (ξ)+Jτl

∞(ξ)),

where here

Jτl
0 (ξ) :=

∑
(j,k)∈I0

2−k+(Alj+Blk)�2 |ξ|−|�| and Jτl
∞(ξ) :=

∑
(j,k)∈I∞

2−j−k,

with index sets

I0 := {(j, k)∈N2 : j+(Alj+Blk)�2 6 log2(|ξ||�|) and alj6 k6 al+1j}

and
I∞ := {(j, k)∈N2 : j+(Alj+Blk)�2> log2(|ξ||�|)}.

As j6k/al and k6c log |ξ| in I0, summing first in j and then in k, we obtain that

|Jτl
0 (ξ)|6C

∑
k6c log |ξ|

2((Al/al+Bl)�2−1)k|ξ|−|�| =C
∑

k6c log2 |ξ|

2(�2/�
l
2−1)k|ξ|−|�|.



262 i. a. ikromov, m. kempe and d. müller

But, by Lemma 10.2, �2/�
l
261, so that |Jτl

0 (ξ)|6C|ξ|−|�| log |ξ|.
Similarly, since (Alj+Blk)�26k (cf. Lemma 10.2), we have that j+k>log2(|ξ||�|).

Putting r :=j+k, we thus see that

|Jτl
∞(ξ)|6C

∑
r>log2(|ξ||�|)

r2−r 6C ′|ξ|−|�| log |ξ|.

Since |�|=1/h(φ), we thus see that Jτl(ξ) satisfies estimate (11.1).
What remains to be considered are the J%l+1(ξ), respectively the oscillatory integrals

J(ξ) given by (10.9), which we decompose according to (10.10) into J(ξ)=
∑∞
k=k0

Jk(ξ).
By Proposition 10.4, we have

|Jk(ξ)|6C‖η‖C3(R2)2−|�
′|kσ

−(lm+cε)
k (2−�

′
1nk|ξ|)−1/2−ε/2

for every sufficiently small ε>0, where lm< 1
4 , and by the definition of Jk(ξ) in §10.2, we

also have |Jk(ξ)|6C‖η‖C3(R2)2−|�
′|k. Putting this in the definition of σk, we get that

|Jk(ξ)|6C‖η‖C3(R2)2−|�
′|k(1+σ1/4

k 2−�
′
1nk/2|ξ|1/2)−1

6C‖η‖C3(R2)2−|�
′|k(1+2−(1+�′1n)k/2|ξ|)−1/2

6C‖η‖C3(R2)2−|�
′|k(1+2−(1+�′1n)k/2|ξ|)−|�|,

because 1/|�|=h(φ)>2. Moreover, by (10.18), we have 1
2 (1+�

′
1n)|�|6|�′|, so that

∑
k.log |ξ|

2−|�
′|k2(1+�′1n)|�|k/2|ξ|−|�| 6C|ξ|−|�| log |ξ|,

and ∑
k

2(1+�′1n)k/2>|ξ|

2−|�
′|k 6C|ξ|−2|�′|/(1+�′1n) 6 |ξ|−|�|.

This shows that also J(ξ) given by (10.9) satisfies estimate (11.1), which completes the
proofs of Theorems 11.1 and 1.9.

12. Proof of the remaining statements in the introduction
and refined results

In this section, we shall prove the remaining results and claims that have been stated in
the introduction.
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12.1. Invariance of the notion of height h(x0, S) under affine transformations

We assume that x0=(0, 0, 1)=:e3 and Tx0 ={(x1, x2, x3):x3=0}=:V , and that our hyper-
surface S is the graph

S= {(x1, x2, 1+φ(x1, x2)) : (x1, x2)∈Ω}

of a smooth function 1+φ defined on an open neighborhood Ω of 0∈R2 and satisfying
the conditions

φ(0, 0) =0 and ∇φ(0, 0) =0.

Consider an affine linear change of coordinates F :u 7!w+Au of R3 which fixes the
point x0, i.e., F (e3)=e3, and so that the derivative DF (x0) leaves the tangent space
Tx0S invariant, i.e., A(V )=V . Here, A∈GL(3,R) and w∈R3 is a fixed translation vec-
tor. We then denote by B :=A|V the induced linear isomorphism of V . If we decompose
w=v+µe3, with v∈V and µ∈R, and write elements of R3 as (x, x3), with x∈R2, then
from w+Ae3=e3 one computes that

F (x, x3) = (Bx+(1−x3)v, µ+(1−µ)x3).

Then
F (S) = {(Bx−φ(x)v, 1+(1−µ)φ(x)) : (x1, x2)∈Ω}.

Notice that 1−µ 6=0, since F is assumed to be bijective. By our assumptions on φ, the
mapping ϕ:x 7!y=Bx−φ(x)v is a local diffeomorphism near the origin with ϕ(0)=0, and
we can write F (S) locally as the graph of the smooth function

1+φ̃(y) := 1+(1−µ)φ(ϕ−1(y)).

Since h(φ)=h(φ̃), we see that h(x0, S)=h(x0, F (S)), which proves the invariance of our
notion of height h(x0, S) under affine linear changes of coordinates.

12.2. Proof of Proposition 1.7 and Remark 1.11 (a), and remarks on the
critical exponent p=h(x0, S)

We are first going to prove Proposition 1.7. As outlined in the introduction, we may
assume without loss of generality that the hypersurface S is given as the graph

S= {(x1, x2, 1+φ(x1, x2)) : (x1, x2)∈Ω}

of a smooth function 1+φ defined on an open neighborhood Ω of (0, 0)∈R2 and satisfying
the conditions

φ(0, 0) =0 and ∇φ(0, 0) =0,
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and that x0=(0, 0, 1), so that the affine tangent plane x0+Tx0S is {(x1, x2, x3):x3=1}.
Then dT,x0(x)=|φ(x1, x2)|, so that we have to show that for a neighborhood Ω of the
origin, one has ∫

Ω

|φ(x)|−1/p(1+|∇φ(x)|2)1/2 dx=∞,

or equivalently ∫
Ω

|φ(x)|−1/p dx=∞ (12.1)

whenever p<h(φ). Moreover, if φ is analytic, then we need to show that (12.1) holds
also for the critical exponent p=h(φ).

To this end, observe first that we may reduce ourselves to the case where the coor-
dinates x are adapted to φ by applying the change of coordinates (8.1) (cf. [41] and [19])
to the integral in (12.1). Recall that then one of the following three cases applies:

(a) π(φ) is a compact edge, and either �2/�1 /∈N, or �2/�1∈N and m(φpr)6d(φ);
(b) π(φ) consists of a vertex;
(c) π(φ) is unbounded.
Moreover, in this case we have h(φ)=d(φpr), where π(φ) denotes again the principal

face of the Newton polyhedron N (φ) and φpr the principal part of φ (cf. (2.1)).
First, we consider the cases (a) and (b), where the principal face of the Newton

polyhedron of φ is a compact set.

Proposition 12.1. If the principal face π(φ) of the Newton polyhedron of the func-
tion φ, when expressed in adapted coordinates, is compact , then (12.1) holds for every
p6h(φ).

Proof. As in the proof of Corollary 7.2, we can choose a weight �=(�1,�2) such
that

h(φ) =
1
|�|

=
1

(�1+�2)
,

where 0<�16�2 without loss of generality. Then the �-principal part φ� of the function
φ is a weighted �-homogeneous polynomial of degree 1.

We may also assume that �1 and �2 are rational numbers. Then we can find even
positive integers q1 and q2 and a positive integer r such that �1=r/q1 and �2=r/q2.

The quasi-normN(x):=(xq11 +xq22 )1/r is then �-homogeneous of degree 1 and smooth
away from the origin. Denote by Σ:={(y1, y2):%(y1, y2)=1} the associated “unit circle”,
and let (y1(θ), y2(θ)), 06θ<1, be a smooth parametrization of Σ. We can then introduce
generalized polar coordinates (%, θ) for R2\{0} by writing

x1 := %�1y1(θ) and x2 := %�2y2(θ), %> 0.
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It is well known and easy to see that the Lebesgue measure on R2 then decomposes as

dx1 dx2 = %|�|−1 d% dγ(θ),

where dγ(θ) is a positive Radon measure such that
∫
Σ
dγ(θ)>0. Let us also assume

without loss of generality that Ω={(x1, x2):%(x1, x2)<ε}, where ε>0.
If we now decompose φ=φ�+φr as before into the �-principal part φ� and the

remainder term φr, and express φ in polar coordinates φ̃(%, θ):=φ(%�1y1(θ), %�2y2(θ)),
then

φ̃(%, θ) = %(φ̃�(1, θ)+φ̃r(%, θ)),

where φ̃r(%, θ)=O(%δ) for some δ>0 as %!0. In particular, also φ̃r(%, θ) is bounded,
which is all that we need. By passing to these polar coordinates, we obtain∫

Ω

|φ(x)|−1/h(φ) dx=
∫ ε

0

d%

%

∫
Σ

|φ̃�(1, θ)+φ̃r(%, θ)|−1/h(φ) dγ(θ) > c

∫ ε

0

d%

%
.

In the last inequality c is a positive constant and therefore the integral diverges. This
proves the proposition.

Case (c) where the principal face is unbounded remains to be considered.

Proposition 12.2. Assume that the principal face π(φ) of the Newton polyhedron
of the function φ, when expressed in adapted coordinates, is unbounded.

(i) Then (12.1) holds for every p<h(φ).
(ii) If φ is assumed to be analytic, then (12.1) holds also for p=h(φ).

Proof. We first prove (i), so assume that p<h(φ). Here, we can apply a similar
reasoning as in the proof of case (c) in Corollary 7.2. The principal face π(φ) is a
horizontal half-line, with left endpoint (ν1, N), where ν1<N=h(φ). Notice that N>2,
since for N=1 we had ν1=0, which is not possible given our assumption ∇φ(0, 0)=0.
We can then choose � with 0<�1<�2 so that the line �1t1+�2t2=1 is a supporting line
to the Newton polyhedron of φ and that the point (ν1, N) is the only point of N (φ) on
this line. Moreover, we can choose �2/�1 as large as we wish, so that we may assume
that

p<
1
|�|

<h(φ).

Then the �-principal part φ� of φ is of the form φ�(x)=cxν11 x
N
2 , with c 6=0, and it is

�-homogeneous of degree 1.
By passing to generalized polar coordinates as in the proof of Proposition 12.1, we

then see that∫
Ω

|φ(x)|−1/p dx=
∫ ε

0

d%

%1/p−|�|+1

∫
Σ

|φ̃�(1, θ)+φ̃r(%, θ)|−1/p dγ(θ),
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where again φ̃r(%, θ) is bounded. Since 1/p−|�|>0, we conclude that the last integral
diverges.

In order to prove (ii), observe that if φ is analytic, then there exists a non-trivial
analytic function f near the origin so that φ(x1, x2)=xN2 f(x1, x2), where again N=h(φ).
Then, for sufficiently small ε>0, we have∫

Ω

dx1dx2

|φ(x1, x2)|1/h(φ)
>

∫ ε

−ε

dx2

|x2|

∫ ε

−ε

dx1

|f(x1, x2)|1/N
.

Obviously the last integral diverges.

Remark 12.3. If φ is a finite-type smooth function and the principal face is a non-
compact set then the integral

∫
Ω
|φ(x)|−1/h(φ) dx may be convergent.

An example is given by the function φ(x1, x2)=x2
2+e−x

−α
1 considered by A. Iosevich

and E. Sawyer in [23]. Here we have h(φ)=2, and the associated integral converges
whenever 0<α<1. Correspondingly, it has been shown in [23] that the maximal operator
associated with the hypersurface x3=1+x2

2+e−x
−α
1 is L2 bounded whenever 0<α<1 and

unbounded for p<2 (the latter statement follows of course also from Proposition 12.2).
However, if α>1, then it is unbounded whenever p62.

We have thus obtained a confirmation of Iosevich–Sawyer’s conjecture for analytic
hypersurfaces [23], and for smooth finite-type hypersurfaces we have a partial confirma-
tion of the conjecture. The conjecture remains open when p=h(φ) in the case where the
principal face of φ is unbounded in an adapted coordinate system.

Let us finally indicate how to prove Remark 1.11 (a) (see also [27] for an analogous
argument). We assume that x0=0, and that S is locally given near 0 as the graph of a
function φ, where φ(0, 0)=∇φ(0, 0)=0.

Consider again first cases (a) and (b). Similarly as in the proof of Proposition 12.1
we can choose a weight � such that φpr=φ� and d(φ)=1/|�|=1/(�1+�2). Then define
for r>0 the function fr∈S(R3) by

f̂r := χ̂
( x1

r�1

)
χ̂
( x2

r�2

)
χ̂
(x3

r

)
,

where χ is a Schwartz function such that χ̂>0 has compact support and χ̂(0)=1. Since
φ(r�1x1, r

�2x2)=r(φ�(x1, x2)+O(rε)) for some ε>0, where φ� vanishes at the origin,
one easily sees that, for r sufficiently small,∫

S

|f̂r|2% dσ& r|�|
∫∫

R2
|f̂r(r�1x1, r

�2x2, φ(r�1x1, r
�2x2))|2 dx1 dx2 & r|�|.

On the other hand, it is easy to check that ‖fr‖Lp(R3)∼r(1+|�|)/p
′
, so that an estimate of

the form ‖f̂‖L2(S)6C‖f‖Lp(R3) would imply that r|�|/2.r(1+|�|)/p
′
for every sufficiently

small r, and hence p′>2(1+1/|�|)=2(1+d(φ)).
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In case (c), we choose � similarly as in the proof of Proposition 12.2 such that
1/|�|<d(φ) is arbitrarily close to d(φ). Arguing then as before, we find that necessarily
p′>2(1+1/|�|) for every such �, and hence again p′>2(1+d(φ)).

12.3. Proof of Theorem 1.12

By means of a smooth partition of unity consisting of non-negative functions, we may
reduce ourselves to the situation where % is supported in a sufficiently small neighborhood
of some given point z∈S. Without loss of generality we may then assume that z=0, and
that our hypersurface S is the graph

S= {(x, φ(x)) :x∈Ω}

of a smooth function φ defined on an open neighborhood Ω of 0∈Rn−1 and satisfying
the conditions

φ(0)= 0 and ∇φ(0)= 0.

Then the Fourier transform %̂ dσ(0, ..., 0, λ) of the surface carried measure % dσ in direction
of the unit normal to S at z=0 is an oscillatory integral of the form

J(λ) =
∫

Rn−1
e−iλφ(x)η(x) dx,

where 06η∈C∞
0 (Ω). By (1.9), we have in particular that

|J(λ)|6Cβ(1+|λ|)−β for every λ∈R, (12.2)

where β>0. Crucial for us is the next result, which can be found in a discussion on
p. 539 in [32]. We remark that related connections between the oscillation index and the
function of γ defined by the integral in (12.3) played a crucial role already in the classical
work by Varchenko [41] (see also [3]).

Lemma 12.4. (Phong–Stein–Sturm) If (12.2) holds true, then∫
Rn−1

|φ(x)|−γη(x) dx<∞ (12.3)

for every γ<1 such that γ<β.

Theorem 1.12 is now an easy consequence of Lemma 12.4. Indeed, by Remark 1.6
it suffices to prove the estimate (1.10) only for affine tangent planes H=z+TzS to S,
where z∈S is sufficiently close to the support of %. For these, the previous reasoning
applies, and since then dH(x)=|φ(x)|, we see that (1.10) is an immediate consequence of
Lemma 12.4.

Remark 12.5. By the same reasoning, Lemma 12.4 also shows that if z∈S, and if
0<β∈B(z, S) and γ<min{1, β}, then γ∈C(z, S).
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12.4. Proof of Corollary 1.13

Note first that always h(x0, S)>1. We first assume that h(x0, S)>1. If we had

β >
1

h(x0, S)
,

then we could choose some p>1 in this case such that

β >
1
p
>

1
h(x0, S)

.

Then Theorem 1.12 in combination with Proposition 1.7 would imply that p61/β, a
contradiction.

The case where h(x0, S)=1 remains to be considered. We may again assume that
S is given as the graph of a smooth function φ, with φ satisfying (1.3) and x0=(0, 0, 0).
Assuming without loss of generality that the coordinates are adapted to φ, it is then easy
to see that the Hessian matrix D2φ(0, 0) is non-degenerate. The asymptotic form of the
method of stationary phase then shows that γ61=1/h(φ)=1/h(x0, S).

12.5. Proof of Theorem 1.14

Let S be a smooth, finite-type hypersurface in R3, and let x0∈S be given. Notice first
that Theorem 1.9 implies that

βu(x0, S) >
1

h(x0, S)
.

Moreover, by Corollary 1.13 we have βu(x0, S)61/h(x0, S). Indeed, since its proof
was based on Proposition 1.7, which made only use of the affine tangent hyperplane at
the point x0, with the same arguments restricted to these tangent hyperplane we even
obtain that

β(x0, S) 6
1

h(x0, S)
.

In combination with (1.12) these estimates imply that

βu(x0, S) =β(x0, S) =
1

h(x0, S)
6 1. (12.4)

Observe next that if β∈Bu(x0, S), then by Theorem 1.12 and (12.4) we have β61,
and then β−ε∈Cu(x0, S) for every sufficiently small ε>0. This implies that

βu(x0, S) 6 γu(x0, S),
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and hence, by (12.4) and (1.14),

1
h(x0, S)

6 γu(x0, S) 6 γ(x0, S). (12.5)

Finally, if γ∈C(x0, S), then putting p:=1/γ in Proposition 1.7 yields 1/γ>h(x0, S),
and hence γ61/h(x0, S). This implies that γ(x0, S)61/h(x0, S), and in combination
with (12.5), we also get that

γ(x0, S) = γu(x0, S) =
1

h(x0, S)
.

This concludes the proof of Theorem 1.14.

Acknowledgement. We wish to express our gratitude to the referee whose comments
and suggestions were most helpful.
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