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#### Abstract

Surface conformal parameterizations have been widely applied to various tasks in computer graphics. In this paper, we develop a convergent conformal energy minimization (CCEM) iterative algorithm via the line-search gradient descent method with a quadratic approximation for the computation of disk-shaped conformal parameterizations of simply connected open triangular meshes. In addition, we prove the global convergence of the proposed CCEM iterative algorithm. Moreover, under some mild assumptions, we prove the existence of the nontrivial solution, which is a local minimum of the conformal energy with a bijective boundary map. Numerical experiments indicate that the efficiency of the proposed CCEM algorithm is highly improved and the accuracy is competitive with that of state-of-the-art algorithms.
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1. Introduction. A conformal parameterization of a surface refers to an angle-preserving diffeomorphism that maps the surface to a planar domain of a canonical shape. The computation of surface conformal parameterizations aims to develop efficient and robust algorithms for computing a conformal diffeomorphism that maps a surface to a canonical planar domain. A global coordinate system on the surface is induced by the inverse map of the parameterization, which can be applied to simplify various tasks in computer graphics, such as surface registration, resampling, remeshing, fusion, and texture mapping.

Classical computational methods for surface conformal parameterizations include the circle packing method [36, 24], the linear Laplace-Beltrami equation [6, 20], the angle-based flattening method [33, 34], the least squares conformal map [27], the holomorphic 1-form method [16, 17, 26], spectral conformal parameterization [29, 23], heat diffusion [15, 22], the discrete Ricci flow [25, 39], the quasi-conformal approach [10], and boundary first flattening [32]. More details about the development of algorithms and applications of surface parameterization can be found in several classical survey papers [13, 35, 21, 5, 14, 19]. Recently, Choi et al. [8] proposed an efficient parallelizable algorithm for the computation of conformal parameterizations. In this paper, we focus on the development of CPU-based algorithms.

In particular, for a simply connected open Riemann surface, the uniformization theorem

[^0]guarantees that the shape of the domain can be a unit disk. The map is known as the Riemann mapping. The computation of the Riemann mapping is a fundamental issue that has been widely studied. Gu and Yau [18, Section 10.4] first proposed a computational algorithm via heat diffusion with the double covering technique. Huang et al. [22] further improved the efficiency of heat diffusion by applying the quasi-implicit Euler method. A year later, Choi and Lui [11] proposed a fast disk conformal parameterization (FDCP) algorithm with improved conformality distortion and computational efficiency based on the composition of two quasiconformal mappings with the same Beltrami differential. To further improve the efficiency of computations, Choi and Lui [9] developed a linear disk conformal parameterization (LDCP) algorithm based on the double covering technique and the composition of quasi-conformal maps. Noting that the double covering technique would double the size of linear systems and cause computational inefficiency, Yueh et al. [38] developed an efficient algorithm based on the conformal energy minimization (CEM) under the circle boundary constraint with the existence of nontrivial accumulation points guaranteed that does not involve linear systems that are doubled in size. Although the CEM algorithm is effective in computing disk-shaped conformal parameterizations, the convergence of the CEM algorithm has not been completely proved.

In this paper, we aim to develop a convergent CEM (CCEM) algorithm via the linesearch gradient descent method with a quadratic approximation for the computation of the conformal map and propose a convergence theory for this new algorithm. The contributions and advantages of the CCEM algorithm are threefold:

- The convergence of the CCEM algorithm is theoretically guaranteed to satisfy the Wolfe and Zoutendijk conditions under some mild assumptions on the Delaunay triangular mesh.
- The existence of a nontrivial local minimizer for the CEM problem having a distinct angle partition on the boundary of the unit disk is proved by keeping the first-order perturbation of Dirichlet energy at zero.
- The computational effectiveness and the conformality accuracy in terms of the conformal energy of the CCEM algorithm are competitive and improved compared to those of other state-of-the-art algorithms.
The notation used in this paper is defined as follows. Bold letters $\mathbf{f}, \mathbf{p}, \mathbf{q}$ denote (complexvalued) vectors; $f_{i}$ denotes the $i$ th entry of $\mathbf{f}$; Capital letters $A, C, L$ denote matrices; $L_{i, j}$ denotes the $(i, j)$ th entry of $L$; Typewriter letters B, I denote ordered index sets of vertices; $\mathbf{f}_{\mathrm{I}}, \mathbf{f}_{\mathrm{B}}$ denote the subvectors of $\mathbf{f}$ composed of $\mathbf{f}_{i}$ for $i \in \mathrm{I}$ and $i \in \mathrm{~B}$, respectively; $L_{\mathrm{I}, \mathrm{J}}$ denotes the submatrix of $L$ composed of $L_{i, j}$ for $i \in \mathrm{I}$ and $j \in \mathrm{~J} ; \mathbf{e}_{j}$ is the $j$ th column of an identity matrix; $\operatorname{diag}(\mathbf{f})$ maps a (complex-valued) vector $\mathbf{f}$ to a diagonal matrix with the $(i, i)$ th entry being $f_{i}$; i denotes the imaginary unit $\sqrt{-1} ; n_{\mathrm{I}}$ is the number of elements of the set $\mathrm{I} ; \mathbf{0}$ and 0 denote zero vectors and zero matrices, respectively, of appropriate sizes; $\mathbf{1}$ denotes a vector with all entries being 1 .

The remainder of this paper is organized as follows. In Section 2, we introduce the background knowledge of conformal maps and conformal energy. In Section 3, we introduce the discretization of Riemann surfaces and mappings by Delaunay triangular meshes and derive the discrete version of the CEM. Then, in Section 4, we develop a line-search gradient descent method with quadratic approximation, called the CCEM algorithm, for the CEM problem
and illustrate its convergence. A proof of the existence of the nontrivial local minimum of the proposed CCEM algorithm is demonstrated in Section 5. We compare the numerical results of the CCEM algorithm and other state-of-the-art algorithms in Section 6. Finally, concluding remarks are given in Section 7.
2. Conformal maps and CEMs. Let $\mathcal{S}_{1}=r_{1}\left(u_{1}, v_{1}\right)$ and $\mathcal{S}_{2}=r_{2}\left(u_{2}, v_{2}\right)$ be two 2D Riemann surfaces with $\mathrm{I}_{1}$ and $\mathrm{I}_{2}$ being the associated first fundamental forms, respectively. A diffeomorphism $f: \mathcal{S}_{1} \rightarrow \mathcal{S}_{2}$ is said to be conformal (i.e., angle-preserving) if it satisfies $f^{*} \mathrm{I}_{2}=\lambda^{2} \mathrm{I}_{1}$, where $f^{*} \mathrm{I}_{2}$ is the pullback metric induced by $f[37]$. Here, the positive scalar factor $\lambda^{2}$ is known as the conformal factor with respect to the conformal map $f$. The renowned Poincare-Klein-Koebe uniformization theorem asserts that a simply connected 2D Riemann surface is conformally equivalent to one of the following three canonical Riemann surfaces (i) $\overline{\mathbb{C}}=\mathbb{C} \cup\{\infty\} ;$ (ii) $\mathbb{C} ;$ (iii) $\mathbb{D}=\{z \in \mathbb{C}| | z \mid \leqslant 1\}$.

Let $\mathcal{M}=r(u, v)$ be a 2 D Riemann surface with a single boundary $\partial \mathcal{M}$. From the uniformization theorem, it holds that there is a conformal map $f \equiv\left(f^{1}, f^{2}\right): \mathcal{M} \rightarrow \mathbb{D}$. If we choose orthogonal coordinate systems for $\mathcal{M}$ and $\mathbb{D}$ such that the first fundamental forms of $\mathcal{M}$ and $\mathbb{D}$ become $\mathrm{I}_{1}=\mathrm{d} u^{2}+\mathrm{d} v^{2}$ and $\mathrm{I}_{2}=\left(\mathrm{d} f^{1}\right)^{2}+\left(\mathrm{d} f^{2}\right)^{2}$, respectively, then

$$
\begin{align*}
f^{*} \mathrm{I}_{2} & =[\mathrm{d} u, \mathrm{~d} v] J\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] J^{\top}\left[\begin{array}{c}
\mathrm{d} u \\
\mathrm{~d} v
\end{array}\right] \\
& =\left|f_{u}\right|^{2} \mathrm{~d} u^{2}+2 f_{u} \cdot f_{v} \mathrm{~d} u \mathrm{~d} v+\left|f_{v}\right|^{2} \mathrm{~d} v^{2}, \tag{2.1}
\end{align*}
$$

where $J=\left[\begin{array}{ll}\frac{\partial f^{1}}{\partial u} & \frac{\partial f^{2}}{\partial u} \\ \frac{\partial f^{1}}{\partial v} & \frac{\partial f^{2}}{\partial v}\end{array}\right] \equiv\left[\begin{array}{ll}f_{u}^{1} & f_{u}^{2} \\ f_{v}^{1} & f_{v}^{2}\end{array}\right]$. From the computational perspective, we define the Dirichlet energy as

$$
\begin{equation*}
E_{D}(f)=\frac{1}{2} \int_{\mathcal{M}}\left(\left|\nabla f^{1}\right|^{2}+\left|\nabla f^{2}\right|^{2}\right) \mathrm{d} u \mathrm{~d} v=\frac{1}{2} \int_{\mathcal{M}}\left(\left|f_{u}\right|^{2}+\left|f_{v}\right|^{2}\right) \mathrm{d} u \mathrm{~d} v \tag{2.2}
\end{equation*}
$$

and let $A(f)$ be the area of the image of $f$. Then, we have

$$
\begin{align*}
\pi & =A(f)=\int_{\mathcal{M}}\left|f_{u} \times f_{v}\right| \mathrm{d} u \mathrm{~d} v \leqslant \int_{\mathcal{M}}\left|f_{u}\right|\left|f_{v}\right| \mathrm{d} u \mathrm{~d} v \leqslant \frac{1}{2} \int_{\mathcal{M}}\left(\left|f_{u}\right|^{2}+\left|f_{v}\right|^{2}\right) \mathrm{d} u \mathrm{~d} v \\
& =E_{D}(f) . \tag{2.3}
\end{align*}
$$

We define the conformal energy $E_{C}(f)$ as the difference between $E_{D}(f)$ and $A(f)$ by

$$
\begin{equation*}
E_{C}(f)=E_{D}(f)-A(f) \geqslant 0 \tag{2.4}
\end{equation*}
$$

Then, $E_{C}(f)=0$, i.e., the equalities in (2.3) hold. This is equivalent to $\left|f_{u}\right|=\left|f_{v}\right|$ and $f_{u} \cdot f_{v}=0$. From (2.1), we obtain that $f^{*} \mathrm{I}_{2}=\lambda^{2}\left(\mathrm{~d} u^{2}+\mathrm{d} v^{2}\right)=\lambda^{2} \mathrm{I}_{1}$ with $\lambda^{2}=\left|f_{u}\right|^{2}$. This implies that $f$ is conformal. Hence, finding a conformal map $f: \mathcal{M} \rightarrow \mathbb{D}$ is equivalent to solving the optimization problem.

$$
\begin{equation*}
\min _{f: \mathcal{M} \rightarrow \mathbb{D}}\left\{E_{C}(f) \mid f \text { is bijective }\right\} . \tag{2.5}
\end{equation*}
$$

Every conformal map is harmonic [13]. Once the boundary condition $\left.f\right|_{\partial \mathcal{M}}=f_{b}: \partial \mathcal{M} \rightarrow \partial \mathbb{D}$ is given, the map can be uniquely determined by solving the following Laplace-Beltrami equation [31].

$$
\left\{\begin{array}{l}
\triangle_{\mathcal{M}} f=0 \text { on } \mathcal{M} \backslash \partial \mathcal{M}  \tag{2.6}\\
\left.f\right|_{\partial \mathcal{M}}=f_{b}
\end{array}\right.
$$

Since there are infinitely many possible choices for boundary map $f_{b}$, it is, in general, difficult to find the optimal boundary condition $f_{b}$.
3. Discrete version of CEMs. A discretized version of a 2 D Riemann surface $\mathcal{M}$ is a Delaunay triangular mesh [18, Chapter 10] composed of an ordered vertex set $\mathcal{V}(\mathcal{M})$, an edge set $\mathcal{E}(\mathcal{M})$ and a triangular face set $\mathcal{F}(\mathcal{M})$ such that (i) the circumcircle of any triangle does not enclose vertices other than the three vertices of the triangle; (ii) the subgraph on all interior vertices/boundary vertices is connected and every boundary vertex is connected to at least one interior vertex. Furthermore, hereafter, the triangular mesh $\mathcal{M}$ we consider is a simply connected open surface with a single boundary that satisfies (i) and (ii).

Let $\mathcal{V}(\mathcal{M})=\left\{v_{s} \in \mathbb{R}^{3} \mid s \in \mathrm{I} \cup \mathrm{B}\right\}$ be $\tilde{n}$ ordered vertices of $\mathcal{M}$, where I and B are index sets of interior and boundary vertices, respectively, and $\tilde{n}=n_{\mathrm{I}}+n \equiv \#(\mathrm{I})+\#(\mathrm{~B})$. A piecewise linear map $f: \mathcal{M} \rightarrow \mathbb{D}$ can be expressed by a complex-valued vector

$$
\begin{equation*}
\mathbf{f}=\mathbf{f}^{1}+\mathrm{i} \mathbf{f}^{2}=\left[f\left(v_{1}\right), \ldots, f\left(v_{\tilde{n}}\right)\right]^{\top} \equiv\left[f_{1}, \ldots, f_{\tilde{n}}\right]^{\top} \in \mathbb{C}^{\tilde{n}} \tag{3.1}
\end{equation*}
$$

where $f_{s}=f_{s}^{1}+\mathrm{i} f_{s}^{2}, s=1, \ldots, \tilde{n}$. The discrete Dirichlet energy [11] on $\mathbf{f}$ is given by

$$
\begin{equation*}
E_{D}(\mathbf{f})=-\frac{1}{2} \sum_{\left[v_{i}, v_{j}\right] \in \mathcal{E}(\mathcal{M})} w_{i j}\left|f_{i}-f_{j}\right|^{2}=\frac{1}{2} \mathbf{f}^{\mathrm{H}} L \mathbf{f} \tag{3.2a}
\end{equation*}
$$

where $L=\left[w_{i j}\right]$,

$$
w_{i j}= \begin{cases}-\cot \theta_{i j}, & {\left[v_{i}, v_{j}\right] \in \mathcal{E}(\partial \mathcal{M})}  \tag{3.2b}\\ -\frac{1}{2}\left(\cot \theta_{i j}+\cot \theta_{j i}\right), & {\left[v_{i}, v_{j}\right] \in \mathcal{E}(\mathcal{M} \backslash \partial \mathcal{M})} \\ -\sum_{\ell \in N_{i}} w_{i \ell}, & i=j, N_{i}=\left\{\ell \mid\left[v_{i}, v_{\ell}\right] \in \mathcal{E}(\mathcal{M})\right\}\end{cases}
$$

and $\theta_{i j}, \theta_{j i}$ are two angles opposite to the edge $\left[v_{i}, v_{j}\right]$. Note that $L$ in (3.2) is referred to as a discrete Laplacian operator. Since $\mathcal{M}$ is a Delaunay triangular mesh, $\theta_{i j}+\theta_{j i}<\pi$ for $\left[v_{i}, v_{j}\right] \in \mathcal{E}(\mathcal{M})$. Therefore,

$$
\begin{equation*}
w_{i j}=-\frac{1}{2}\left(\cot \theta_{i j}+\cot \theta_{j i}\right)=-\frac{\sin \left(\theta_{i j}+\theta_{j i}\right)}{2 \sin \theta_{i j} \sin \theta_{j i}}<0 \tag{3.3}
\end{equation*}
$$

It follows that matrix $L$ in (3.2) is a singular and irreducible M-matrix with $L \mathbf{1}=\mathbf{0}$. Hence, matrix $L$ has rank $\tilde{n}-1$. Similar to (2.4), the discrete conformal energy is defined by

$$
\begin{equation*}
E_{C}(\mathbf{f})=E_{D}(\mathbf{f})-A(\mathbf{f}) \tag{3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
A(\mathbf{f})=\frac{1}{2} \sum_{\left[v_{i}, v_{j}\right] \in \mathcal{E}(\partial \mathcal{M})}\left|f_{i}^{1} f_{j}^{2}-f_{j}^{1} f_{i}^{2}\right| \tag{3.5}
\end{equation*}
$$

Furthermore, by means of a suitable reordering of the indices of vertices, matrix $L$ in (3.2) and the complex-valued vector $\mathbf{f}$ can be written as

$$
L=\left[\begin{array}{cc}
L_{\mathrm{I}, \mathrm{I}} & L_{\mathrm{I}, \mathrm{~B}}  \tag{3.6}\\
L_{\mathrm{I}, \mathrm{~B}}^{\top} & L_{\mathrm{B}, \mathrm{~B}}
\end{array}\right] \text { and } \mathbf{f}=\left[\begin{array}{c}
\mathbf{f}_{\mathrm{I}} \\
\mathbf{f}_{\mathrm{B}}
\end{array}\right]
$$

respectively, where $\mathbf{f}_{\mathrm{I}} \in \mathbb{C}^{n_{\mathrm{I}}}, \mathbf{f}_{\mathrm{B}} \in \mathbb{C}^{n}$. For a given boundary condition $\mathbf{f}_{\mathrm{B}} \subseteq \partial \mathbb{D}$, the discrete Laplace-Beltrami equation associated with (2.6) can be expressed as the linear system

$$
\begin{equation*}
L_{\mathrm{I}, \mathrm{I}} \mathbf{f}_{\mathrm{I}}=-L_{\mathrm{I}, \mathrm{~B}} \mathrm{f}_{\mathrm{B}}, \tag{3.7}
\end{equation*}
$$

where $L_{\mathrm{I}, \mathrm{I}}$ is known as a nonsingular irreducible M-matrix. From (3.2b) and (3.7), it follows that

$$
\begin{equation*}
w_{i i}=-\sum_{j \in N_{i}} w_{i j} \Leftrightarrow f_{i} \equiv f\left(v_{i}\right)=\sum_{j \in N_{i}}\left(\frac{-w_{i j}}{w_{i i}}\right) f_{j} \tag{3.8}
\end{equation*}
$$

for $i \in \mathrm{I}$ and $f_{i} \in \mathbb{D} \backslash \partial \mathbb{D}$. Thus, $\mathbf{f}: \mathcal{V}(\mathcal{M}) \rightarrow \mathcal{V}(\mathbb{D})$ is a piecewise linear and convex combination mapping. From [12], it follows that $\mathbf{f}$ is one-to-one.

From (3.4), (3.5), and (3.8), the discrete version of the optimization problem (2.5) can be formulated as the CEM problem

$$
\begin{equation*}
\min \left\{E_{C}(\mathbf{f}) \mid \mathbf{f}: \mathcal{V}(\mathcal{M}) \rightarrow \mathcal{V}(\mathbb{D}) \text { is bijective }\right\} \tag{3.9}
\end{equation*}
$$

Let $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{n}\right)^{\top}$ with $0 \leqslant \theta_{1} \leqslant \cdots \leqslant \theta_{n} \leqslant 2 \pi$ and let

$$
\begin{equation*}
\mathbf{f}_{\mathrm{I}}=\mathbf{f}_{\mathrm{I}}^{1}+\mathrm{i} \mathbf{f}_{\mathrm{I}}^{2} \in \mathbb{C}^{n_{I}}, \quad \mathbf{f}_{\mathrm{B}}=\mathbf{f}_{\mathrm{B}}^{1}+\mathrm{i} \mathbf{f}_{\mathrm{B}}^{2} \in \mathbb{C}^{n} \tag{3.10a}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{f}_{\mathrm{B}}^{1} \equiv \mathbf{p}=\cos \boldsymbol{\theta} \equiv\left[\cos \theta_{1}, \ldots, \cos \theta_{n}\right]^{\top}, \quad \mathbf{f}_{\mathrm{B}}^{2} \equiv \mathbf{q}=\sin \boldsymbol{\theta} \equiv\left[\sin \theta_{1}, \ldots, \sin \theta_{n}\right]^{\top} \tag{3.10b}
\end{equation*}
$$

From (3.5), we see that the area of the inscribed polygon formed by the boundary points $\left\{\left(\cos \theta_{j}, \sin \theta_{j}\right)\right\}_{j=1}^{n}$ is

$$
\begin{align*}
A(\mathbf{f}) & =\frac{1}{2} \sum_{j=1}^{n} \sin \left(\theta_{j+1}-\theta_{j}\right) \\
& =\frac{1}{2}\left[\begin{array}{c}
\cos \theta_{1} \\
\cos \theta_{2} \\
\vdots \\
\cos \theta_{n}
\end{array}\right]^{\top}\left[\begin{array}{cccc}
0 & 1 & & -1 \\
-1 & \ddots & \ddots & \\
& \ddots & \ddots & 1 \\
1 & & -1 & 0
\end{array}\right]\left[\begin{array}{c}
\sin \theta_{1} \\
\sin \theta_{2} \\
\vdots \\
\sin \theta_{n}
\end{array}\right] \equiv \frac{1}{2} \mathbf{p}^{\top} C \mathbf{q} \tag{3.11}
\end{align*}
$$

where $\theta_{n+1}:=\theta_{1}$. According to (3.1), (3.2a), (3.4), (3.6), and (3.10)-(3.11), the conformal energy can be rewritten as

$$
\begin{align*}
E_{C}(\mathbf{f}) \equiv & E_{C}\left(\mathbf{f}_{\mathrm{I}}^{1}, \mathbf{f}_{\mathrm{I}}^{2}, \boldsymbol{\theta}\right)=\frac{1}{2} \mathbf{f}^{\mathrm{H}} L \mathbf{f}-\frac{1}{2} \mathbf{p}^{\top} C \mathbf{q} \\
= & \frac{1}{2}\left(\mathbf{f}_{\mathrm{I}}^{1 \top} L_{\mathrm{I}, \mathrm{I}} \mathbf{f}_{\mathrm{I}}^{1}+\mathbf{f}_{\mathrm{I}}^{2 \top} L_{\mathrm{I}, \mathrm{I}} \mathbf{f}_{\mathrm{I}}^{2}+\mathbf{p}^{\top} L_{\mathrm{B}, \mathrm{~B}} \mathbf{p}+\mathbf{q}^{\top} L_{\mathrm{B}, \mathrm{~B}} \mathbf{q}-\mathbf{p}^{\top} C \mathbf{q}\right) \\
& +\mathbf{f}_{\mathrm{I}}^{1 \top} L_{\mathrm{I}, \mathrm{~B}} \mathbf{p}+\mathbf{f}_{\mathrm{I}}^{2 \top} L_{\mathrm{I}, \mathrm{~B}} \mathbf{q} . \tag{3.12}
\end{align*}
$$

Then, $\nabla E_{C}\left(\mathbf{f}_{\mathrm{I}}^{1}, \mathbf{f}_{\mathrm{I}}^{2}, \boldsymbol{\theta}\right)=\mathbf{0}$ can be calculated as

$$
\left[\begin{array}{cccc}
L_{\mathrm{I}, \mathrm{I}} & 0 & L_{\mathrm{I}, \mathrm{~B}} & 0  \tag{3.13}\\
0 & L_{\mathrm{I}, \mathrm{I}} & 0 & L_{\mathrm{I}, \mathrm{~B}} \\
-\operatorname{diag}(\mathbf{q}) L_{\mathrm{I}, \mathrm{~B}}^{\top} & \operatorname{diag}(\mathbf{p}) L_{\mathrm{I}, \mathrm{~B}}^{\top} & -\operatorname{diag}(\mathbf{q}) L_{\mathrm{B}, \mathrm{~B}} & +\frac{1}{2} \operatorname{diag}(\mathbf{p}) C
\end{array}\right.
$$

This implies

$$
\begin{equation*}
\mathbf{f}_{\mathrm{I}}^{1}=-L_{\mathrm{I}, \mathrm{I}}^{-1} L_{\mathrm{I}, \mathrm{~B}} \mathbf{p}, \quad \mathbf{f}_{\mathrm{I}}^{2}=-L_{\mathrm{I}, \mathrm{I}}^{-1} L_{\mathrm{I}, \mathrm{~B}} \mathbf{q} \tag{3.14a}
\end{equation*}
$$

and

$$
\begin{align*}
-\operatorname{diag}(\mathbf{q}) L_{\mathrm{I}, \mathrm{f}}^{\top} \mathrm{f}_{\mathrm{I}}^{1}+\operatorname{diag}(\mathbf{p}) L_{\mathrm{I}, \mathrm{~B}}^{\top} \mathbf{f}_{\mathrm{I}}^{2} & -\operatorname{diag}(\mathbf{q}) L_{\mathrm{B}, \mathrm{~B}} \mathbf{p}+\operatorname{diag}(\mathbf{p}) L_{\mathrm{B}, \mathrm{~B}} \mathbf{q} \\
& +\frac{1}{2} \operatorname{diag}(\mathbf{p}) C \mathbf{p}+\frac{1}{2} \operatorname{diag}(\mathbf{q}) C \mathbf{q}=\mathbf{0} . \tag{3.14b}
\end{align*}
$$

Let

$$
\begin{equation*}
A=L_{\mathrm{B}, \mathrm{~B}}-L_{\mathrm{I}, \mathrm{~B}}^{\top} L_{\mathrm{I}, \mathrm{I}}^{-1} L_{\mathrm{I}, \mathrm{~B}} \in \mathbb{R}^{n \times n} . \tag{3.15}
\end{equation*}
$$

Since $L$ in (3.6) is a singular irreducible M-matrix, it is easy to check that $A$ is also a singular irreducible M-matrix and the null space of $A$ is $\operatorname{span}\{\mathbf{1}\}$. Equation (3.14b) can be written as

$$
\begin{equation*}
-\operatorname{diag}(\mathbf{q}) A \mathbf{p}+\operatorname{diag}(\mathbf{p}) A \mathbf{q}+\frac{1}{2} \operatorname{diag}(\mathbf{p}) C \mathbf{p}+\frac{1}{2} \operatorname{diag}(\mathbf{q}) C \mathbf{q}=\mathbf{0} . \tag{3.16}
\end{equation*}
$$

By substituting (3.14a) into (3.12), the conformal energy can be simplified to

$$
\begin{equation*}
E_{C}(\boldsymbol{\theta}):=E_{C}(\mathbf{f})=\frac{1}{2} \mathbf{p}^{\top} A \mathbf{p}+\frac{1}{2} \mathbf{q}^{\top} A \mathbf{q}-\frac{1}{2} \mathbf{p}^{\top} C \mathbf{q} \tag{3.17}
\end{equation*}
$$

where $\mathbf{p}=\cos \boldsymbol{\theta}$ and $\mathbf{q}=\sin \boldsymbol{\theta}$. Then, the CEM problem in (3.9) becomes

$$
\begin{equation*}
\min \left\{E_{C}(\boldsymbol{\theta}) \mid 0 \leqslant \theta_{1}<\cdots<\theta_{n}<2 \pi\right\} . \tag{3.18}
\end{equation*}
$$

The complex-valued vector $\mathbf{f}$ in (3.9) is a vector representation of the piecewise linear map $f: \mathcal{M} \rightarrow \mathbb{D}$. From the first-order approximation of the conformal energy in (2.4), it follows that $\mathbf{f}^{*}$ is a conformal map if and only if there exists $\boldsymbol{\theta}^{*}=\left(\theta_{1}^{*}, \ldots, \theta_{n}^{*}\right)^{\top}$ with $0 \leqslant \theta_{1}^{*}<\theta_{2}^{*}<$
$\cdots<\theta_{n}^{*}<2 \pi$ such that $\boldsymbol{\theta}^{*}=\operatorname{argmin} E_{C}(\boldsymbol{\theta}) \geqslant 0$ as in (3.18) (or $\mathbf{f}^{*}=\operatorname{argmin} E_{C}(\mathbf{f})$ as in (3.9)).

Suppose $E_{C}(\boldsymbol{\theta})$ in (3.17) has a local minimum $\boldsymbol{\theta}^{*}$ with $0 \leqslant \theta_{1}^{*}<\theta_{2}^{*}<\cdots<\theta_{n}^{*}<2 \pi$ and let $0<\varepsilon<\min _{1 \leqslant j \leqslant n}\left|\theta_{j+1}^{*}-\theta_{j}^{*}\right|$. Then, from the Karush-Kuhn-Tucker (KKT) condition, it holds that

$$
\begin{equation*}
\nabla_{\boldsymbol{\theta}} E_{C}\left(\boldsymbol{\theta}^{*}\right)+\sum_{j=1}^{n} \mu_{j}^{*} \nabla_{\boldsymbol{\theta}}\left(\theta_{j+1}^{*}-\left(\theta_{j}^{*}+\varepsilon\right)\right)=\mathbf{0} \tag{3.19a}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{j}^{*}\left(\theta_{j+1}^{*}-\left(\theta_{j}^{*}+\varepsilon\right)\right)=0, \quad j=1, \ldots, n \tag{3.19b}
\end{equation*}
$$

From the complementary condition (3.19b), it follows that $\mu_{j}^{*}=0$ for $j=1, \ldots, n$. Equation (3.19a) then becomes

$$
\begin{equation*}
\nabla_{\boldsymbol{\theta}} E_{C}\left(\boldsymbol{\theta}^{*}\right)=-\operatorname{diag}\left(\mathbf{q}^{*}\right) A \mathbf{p}^{*}+\operatorname{diag}\left(\mathbf{p}^{*}\right) A \mathbf{q}^{*}+\frac{1}{2} \operatorname{diag}\left(\mathbf{p}^{*}\right) C \mathbf{p}^{*}+\frac{1}{2} \operatorname{diag}\left(\mathbf{q}^{*}\right) C \mathbf{q}^{*}=\mathbf{0} \tag{3.20}
\end{equation*}
$$

where $\mathbf{p}^{*}=\left[\cos \theta_{1}^{*}, \ldots, \cos \theta_{n}^{*}\right]^{\top}$ and $\mathbf{q}^{*}=\left[\sin \theta_{1}^{*}, \ldots, \sin \theta_{n}^{*}\right]^{\top}$.
Thus, to find a local minimum $\boldsymbol{\theta}^{*}$ for $E_{C}(\boldsymbol{\theta})$ in (3.18), we can solve the optimization problem $\min E_{C}(\boldsymbol{\theta})$ without considering the constraint of the increasing order of the partition angles.
4. Line-search gradient method and its convergence. We now develop a line-search gradient descent method with a quadratic approximation for solving (3.18). For a given $\mathbf{p}+\mathrm{iq}=\cos \boldsymbol{\theta}+\mathrm{i} \sin \boldsymbol{\theta} \equiv e^{\mathrm{i} \boldsymbol{\theta}}$, as in (3.20), we compute the negative gradient of $E_{C}(\boldsymbol{\theta})$ at $\boldsymbol{\theta}$ by

$$
\begin{equation*}
\mathbf{d}_{\boldsymbol{\theta}}=-\nabla_{\boldsymbol{\theta}} E_{C}(\boldsymbol{\theta})=\operatorname{diag}(\mathbf{q}) A \mathbf{p}-\operatorname{diag}(\mathbf{p}) A \mathbf{q}-\frac{1}{2} \operatorname{diag}(\mathbf{p}) C \mathbf{p}-\frac{1}{2} \operatorname{diag}(\mathbf{q}) C \mathbf{q} \tag{4.1}
\end{equation*}
$$

Let $\alpha$ be a suitable step-length to be determined. The next iterative angles are given by

$$
\begin{equation*}
\boldsymbol{\theta}_{\alpha}=\boldsymbol{\theta}+\alpha \mathbf{d}_{\boldsymbol{\theta}} . \tag{4.2}
\end{equation*}
$$

The corresponding correction vectors then become

$$
\begin{align*}
\mathbf{p}_{\alpha}+\mathrm{i} \mathbf{q}_{\alpha} & =e^{\mathrm{i} \boldsymbol{\theta}} \cdot e^{\mathrm{i} \alpha \mathbf{d}_{\boldsymbol{\theta}}}=(\mathbf{p}+\mathrm{i} \mathbf{q}) \cdot\left(\cos \left(\alpha \mathbf{d}_{\boldsymbol{\theta}}\right)+\mathrm{i} \sin \left(\alpha \mathbf{d}_{\boldsymbol{\theta}}\right)\right) \\
& =\left(\mathbf{p} \cdot \cos \left(\alpha \mathbf{d}_{\boldsymbol{\theta}}\right)-\mathbf{q} \cdot \sin \left(\alpha \mathbf{d}_{\boldsymbol{\theta}}\right)\right)+\mathrm{i}\left(\mathbf{q} \cdot \cos \left(\alpha \mathbf{d}_{\boldsymbol{\theta}}\right)+\mathbf{p} \cdot \sin \left(\alpha \mathbf{d}_{\boldsymbol{\theta}}\right)\right) \tag{4.3}
\end{align*}
$$

where $\mathbf{u} \cdot \mathbf{v}=\left[u_{1} v_{1}, \ldots, u_{n} v_{n}\right]^{\top}$. Consider the Taylor expansions in the vector forms

$$
\begin{align*}
& \cos \left(\alpha \mathbf{d}_{\boldsymbol{\theta}}\right)=1-\frac{1}{2} \alpha^{2} \mathbf{d}_{\boldsymbol{\theta}}^{2}+O\left(\alpha^{4}\right)  \tag{4.4a}\\
& \sin \left(\alpha \mathbf{d}_{\boldsymbol{\theta}}\right)=\alpha \mathbf{d}_{\boldsymbol{\theta}}+O\left(\alpha^{3}\right) \tag{4.4b}
\end{align*}
$$

where $\mathbf{d}_{\boldsymbol{\theta}}^{2}=\mathbf{d}_{\boldsymbol{\theta}} \cdot \mathbf{d}_{\boldsymbol{\theta}}$. According to (4.3) and (4.4), the energy $E_{C}\left(\boldsymbol{\theta}_{\alpha}\right)$ in (3.17) becomes

$$
\begin{align*}
E_{C}\left(\boldsymbol{\theta}_{\alpha}\right)= & \frac{1}{2} \mathbf{p}_{\alpha}^{\top} A \mathbf{p}_{\alpha}+\frac{1}{2} \mathbf{q}_{\alpha}^{\top} A \mathbf{q}_{\alpha}-\frac{1}{2} \mathbf{p}_{\alpha}^{\top} C \mathbf{q}_{\alpha} \\
= & E_{C}(\boldsymbol{\theta})+\alpha\left[-\mathbf{p}^{\top} A\left(\mathbf{q} \cdot \mathbf{d}_{\boldsymbol{\theta}}\right)+\mathbf{q}^{\top} A\left(\mathbf{p} \cdot \mathbf{d}_{\boldsymbol{\theta}}\right)-\frac{1}{2} \mathbf{p}^{\top} C\left(\mathbf{p} \cdot \mathbf{d}_{\boldsymbol{\theta}}\right)+\frac{1}{2}\left(\mathbf{q} \cdot \mathbf{d}_{\boldsymbol{\theta}}\right)^{\top} C \mathbf{q}\right] \\
& +\frac{\alpha^{2}}{2}\left[\left(\mathbf{q} \cdot \mathbf{d}_{\boldsymbol{\theta}}\right)^{\top} A\left(\mathbf{q} \cdot \mathbf{d}_{\boldsymbol{\theta}}\right)-\mathbf{p}^{\top} A\left(\mathbf{p} \cdot \mathbf{d}_{\boldsymbol{\theta}}^{2}\right)+\left(\mathbf{p} \cdot \mathbf{d}_{\boldsymbol{\theta}}\right)^{\top} A\left(\mathbf{p} \cdot \mathbf{d}_{\boldsymbol{\theta}}\right)-\mathbf{q}^{\top} A\left(\mathbf{q} \cdot \mathbf{d}_{\boldsymbol{\theta}}^{2}\right)\right. \\
& \left.+\left(\mathbf{q} \cdot \mathbf{d}_{\boldsymbol{\theta}}\right)^{\top} C\left(\mathbf{p} \cdot \mathbf{d}_{\boldsymbol{\theta}}\right)+\frac{1}{2} \mathbf{p}^{\top} C\left(\mathbf{q} \cdot \mathbf{d}_{\boldsymbol{\theta}}^{2}\right)+\frac{1}{2}\left(\mathbf{p} \cdot \mathbf{d}_{\boldsymbol{\theta}}^{2}\right)^{\top} C \mathbf{q}\right]+O\left(\alpha^{3}\right) \\
\equiv & E_{C}(\boldsymbol{\theta})+\alpha c_{1}+\alpha^{2} c_{2}+O\left(\alpha^{3}\right) . \tag{4.5}
\end{align*}
$$

The optimal step-length for (4.2) is selected as

$$
\begin{equation*}
\alpha=-\frac{c_{1}}{2 c_{2}} \tag{4.6}
\end{equation*}
$$

which solves the minimal value of the quadratic function $q(\alpha)=E_{C}(\boldsymbol{\theta})+\alpha c_{1}+\alpha^{2} c_{2}$ in (4.5).
We summarize (4.1)-(4.6) as the following Algorithm 4.1.
Theorem 4.1 (Convergence Theorem). The line-search gradient method with quadratic approximation in Algorithm 4.1 converges globally.

Proof. Step 6 in Algorithm 4.1 implies that for $0 \leqslant \alpha \leqslant \alpha^{\prime}$, it holds that

$$
\begin{equation*}
E_{C}\left(\boldsymbol{\theta}_{k}+\alpha \mathbf{d}_{\boldsymbol{\theta}_{k}}\right) \leqslant E_{C}\left(\boldsymbol{\theta}_{k}\right)+\alpha \gamma_{1} \nabla E_{C}\left(\boldsymbol{\theta}_{k}\right)^{\top} \mathbf{d}_{\boldsymbol{\theta}_{k}} \tag{4.7}
\end{equation*}
$$

Specifically, inequality (4.7) also holds for $\alpha=0$. According to the mean value theorem, there is an $\alpha^{\prime \prime} \in\left(0, \alpha^{\prime}\right)$ such that

$$
E_{C}\left(\boldsymbol{\theta}_{k}+\alpha^{\prime} \mathbf{d}_{\boldsymbol{\theta}_{k}}\right)-E_{C}\left(\boldsymbol{\theta}_{k}\right)=\alpha^{\prime} \nabla E_{C}\left(\boldsymbol{\theta}_{k}+\alpha^{\prime \prime} \mathbf{d}_{\boldsymbol{\theta}_{k}}\right)^{\top} \mathbf{d}_{\boldsymbol{\theta}_{k}}
$$

This implies from $0<\gamma_{1}<\gamma_{2}<1$ and $\nabla E_{C}\left(\boldsymbol{\theta}_{k}\right)^{\top} \mathbf{d}_{\boldsymbol{\theta}_{k}}<0$ that

$$
\begin{equation*}
\nabla E_{C}\left(\boldsymbol{\theta}_{k}+\alpha^{\prime \prime} \mathbf{d}_{\boldsymbol{\theta}_{k}}\right)^{\top} \mathbf{d}_{\boldsymbol{\theta}_{k}}=\gamma_{1} \nabla E_{C}\left(\boldsymbol{\theta}_{k}\right)^{\top} \mathbf{d}_{\boldsymbol{\theta}_{k}}>\gamma_{2} \nabla E_{C}\left(\boldsymbol{\theta}_{k}\right)^{\top} \mathbf{d}_{\boldsymbol{\theta}_{k}} \tag{4.8}
\end{equation*}
$$

and there is an open interval $I \subseteq\left(0, \alpha^{\prime}\right)$ containing $\alpha^{\prime \prime}$ for which $\alpha_{k}$ determined by Steps 10-20 must exist and lie in $I$ satisfying

$$
\begin{equation*}
\nabla E_{C}\left(\boldsymbol{\theta}_{k}+\alpha_{k} \mathbf{d}_{\boldsymbol{\theta}_{k}}\right)^{\top} \mathbf{d}_{\boldsymbol{\theta}_{k}}>\gamma_{2} \nabla E_{C}\left(\boldsymbol{\theta}_{k}\right)^{\top} \mathbf{d}_{\boldsymbol{\theta}_{k}} \tag{4.9}
\end{equation*}
$$

Therefore, the step-length $\alpha_{k}$ computed in Algorithm 4.1 satisfies the Wolfe conditions (4.7) and (4.9). From (3.17) and (4.1), it is easily seen that $E_{C}(\boldsymbol{\theta})$ is bounded below and that $\nabla E_{C}(\boldsymbol{\theta})$ is Lipschitz continuous. Hence, the Zoutendijk condition [30, Section 3.2]

$$
\sum_{k \geqslant 0} \cos ^{2} \phi_{k}\left\|\nabla E_{C}\left(\boldsymbol{\theta}_{k}\right)\right\|^{2}<\infty
$$

holds, where $\cos \phi_{k}=\frac{-\nabla E_{C}\left(\boldsymbol{\theta}_{k}\right)^{\top} \mathbf{d}_{\boldsymbol{\theta}_{k}}}{\left\|\nabla E_{C}\left(\boldsymbol{\theta}_{k}\right)\right\|\left\|\mathbf{d}_{\boldsymbol{\theta}_{k}}\right\|}$. Since $\mathbf{d}_{\boldsymbol{\theta}_{k}}=-\nabla E_{C}\left(\boldsymbol{\theta}_{k}\right)$, it holds that $\cos \phi_{k}=1$. Therefore, we prove the global convergence of the sequence of vectors $\left\{\nabla E_{C}\left(\boldsymbol{\theta}_{k}\right)\right\}_{k=1}^{\infty}$ as $\lim _{k \rightarrow \infty}\left\|\nabla E_{C}\left(\boldsymbol{\theta}_{k}\right)\right\|=0$.

```
Algorithm 4.1 Line-search gradient descent method with quadratic approximation
Input: An initial vector \(\boldsymbol{\theta}_{0}=\left(\theta_{1}^{0}, \ldots, \theta_{n}^{0}\right)^{\top}\) with \(0=\theta_{1}^{0}<\cdots<\theta_{n}^{0}<2 \pi, 0<\gamma_{1}<\gamma_{2}<1\),
    \(\rho=0.99\), and a tolerance \(\tau>0\).
Output: A vector \(\boldsymbol{\theta}\).
    for \(k=0,1,2, \ldots\) do
        \(\mathbf{p}_{k}=\cos \boldsymbol{\theta}_{k} ;\)
        \(\mathbf{q}_{k}=\sin \boldsymbol{\theta}_{k} ;\)
        \(\mathbf{d}_{\boldsymbol{\theta}_{k}}=\mathbf{d}_{\boldsymbol{\theta}}\) as in (4.1);
        \(\alpha_{k}=-\frac{c_{1}}{2 c_{2}}\) as in (4.6);
        Let \(\alpha^{\prime}\) be the smallest intersecting value of \(\alpha_{k}\) with
            \(E_{C}\left(\boldsymbol{\theta}_{k}+\alpha^{\prime} \mathbf{d}_{\boldsymbol{\theta}_{k}}\right)=E_{C}\left(\boldsymbol{\theta}_{k}\right)+\alpha^{\prime} \gamma_{1} \nabla E_{C}\left(\boldsymbol{\theta}_{k}\right)^{\top} \mathbf{d}_{\boldsymbol{\theta}_{k}} ;\)
        if \(\alpha_{k}>\alpha^{\prime}\) then
            \(\alpha_{k}=\alpha^{\prime} ;\)
        end if
        while \(\nabla E_{C}\left(\boldsymbol{\theta}_{k}+\alpha_{k} \mathbf{d}_{\boldsymbol{\theta}_{k}}\right) \leqslant \gamma_{2} \nabla E_{C}\left(\boldsymbol{\theta}_{k}\right)^{\top} \mathbf{d}_{\boldsymbol{\theta}_{k}}\) do
            \(\alpha_{k} \leftarrow \rho \alpha_{k} ;\)
            if \(\alpha_{k} \approx 0\) then
                while \(\nabla E_{C}\left(\boldsymbol{\theta}_{k}+\alpha_{k} \mathbf{d}_{\boldsymbol{\theta}_{k}}\right)^{\top} \mathbf{d}_{\boldsymbol{\theta}_{k}} \leqslant \gamma_{2} \nabla E_{C}\left(\boldsymbol{\theta}_{k}\right)^{\top} \mathbf{d}_{\boldsymbol{\theta}_{k}}\) do
                \(\alpha_{k} \leftarrow \frac{\alpha_{k}}{\rho}\);
                if \(\alpha_{k}>\alpha^{\prime}\) then
                    \(\alpha_{k}=\alpha^{\prime} ;\)
                end if
            end while
            end if
        end while
        \(\boldsymbol{\theta}_{k+1}=\boldsymbol{\theta}_{k}+\alpha_{k} \mathbf{d}_{\boldsymbol{\theta}_{k}} ;\)
        if \(E_{C}\left(\boldsymbol{\theta}_{k}\right)-E_{C}\left(\boldsymbol{\theta}_{k+1}\right)<\tau\) then
            break;
        end if
    end for
    return \(\boldsymbol{\theta}=\boldsymbol{\theta}_{k+1}\).
```

Remark 4.2. To accelerate Algorithm 4.1, the searching gradient direction $d_{\boldsymbol{\theta}_{k}}$ in Step 4 can be replaced by the quasi-Newton method [7, Chapter 18] as Algorithm 4.2, which is locally convergent, with a convergence rate of 1.618.
5. Existence of the nontrivial local minimum of CEM. In this section, we aim to show the existence of the nontrivial local minimum of CEM having distinct partition angles. Now, we define the energy function with a parameter $\beta \geqslant 0$

$$
\begin{equation*}
E_{C}(\boldsymbol{\theta} ; \beta)=\frac{1}{2} \mathbf{p}^{\top} A \mathbf{p}+\frac{1}{2} \mathbf{q}^{\top} A \mathbf{q}-\frac{\beta}{2} \mathbf{p}^{\top} C \mathbf{q} \tag{5.1}
\end{equation*}
$$

```
Algorithm 4.2 Quasi-Newton method
Input: Initial vectors \(\boldsymbol{\theta}_{k}=\left(\theta_{1}^{k}, \ldots, \theta_{n}^{k}\right)^{\top}\) with \(0=\theta_{1}^{k}<\cdots<\theta_{n}^{k}<2 \pi, k=0,1\).
Output: A vector \(\boldsymbol{\theta}\).
    \(\mathrm{s}_{1}=\boldsymbol{\theta}_{1}-\boldsymbol{\theta}_{0} ;\)
    \(\mathbf{y}_{1}=\nabla E_{C}\left(\boldsymbol{\theta}_{1}\right)-\nabla E_{C}\left(\boldsymbol{\theta}_{0}\right) ;\)
    \(\delta_{1}=\frac{\mathbf{y}_{1}^{\top} \mathbf{s}_{1}}{\mathbf{s}_{1}^{\top} \mathbf{s}_{1}} ;\)
    \(H_{1}=\delta_{1} I ;\)
    for \(k=2,3, \ldots\) do
        \(\mathbf{s}_{k}=\boldsymbol{\theta}_{k}-\boldsymbol{\theta}_{k-1} ;\)
        \(\mathbf{y}_{k}=\nabla E_{C}\left(\boldsymbol{\theta}_{k}\right)-\nabla E_{C}\left(\boldsymbol{\theta}_{k-1}\right) ;\)
        \(\rho_{k}=\frac{1}{\mathbf{y}_{k}^{\top} \mathbf{s}_{k}}\);
        \(H_{k}=\left(I-\rho_{k} \mathbf{s}_{k} \mathbf{y}_{k}^{\top}\right) H_{k-1}\left(I-\rho_{k} \mathbf{y}_{k} \mathbf{s}_{k}^{\top}\right)+\rho_{k} \mathbf{s}_{k} \mathbf{s}_{k}^{\top} ;\)
        \(\mathrm{d}_{\boldsymbol{\theta}_{k}}=-H_{k} \nabla E_{C}\left(\boldsymbol{\theta}_{k}\right) ; \quad \triangleright\) the quasi-Newton direction
        \(\boldsymbol{\theta}_{k+1}=\boldsymbol{\theta}_{k}+\mathrm{d}_{\boldsymbol{\theta}_{k}}\);
        if \(E_{C}\left(\boldsymbol{\theta}_{k}\right)-E_{C}\left(\boldsymbol{\theta}_{k+1}\right)<\tau\) then
            break;
        end if
    end for
    return \(\boldsymbol{\theta}=\boldsymbol{\theta}_{k+1}\).
```

where $\mathbf{p}=\cos (\boldsymbol{\theta})$ and $\mathbf{q}=\sin (\boldsymbol{\theta})$. Note that $E_{C}(\boldsymbol{\theta} ; 1)$ is the conformal energy $E_{C}(\boldsymbol{\theta})$ in (3.17). For each $\beta \geqslant 0$, it is easy to check that $E_{C}(\boldsymbol{\theta} ; \beta)$ is invariant under the rotation of $\boldsymbol{\theta}$ by a constant, i.e., $E_{C}(\boldsymbol{\theta} ; \beta)=E_{C}(\boldsymbol{\theta}+c \mathbf{1} ; \beta)$, where $c \in \mathbb{R}$. Then, we consider the optimization problem

$$
\begin{equation*}
h(\beta):=\min \left\{E_{C}(\boldsymbol{\theta} ; \beta) \mid 0=\theta_{1} \leqslant \theta_{2} \leqslant \cdots \leqslant \theta_{n} \leqslant 2 \pi\right\} . \tag{5.2}
\end{equation*}
$$

Note that the feasible region of (5.2) is compact; hence, the minimal value of $E_{C}(\boldsymbol{\theta} ; \beta)$ exists for each $\beta \geqslant 0$. The following lemma shows that $E_{C}(\boldsymbol{\theta} ; \beta)$ has a global minimum at $\mathbf{0}$ when $\beta$ is sufficiently small.

Lemma 5.1. The trivial state $\boldsymbol{\theta}=\mathbf{0}$ is a strict local minimizer of (5.2) for all $\beta \geqslant 0$. In addition, there is a $\beta_{0}>0$ such that $h(\beta)=0$ for $\beta \in\left[0, \beta_{0}\right]$.

Proof. We choose $\boldsymbol{\theta}=\mathbf{0}$ and then $\mathbf{p}=\mathbf{1}$ and $\mathbf{q}=\mathbf{0}$. Since $A \mathbf{1}=\mathbf{0}$, we have $E_{C}(\mathbf{0} ; \beta)=0$ for $\beta \geqslant 0$. We consider a small perturbation of $\mathbf{0}$ as $\mathbf{0}_{\eta}=\left(\theta_{1}, \ldots, \theta_{n}\right)^{\top}$ with

$$
0=\theta_{1} \leqslant \theta_{2}=\eta_{2} \leqslant \cdots \leqslant \theta_{\ell}=\eta_{\ell}<\theta_{\ell+1}=2 \pi-\eta_{\ell+1} \leqslant \theta_{n}=2 \pi-\eta_{n} \leqslant 2 \pi
$$

where $\eta_{j} \geqslant 0$ are sufficiently small. Let $\eta=\max \left\{\eta_{\ell}, \eta_{\ell+1}\right\}>0$. Then, $\eta_{j} \leqslant \eta$ and

$$
\begin{align*}
& \mathbf{p}_{\eta}=\cos \left(\mathbf{0}_{\eta}\right)=\left[1,1-\frac{1}{2} \eta_{2}^{2}, \ldots, 1-\frac{1}{2} \eta_{n}^{2}\right]^{\top}+O\left(\eta^{4}\right), \\
& \mathbf{q}_{\eta}=\sin \left(\mathbf{0}_{\eta}\right)=\left[0, \eta_{2}, \ldots, \eta_{\ell},-\eta_{\ell+1}, \ldots,-\eta_{n}\right]^{\top}+O\left(\eta^{3}\right) . \tag{5.3}
\end{align*}
$$

Substituting (5.3) into (5.1), for each $\beta \geqslant 0$, since $\mathbf{q}_{\boldsymbol{\eta}} \notin \operatorname{span}\{\mathbf{1}\}$, we have

$$
\begin{align*}
E_{C}\left(\mathbf{0}_{\eta} ; \beta\right) & =\frac{1}{2} \mathbf{p}_{\eta}^{\top} A \mathbf{p}_{\eta}+\frac{1}{2} \mathbf{q}_{\eta}^{\top} A \mathbf{q}_{\eta}-\frac{\beta}{2} \mathbf{p}_{\eta}^{\top} C \mathbf{q}_{\eta} \\
& =\frac{1}{2} \mathbf{q}_{\eta}^{\top} A \mathbf{q}_{\eta}+O\left(\eta^{3}\right)>0 . \tag{5.4}
\end{align*}
$$

This result shows that $\boldsymbol{\theta}=\mathbf{0}$ is a strict local minimizer of (5.2) for all $\beta \geqslant 0$.
For $\beta=0$, the energy function becomes $E_{C}(\boldsymbol{\theta} ; 0)=\frac{1}{2} \mathbf{p}^{\top} A \mathbf{p}+\frac{1}{2} \mathbf{q}^{\top} A \mathbf{q}$. Since matrix $A$ in (3.15) is semipositive and the null space of $A$ is $\operatorname{span}\{\mathbf{1}\}$, we obtain that $\boldsymbol{\theta}=\mathbf{0}$ is the unique global minimizer of (5.2) with $\beta=0$. Using the fact that $\boldsymbol{\theta}=\mathbf{0}$ is a strict local minimizer of (5.2) with $\beta \geqslant 0$, there exists $\beta_{0}>0$ such that $h(\beta)=0$ for $\beta \in\left[0, \beta_{0}\right]$.

Now, we want to show under some mild conditions that the energy function $E_{C}(\boldsymbol{\theta} ; \beta)$ has a nontrivial local minimum $\boldsymbol{\theta}^{*}=\left(\theta_{1}^{*}, \ldots, \theta_{n}^{*}\right)^{\top}$ with $0=\theta_{1}^{*}<\theta_{2}^{*}<\cdots<\theta_{n}^{*}<2 \pi$. Let

$$
\begin{equation*}
\Theta=\left\{\left(\theta_{1}, \ldots, \theta_{n}\right)^{\top} \mid 0=\theta_{1} \leqslant \theta_{2} \leqslant \cdots \leqslant \theta_{n} \leqslant 2 \pi \text { and } \theta_{i}<\theta_{i+1} \text { for some } i\right\} \tag{5.5}
\end{equation*}
$$

be the set of all angle partitions in nondecreasing order with at least one neighboring pair being distinct. Let $\hat{\boldsymbol{\theta}}=\left(\hat{\theta}_{1}, \ldots, \hat{\theta}_{n}\right)^{\top} \in \Theta$, for $s=1, \ldots, n$; we define

$$
\begin{gather*}
\boldsymbol{\theta}(s) \equiv\left(\theta_{1}, \ldots, \theta_{n}\right)^{\top} \in \Theta \text { with } \\
\theta_{1}=\hat{\theta}_{s}-\hat{\theta}_{s}, \ldots, \theta_{r-1}=\hat{\theta}_{n}-\hat{\theta}_{s}, \theta_{r}=2 \pi+\hat{\theta}_{1}-\hat{\theta}_{s}, \ldots, \theta_{n}=2 \pi+\hat{\theta}_{s-1}-\hat{\theta}_{s}, \tag{5.6}
\end{gather*}
$$

where $r \equiv n-s+2(\bmod n)$. Note that $\theta_{k} \equiv \hat{\theta}_{s-1+k}-\hat{\theta}_{s}(\bmod 2 \pi)$. For $\boldsymbol{\theta}_{0}=\left(\theta_{1}, \ldots, \theta_{n}\right)^{\top} \in \Theta$ and $\ell \in\{1, \ldots, n\}$, we denote the perturbation of the angle at $\theta_{\ell}$ as

$$
\boldsymbol{\theta}_{ \pm \eta}(\ell)= \begin{cases}\left(\theta_{1}, \ldots, \theta_{\ell-1}, \theta_{\ell} \pm \eta, \theta_{\ell+1}, \ldots, \theta_{n}\right)^{\top} \in \Theta, & \text { if } \ell \neq 1  \tag{5.7}\\ \left(\theta_{1}, \theta_{2} \mp \eta, \ldots, \theta_{n} \mp \eta\right) \in \Theta & \text { if } \ell=1,\end{cases}
$$

where $\eta>0$. Notably, $\boldsymbol{\theta}_{ \pm \eta}(\ell) \in \Theta$ and $E_{C}\left(\boldsymbol{\theta}_{ \pm \eta}(1), \beta\right)=E_{C}\left(\boldsymbol{\theta}_{0} \pm \eta \mathbf{e}_{1}, \beta\right)$ for all $\beta \geqslant 0$. We need the following lemma to prove our main results.

Lemma 5.2. Let $\boldsymbol{\theta}_{0}=\left(\theta_{1}, \ldots, \theta_{n}\right)^{\top} \in \Theta$. Let $0<\eta \ll 1$ and $\boldsymbol{\theta}_{ \pm \eta}(\ell) \in \Theta$ in (5.7) be an angle partition in nondecreasing order. Then,

$$
\begin{align*}
& \mathbf{p}_{ \pm \eta}^{\top} A \mathbf{p}_{ \pm \eta}+\mathbf{q}_{ \pm \eta}^{\top} A \mathbf{q}_{ \pm \eta}=\mathbf{p}_{0}^{\top} A \mathbf{p}_{0}+\mathbf{q}_{0}^{\top} A \mathbf{q}_{0} \pm 2 \eta\left(\sin \left(\boldsymbol{\theta}_{0}-\theta_{\ell} \mathbf{1}\right)\right)^{\top} \mathbf{a}_{\ell}+O\left(\eta^{2}\right),  \tag{5.8a}\\
& \mathbf{p}_{ \pm \eta}^{\top} C \mathbf{q}_{ \pm \eta}=\mathbf{p}_{0}^{\top} C \mathbf{q}_{0}+\eta\left[\mp \cos \left(\theta_{\ell+1}-\theta_{\ell}\right) \pm \cos \left(\theta_{\ell}-\theta_{\ell-1}\right)\right]+O\left(\eta^{2}\right), \tag{5.8b}
\end{align*}
$$

where $\mathbf{p}_{ \pm \eta}=\cos \left(\boldsymbol{\theta}_{ \pm \eta}(\ell)\right), \mathbf{q}_{ \pm \eta}=\sin \left(\boldsymbol{\theta}_{ \pm \eta}(\ell)\right)$ and $\mathbf{a}_{\ell}$ is the $\ell$-th column of $A$.
Proof. $\mathbf{p}_{ \pm \eta}$ and $\mathbf{q}_{ \pm \eta}$ can be expanded by Taylor expansion as

$$
\begin{align*}
\mathbf{p}_{ \pm \eta} & =\left[\cos \theta_{1}, \ldots, \cos \theta_{\ell-1}, \cos \left(\theta_{\ell} \pm \eta\right), \cos \theta_{\ell+1}, \ldots, \cos \left(\theta_{n}\right)\right]^{\top} \\
& =\cos \boldsymbol{\theta}_{0} \mp \eta\left[0, \ldots, 0, \sin \theta_{\ell}, 0, \ldots, 0\right]^{\top}+O\left(\eta^{2}\right),  \tag{5.9a}\\
\mathbf{q}_{ \pm \eta} & =\left[\sin \theta_{1}, \ldots, \sin \theta_{\ell-1}, \sin \left(\theta_{\ell} \pm \eta\right), \sin \theta_{\ell+1}, \ldots, \sin \left(\theta_{n}\right)\right]^{\top} \\
& =\sin \boldsymbol{\theta}_{0} \pm \eta\left[0, \ldots, 0, \cos \theta_{\ell}, \ldots, 0\right]^{\top}+O\left(\eta^{2}\right), \tag{5.9b}
\end{align*}
$$

where $\eta>0$. Let $\mathbf{p}_{0}=\cos \boldsymbol{\theta}_{0}$ and $\mathbf{q}_{0}=\sin \boldsymbol{\theta}_{0}$; we then obtain

$$
\begin{aligned}
\mathbf{p}_{ \pm \eta}^{\top} A \mathbf{p}_{ \pm \eta} & +\mathbf{q}_{ \pm \eta}^{\top} A \mathbf{q}_{ \pm \eta}=\mathbf{p}_{0}^{\top} A \mathbf{p}_{0}+\mathbf{q}_{0}^{\top} A \mathbf{q}_{0}+2 \eta\left( \pm \mathbf{q}_{0}^{\top} \mathbf{a}_{\ell} \cos \theta_{\ell} \mp \mathbf{p}_{0}^{\top} \mathbf{a}_{\ell} \sin \theta_{\ell}\right)+O\left(\eta^{2}\right) \\
& =\mathbf{p}_{0}^{\top} A \mathbf{p}_{0}+\mathbf{q}_{0}^{\top} A \mathbf{q}_{0} \pm 2 \eta\left[\sin \left(\theta_{1}-\theta_{\ell}\right), \ldots, \sin \left(\theta_{n}-\theta_{\ell}\right)\right] \mathbf{a}_{\ell}+O\left(\eta^{2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\mathbf{p}_{ \pm \eta}^{\top} C \mathbf{q}_{ \pm \eta} & =\mathbf{p}_{0}^{\top} C \mathbf{q}_{0}+\eta\left[ \pm \cos \theta_{\ell} \mathbf{p}_{0}^{\top} C \mathbf{e}_{\ell} \mp \sin \theta_{\ell} \mathbf{e}_{\ell}^{\top} C \mathbf{q}_{0}\right]+O\left(\eta^{2}\right) \\
& =\mathbf{p}_{0}^{\top} C \mathbf{q}_{0}+\eta\left[\mp \cos \left(\theta_{\ell+1}-\theta_{\ell}\right) \pm \cos \left(\theta_{\ell}-\theta_{\ell-1}\right)\right]+O\left(\eta^{2}\right)
\end{aligned}
$$

where $\mathbf{a}_{\ell}$ is the $\ell$-th column of $A$. Hence, (5.8) holds.
Let $\hat{\boldsymbol{\theta}}=\left(\hat{\theta}_{1}, \ldots, \hat{\theta}_{n}\right)^{\top} \in \Theta$, where $\Theta$ is defined in (5.5). For each $s \in\{1, \ldots, n\}$, we set $\boldsymbol{\theta}_{0} \equiv \boldsymbol{\theta}(s)=\left(\theta_{1}, \ldots, \theta_{n}\right)^{\top} \in \Theta$ as in $(5.6)$ and $r \equiv n-s+2(\bmod n)$. For $k \in\{1, \ldots, n\} \backslash\{r, r+$ $1\}_{\bmod _{n}}$, we set $\theta_{0}=\theta_{n}-2 \pi, \theta_{n+1}=2 \pi$ and define

$$
\begin{equation*}
I_{+}^{s}=\left\{k \left\lvert\, \theta_{k}<\frac{\theta_{k-1}+\theta_{k+1}}{2}\right.\right\}, I_{-}^{s}=\left\{k \left\lvert\, \theta_{k}>\frac{\theta_{k-1}+\theta_{k+1}}{2}\right.\right\} \tag{5.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{k}\left(\boldsymbol{\theta}_{0}\right)=\left(\sin \left(\boldsymbol{\theta}_{0}-\theta_{k} \mathbf{1}\right)\right)^{\top} \mathbf{a}_{k} \tag{5.11}
\end{equation*}
$$

Here, $\{\cdot\}_{\bmod _{n}}$ denotes the set of $a(\bmod n)$ for each $a \in\{\cdot\}$. It is easily seen that for each $k \in I_{+}^{s}\left(\right.$ or $\left.k \in I_{-}^{s}\right)$, the area of the perturbed polygon of $\mathbf{p}_{\eta}^{\top} C \mathbf{q}_{\eta}$ (or $\mathbf{p}_{-\eta}^{\top} C \mathbf{q}_{-\eta}$ ) increases, where $\mathbf{p}_{ \pm \eta}=\cos \left(\boldsymbol{\theta}_{ \pm \eta}(k)\right), \mathbf{q}_{ \pm \eta}=\sin \left(\boldsymbol{\theta}_{ \pm \eta}(k)\right)$ and $\boldsymbol{\theta}_{ \pm \eta}(k)$ is given in (5.7).

Now, we make some assumptions about the matrix $A$. For convenience, we use $(\cdot)_{j}$ for $(\cdot)_{i}$, where the subscript $i \equiv j(\bmod n)$, if $j \notin\{1, \ldots, n\}$.

Assumption 5.3. Suppose that $\hat{\boldsymbol{\theta}}=\left(\hat{\theta}_{1}, \ldots, \hat{\theta}_{n}\right)^{\top} \in \Theta$ with $0=\hat{\theta}_{1}=\hat{\theta}_{2}<\hat{\theta}_{3}<\cdots<\hat{\theta}_{n}<$ $2 \pi$ and for each $s \in\{1, \ldots, n\}, \omega_{r+1}\left(\boldsymbol{\theta}_{0}\right)>0$ and $\omega_{r}\left(\boldsymbol{\theta}_{0}\right)<0$, where $\boldsymbol{\theta}_{0} \equiv \boldsymbol{\theta}(s)$ in (5.6) and $r \equiv n-s+2(\bmod n)$. Then, there is a $s \in\{1, \ldots, n\}$ such that one of the following conditions holds
(i) there exists $k \in I_{+}^{s}$ (or $k \in I_{-}^{s}$ ) such that $\omega_{k}\left(\boldsymbol{\theta}_{0}\right)<0$ (or $\left.\omega_{k}\left(\boldsymbol{\theta}_{0}\right)>0\right)$; or
(ii) there exists $k \in I_{+}^{s}$ such that $0<\omega_{r+1}\left(\boldsymbol{\theta}_{0}\right)<\omega_{k}\left(\boldsymbol{\theta}_{0}\right)$ and

$$
1-\cos \left(\theta_{r+2}-\theta_{r+1}\right) \geqslant \cos \left(\theta_{k}-\theta_{k-1}\right)-\cos \left(\theta_{k+1}-\theta_{k}\right) ; \text { or }
$$

(iii) there exists $k \in I_{-}^{s}$ such that $0>\omega_{r}\left(\boldsymbol{\theta}_{0}\right)>\omega_{k}\left(\boldsymbol{\theta}_{0}\right)$ and

$$
1-\cos \left(\theta_{r}-\theta_{r-1}\right) \geqslant \cos \left(\theta_{k+1}-\theta_{k}\right)-\cos \left(\theta_{k}-\theta_{k-1}\right)
$$

In the following Remark 5.4 (a), (b) and (c), we explain that Assumption 5.3 exists generically and depends strongly on the structure of matrix $A$. The reader can skip this remark and go directly to Theorem 5.5.

Remark 5.4. (a) $I_{+}^{s}$ and $I_{-}^{s}$ in (5.10) cannot both be empty sets. If $I_{+}^{s}=I_{-}^{s}=\emptyset$, then $\overline{\mathbf{p}}=\cos (\overline{\boldsymbol{\theta}}), \overline{\mathbf{q}}=\sin (\overline{\boldsymbol{\theta}})$ with $\overline{\boldsymbol{\theta}}:=\left(0, \frac{2 \pi}{n}, \ldots,(n-1) \frac{2 \pi}{n}\right)^{\top}$ must satisfy equation (3.20) and $\overline{\mathbf{p}} \cdot \overline{\mathbf{p}}+\overline{\mathbf{q}} \cdot \overline{\mathbf{q}}=\mathbf{1}$. However, the solutions of these equations, in general, form an isolated set. Thus, $\overline{\mathbf{p}}$ and $\overline{\mathbf{q}}$, generally, cannot satisfy the equation (3.20) with a general M-matrix $A$.
(b) For each $\hat{\boldsymbol{\theta}}=\left(\hat{\theta}_{1}, \ldots, \hat{\theta}_{n}\right)^{\top} \in \Theta$ with $0=\hat{\theta}_{1}=\hat{\theta}_{2}<\hat{\theta}_{3}<\ldots<\hat{\theta}_{n}<2 \pi$ and $s \in\{1, \ldots, n\}$, we set $\boldsymbol{\theta}_{0}=\boldsymbol{\theta}(s)=\left(\theta_{1}, \ldots, \theta_{n}\right)^{\top} \in \Theta$ in (5.6). Then, we have $\theta_{k} \equiv \hat{\theta}_{s-1+k}-\hat{\theta}_{s}(\bmod 2 \pi) ;$ hence, $\boldsymbol{\theta}_{0}-\theta_{k} \mathbf{1}=\left(\theta_{1}-\theta_{k}, \ldots, \theta_{n}-\theta_{k}\right)^{\top}$, where

$$
\begin{equation*}
\theta_{i}-\theta_{k} \equiv \hat{\theta}_{s-1+i}-\hat{\theta}_{s-1+k}(\bmod 2 \pi) . \tag{5.12}
\end{equation*}
$$

It follows from (5.11) that

$$
\begin{equation*}
\omega_{k}\left(\boldsymbol{\theta}_{0}\right)=\left[\sin \left(\hat{\theta}_{s}-\hat{\theta}_{s-1+k}\right), \sin \left(\hat{\theta}_{s+1}-\hat{\theta}_{s-1+k}\right), \ldots, \sin \left(\hat{\theta}_{s+n-1}-\hat{\theta}_{s-1+k}\right)\right] \mathbf{a}_{k} . \tag{5.13}
\end{equation*}
$$

Let $r \equiv n-s+2(\bmod n)$; it follows from (5.13) that $\omega_{r+1}\left(\boldsymbol{\theta}_{0}\right)>0, \omega_{r}\left(\boldsymbol{\theta}_{0}\right)<0$ can be rewritten as

$$
\begin{align*}
& {\left[\sin \left(\hat{\theta}_{s}-\hat{\theta}_{2}\right), \sin \left(\hat{\theta}_{s+1}-\hat{\theta}_{2}\right), \ldots, \sin \left(\hat{\theta}_{s+n-1}-\hat{\theta}_{2}\right)\right] \mathbf{a}_{n-s+3}>0,} \\
& {\left[\sin \left(\hat{\theta}_{s}-\hat{\theta}_{1}\right), \sin \left(\hat{\theta}_{s+1}-\hat{\theta}_{1}\right), \ldots, \sin \left(\hat{\theta}_{s+n-1}-\hat{\theta}_{1}\right)\right] \mathbf{a}_{n-s+2}<0 .} \tag{5.14}
\end{align*}
$$

Let $S \in \mathbb{R}^{n \times n}$ be the permutation with

$$
\left\{\begin{array}{l}
S_{i, i+1}=S_{n, 1}=1, \quad \text { and } \Phi=\left[\left(S^{\top}\right)^{n} \mathbf{a}_{1},\left(S^{\top}\right)^{n-1} \mathbf{a}_{2}, \cdots, S^{\top} \mathbf{a}_{n}\right] .  \tag{5.15}\\
0, \text { otherwise },
\end{array}\right.
$$

Here, $\Phi$ is dependent on only matrix $A$. Since $\hat{\theta}_{1}=\hat{\theta}_{2}=0$, (5.14) becomes

$$
\left[\begin{array}{c}
-\Phi^{\top}  \tag{5.16}\\
\Phi^{\top} S
\end{array}\right] \sin \hat{\boldsymbol{\theta}}>\mathbf{0} .
$$

Note that (5.16) shows that there is a hyperplane with normal vector $\sin \hat{\boldsymbol{\theta}}$ such that the $2 n$ column vectors of $\left[-\Phi, S^{\top} \Phi\right]$ lie in the halfspace determined by this plane. Assumption 5.3 states that if there is a $\hat{\boldsymbol{\theta}} \in \Theta$ with $0=\hat{\theta}_{1}=\hat{\theta}_{2}$ such that (5.16) holds, then we need one of the additional conditions (i), (ii), or (iii).
(c) Suppose that $\hat{\boldsymbol{\theta}}=\left(\hat{\theta}_{1}, \ldots, \hat{\theta}_{n}\right)^{\top} \in \Theta$ with $0=\hat{\theta}_{1}=\hat{\theta}_{2}<\hat{\theta}_{3}<\ldots<\hat{\theta}_{n}<2 \pi$. For $\ell \in\{3,4, \ldots, n\}$, we set $\hat{\theta}_{n+1}=0$ and define

$$
\begin{equation*}
I_{+}=\left\{\ell \left\lvert\, \hat{\theta}_{\ell}<\frac{\hat{\theta}_{\ell-1}+\hat{\theta}_{\ell+1}}{2}\right.\right\}, I_{-}=\left\{\ell \left\lvert\, \hat{\theta}_{\ell}>\frac{\hat{\theta}_{\ell-1}+\hat{\theta}_{\ell+1}}{2}\right.\right\}, \tag{5.17}
\end{equation*}
$$

From the vector $\boldsymbol{\theta}(s)$ in (5.6), we have $\theta_{\ell-s+1} \equiv \hat{\theta}_{\ell}-\hat{\theta}_{s}(\bmod 2 \pi)$; hence,

$$
\begin{equation*}
I_{ \pm}^{s}=I_{ \pm}-(s-1):=\left\{\ell-s+1 \mid \ell \in I_{ \pm}\right\}_{\bmod _{n}} \tag{5.18}
\end{equation*}
$$

where $I_{ \pm}^{s}$ is defined in (5.10). According to (5.13), (5.14), and matrix $S$ in (5.15), those three additional conditions in Assumption 5.3 can be rewritten as for some $s \in\{1, \ldots, n\}$,
(i) there exists $\ell \in I_{+}$(or $\ell \in I_{-}$) such that

$$
\mathbf{a}_{\ell-s+1}^{\top} S^{s-1} \sin \left(\hat{\boldsymbol{\theta}}-\hat{\theta}_{\ell} \mathbf{1}\right)<0\left(\text { or } \mathbf{a}_{\ell-s+1}^{\top} S^{s-1} \sin \left(\hat{\boldsymbol{\theta}}-\hat{\theta}_{\ell} \mathbf{1}\right)>0\right) .
$$

(ii) there exists $\ell \in I_{+}$such that

$$
\begin{aligned}
& 0<\mathbf{a}_{n-s+3}^{\top} S^{s-1} \sin \hat{\boldsymbol{\theta}}<\mathbf{a}_{\ell-s+1}^{\top} S^{s-1} \sin \left(\hat{\boldsymbol{\theta}}-\hat{\theta}_{\ell} \mathbf{1}\right) \text { and } \\
& 1-\cos \hat{\theta}_{3} \geqslant \cos \left(\hat{\theta}_{\ell}-\hat{\theta}_{\ell-1}\right)-\cos \left(\hat{\theta}_{\ell+1}-\hat{\theta}_{\ell}\right) .
\end{aligned}
$$

(iii) there exists $\ell \in I_{-}$such that

$$
\begin{aligned}
& 0>\mathbf{a}_{n-s+2}^{\top} S^{s-1} \sin \hat{\boldsymbol{\theta}}>\mathbf{a}_{\ell-s+1}^{\top} S^{s-1} \sin \left(\hat{\boldsymbol{\theta}}-\hat{\theta}_{\ell} \mathbf{1}\right) \text { and } \\
& 1-\cos \hat{\theta}_{n} \geqslant \cos \left(\hat{\theta}_{\ell+1}-\hat{\theta}_{\ell}\right)-\cos \left(\hat{\theta}_{\ell}-\hat{\theta}_{\ell-1}\right) .
\end{aligned}
$$

Theorem 5.5. Assume that the CEM problem in (5.2) has a nontrivial local minimizer $\boldsymbol{\theta} \in \Theta$ and Assumption 5.3 holds. Then, $\boldsymbol{\theta}$ has distinct angle partitions.

Proof. We prove the assertion by contradiction. Without loss of generality, we suppose that $\hat{\boldsymbol{\theta}}=\left(\hat{\theta}_{1}, \ldots, \hat{\theta}_{n}\right)^{\top} \in \Theta$ with $0=\hat{\theta}_{1}=\hat{\theta}_{2}<\hat{\theta}_{3}<\ldots<\hat{\theta}_{n}<2 \pi$ is a nontrivial local minimum. Since any rotation of $\hat{\boldsymbol{\theta}}$ by a constant is also a local minimal solution of $E_{C}(\boldsymbol{\theta} ; \beta)$, for any fixed $s \in\{1, \ldots, n\}, \boldsymbol{\theta}_{0} \equiv \boldsymbol{\theta}(s)=\left(\theta_{1}, \ldots, \theta_{r}, \theta_{r+1}, \ldots, \theta_{n}\right)^{\top} \in \Theta$ in (5.6) is also a local minimum. Note that $\theta_{r}=\theta_{r+1}$ and $r \equiv n-s+2(\bmod n)$.

We now consider the perturbation of angles at $\theta_{r+1}$ (or $\theta_{r}$ ) with sufficiently small $\eta>0$ (or $-\eta<0$ ), i.e., $\boldsymbol{\theta}_{\eta}\left(r+1\right.$ ) (or $\boldsymbol{\theta}_{-\eta}(r)$ ), as in (5.7), and denote

$$
\begin{equation*}
\boldsymbol{\theta}_{\eta} \equiv \boldsymbol{\theta}_{\eta}(r+1) \text { and } \boldsymbol{\theta}_{-\eta} \equiv \boldsymbol{\theta}_{-\eta}(r) . \tag{5.19}
\end{equation*}
$$

Let

$$
\begin{equation*}
\mathbf{p}_{ \pm \eta}=\cos \left(\boldsymbol{\theta}_{ \pm \eta}\right) \text { and } \mathbf{q}_{ \pm \eta}=\sin \left(\boldsymbol{\theta}_{ \pm \eta}\right) . \tag{5.20}
\end{equation*}
$$

Using the fact that $\theta_{r}=\theta_{r+1}$, it follows from (5.8b) of Lemma 5.2 that

$$
\begin{equation*}
\mathbf{p}_{ \pm \eta}^{\top} C \mathbf{q}_{ \pm \eta}-\mathbf{p}_{0}^{\top} C \mathbf{q}_{0}=c_{ \pm} \eta+O\left(\eta^{2}\right) \tag{5.21}
\end{equation*}
$$

where $c_{+}=1-\cos \left(\theta_{r+2}-\theta_{r+1}\right)>0$ and $c_{-}=1-\cos \left(\theta_{r}-\theta_{r-1}\right)>0$.
Plugging $\mathbf{p}_{ \pm \eta}, \mathbf{q}_{ \pm \eta}$ in (5.20) into $E_{C}\left(\boldsymbol{\theta}_{ \pm \eta} ; \beta\right.$ ), from (5.21) and (5.8a) of Lemma 5.2, we have

$$
\begin{align*}
E_{C}\left(\boldsymbol{\theta}_{\eta} ; \beta\right) & =\frac{1}{2} \mathbf{p}_{\eta}^{\top} A \mathbf{p}_{\eta}+\frac{1}{2} \mathbf{q}_{\eta}^{\top} A \mathbf{q}_{\eta}-\frac{\beta}{2} \mathbf{p}_{\eta}^{\top} C \mathbf{q}_{\eta} \\
& =\frac{1}{2}\left(\mathbf{p}_{0}^{\top} A \mathbf{p}_{0}+\mathbf{q}_{0}^{\top} A \mathbf{q}_{0}-\beta \mathbf{p}_{0}^{\top} C \mathbf{q}_{0}\right)+\eta \omega_{r+1}\left(\boldsymbol{\theta}_{0}\right)-\frac{\beta c_{+}}{2} \eta+O\left(\eta^{2}\right) \tag{5.22a}
\end{align*}
$$

or

$$
\begin{align*}
E_{C}\left(\boldsymbol{\theta}_{-\eta} ; \beta\right) & =\frac{1}{2} \mathbf{p}_{-\eta}^{\top} A \mathbf{p}_{-\eta}+\frac{1}{2} \mathbf{q}_{-\eta}^{\top} A \mathbf{q}_{-\eta}-\frac{\beta}{2} \mathbf{p}_{-\eta}^{\top} C \mathbf{q}_{-\eta} \\
& =\frac{1}{2}\left(\mathbf{p}_{0}^{\top} A \mathbf{p}_{0}+\mathbf{q}_{0}^{\top} A \mathbf{q}_{0}-\beta \mathbf{p}_{0}^{\top} C \mathbf{q}_{0}\right)-\eta \omega_{r}\left(\boldsymbol{\theta}_{0}\right)-\frac{\beta c_{-}}{2} \eta+O\left(\eta^{2}\right), \tag{5.22b}
\end{align*}
$$

where $\omega_{r+1}\left(\boldsymbol{\theta}_{0}\right), \omega_{r}\left(\boldsymbol{\theta}_{0}\right)$ are defined in (5.11) and $c_{ \pm}>0$ are given in (5.21). Next, we consider the following cases.

Case I. There is an $s \in\{1, \ldots, n\}$ such that $\omega_{r+1}\left(\boldsymbol{\theta}_{0}\right) \leqslant 0\left(\right.$ or $\left.\omega_{r}\left(\boldsymbol{\theta}_{0}\right) \geqslant 0\right)$ :
It follows from (5.22) that

$$
\begin{aligned}
E_{C}\left(\boldsymbol{\theta}_{\eta} ; \beta\right) & =E_{C}\left(\boldsymbol{\theta}_{0} ; \beta\right)-c \eta+O\left(\eta^{2}\right) \text { with } c=-\omega_{r+1}\left(\boldsymbol{\theta}_{0}\right)+\beta c_{+} / 2>0 \\
\text { or } E_{C}\left(\boldsymbol{\theta}_{-\eta} ; \beta\right) & =E_{C}\left(\boldsymbol{\theta}_{0} ; \beta\right)-c \eta+O\left(\eta^{2}\right) \text { with } c
\end{aligned}=\omega_{r}\left(\boldsymbol{\theta}_{0}\right)+\beta c_{-} / 2>0.20 . ~ \$
$$

For sufficiently small $\eta>0$, we have $E_{C}\left(\boldsymbol{\theta}_{\eta} ; \beta\right)<E_{C}\left(\boldsymbol{\theta}_{0} ; \beta\right)$ (or $E_{C}\left(\boldsymbol{\theta}_{-\eta} ; \beta\right)<E_{C}\left(\boldsymbol{\theta}_{0} ; \beta\right)$ ), which is contradictory to stating that $\boldsymbol{\theta}_{0}$ is a local minimum for $E_{C}(\boldsymbol{\theta} ; \beta)$.

Case II. Suppose that for each $s \in\{1, \ldots, n\}$, we have $\omega_{r+1}\left(\boldsymbol{\theta}_{0}\right)>0$ and $\omega_{r}\left(\boldsymbol{\theta}_{0}\right)<0$ :
We now consider two perturbations of angles at $\theta_{r}=\theta_{r+1}$ and $\theta_{k}$, with sufficiently small $\eta>0$ and $\left|\xi_{k}\right|=O(\eta)$, to be determined as

$$
\begin{align*}
\boldsymbol{\theta}_{\eta} & \equiv \boldsymbol{\theta}_{\eta}(r+1, k)=\left(\theta_{1}, \ldots, \theta_{r-1}, \theta_{r}, \theta_{r}+\eta, \ldots, \theta_{k}+\xi_{k}, \ldots, \theta_{n}\right)^{\top},  \tag{5.23a}\\
\boldsymbol{\theta}_{-\eta} & \equiv \boldsymbol{\theta}_{-\eta}(r, k)=\left(\theta_{1}, \ldots, \theta_{r-1}, \theta_{r}-\eta, \theta_{r}, \ldots, \theta_{k}+\xi_{k}, \ldots, \theta_{n}\right)^{\top} . \tag{5.2.2b}
\end{align*}
$$

Let $\mathbf{p}_{ \pm \eta}=\cos \left(\boldsymbol{\theta}_{ \pm \eta}\right)$ and $\mathbf{q}_{ \pm \eta}=\sin \left(\boldsymbol{\theta}_{ \pm \eta}\right)$. By plugging $\mathbf{p}_{ \pm \eta}, \mathbf{q}_{ \pm \eta}$ into $E_{C}\left(\boldsymbol{\theta}_{ \pm \eta} ; \beta\right)$, it follows from Lemma 5.2 that

$$
\begin{align*}
E_{C}\left(\boldsymbol{\theta}_{\eta} ; \beta\right) & =\frac{1}{2} \mathbf{p}_{\eta}^{\top} A \mathbf{p}_{\eta}+\frac{1}{2} \mathbf{q}_{\eta}^{\top} A \mathbf{q}_{\eta}-\frac{\beta}{2} \mathbf{p}_{\eta}^{\top} C \mathbf{q}_{\eta} \\
& =\frac{1}{2}\left(\mathbf{p}_{0}^{\top} A \mathbf{p}_{0}+\mathbf{q}_{0}^{\top} A \mathbf{q}_{0}-\beta \mathbf{p}_{0}^{\top} C \mathbf{q}_{0}\right)+\eta \omega_{r+1}\left(\boldsymbol{\theta}_{0}\right)+\xi_{k} \omega_{k}\left(\boldsymbol{\theta}_{0}\right) \tag{5.24a}
\end{align*}
$$

or

$$
\begin{align*}
E_{C}\left(\boldsymbol{\theta}_{-\eta} ; \beta\right)= & \frac{1}{2} \mathbf{p}_{-\eta}^{\top} A \mathbf{p}_{-\eta}+\frac{1}{2} \mathbf{q}_{-\eta}^{\top} A \mathbf{q}_{-\eta}-\frac{\beta}{2} \mathbf{p}_{-\eta}^{\top} C \mathbf{q}_{-\eta} \\
= & \frac{1}{2}\left(\mathbf{p}_{0}^{\top} A \mathbf{p}_{0}+\mathbf{q}_{0}^{\top} A \mathbf{q}_{0}-\beta \mathbf{p}_{0}^{\top} C \mathbf{q}_{0}\right)-\eta \omega_{r}\left(\boldsymbol{\theta}_{0}\right)+\xi_{k} \omega_{k}\left(\boldsymbol{\theta}_{0}\right) \\
& -\left(\frac{\beta c_{-}}{2} \eta+O\left(\xi_{k}\right)\right)+O\left(\eta^{2}+\xi_{k}^{2}\right), \tag{5.24b}
\end{align*}
$$

where $\omega_{r}\left(\boldsymbol{\theta}_{0}\right), \omega_{r+1}\left(\boldsymbol{\theta}_{0}\right), \omega_{k}\left(\boldsymbol{\theta}_{0}\right)$ are defined in (5.11) and $c_{ \pm}>0$ are defined in (5.21).
(i) Assume that Assumption 5.3 (i) holds:

Suppose that there is a $k \in I_{+}^{s}$ such that $\omega_{k}\left(\boldsymbol{\theta}_{0}\right)<0$. Since $k \in I_{+}^{s}$, we need to choose $\xi_{k}>0$ to increase the area of the perturbed polygon. Under the condition that $\omega_{r+1}\left(\boldsymbol{\theta}_{0}\right)>0, \xi_{k}=O(\eta)>0$ can be solved by $\eta \omega_{r+1}\left(\boldsymbol{\theta}_{0}\right)+\xi_{k} \omega_{k}\left(\boldsymbol{\theta}_{0}\right)=0$, as in (5.24a), to make it zero. Thus, for sufficiently small $\eta>0$, it follows from (5.24a) that $E_{C}\left(\boldsymbol{\theta}_{\eta} ; \beta\right)<E_{C}\left(\boldsymbol{\theta}_{0} ; \beta\right)$. This is a contradiction.
Similarly, if there is a $k \in I_{-}^{s}$ such that $\omega_{k}\left(\boldsymbol{\theta}_{0}\right)>0$, a $\xi_{k}<0$ must be chosen to increase the size of the perturbed polygon. Using the condition that $\omega_{r}\left(\boldsymbol{\theta}_{0}\right)<0, \xi_{k}=O(\eta)<0$ can be solved by $-\eta \omega_{r}\left(\boldsymbol{\theta}_{0}\right)+\xi_{k} \omega_{k}\left(\boldsymbol{\theta}_{0}\right)=0$, as in (5.24b). It follows from (5.24b) that $E_{C}\left(\boldsymbol{\theta}_{-\eta} ; \beta\right)<E_{C}\left(\boldsymbol{\theta}_{0} ; \beta\right)$. This is also a contradiction.
(ii) Assume that Assumption 5.3 (ii) holds:

Suppose that there are $s \in\{1, \ldots, n\}$ and $k \in I_{+}^{s}$ such that $0<\omega_{r+1}\left(\boldsymbol{\theta}_{0}\right)<\omega_{k}\left(\boldsymbol{\theta}_{0}\right)$. We consider $\xi_{k}=-\eta$ in (5.23a); then,

$$
\begin{aligned}
\mathbf{p}_{\eta} & =\cos \left(\boldsymbol{\theta}_{0}\right)-\eta \sin \theta_{r} \mathbf{e}_{r+1}+\eta \sin \theta_{k} \mathbf{e}_{k}, \\
\mathbf{q}_{\eta} & =\sin \left(\boldsymbol{\theta}_{0}\right)+\eta \cos \theta_{r} \mathbf{e}_{r+1}-\eta \cos \theta_{k} \mathbf{e}_{k} .
\end{aligned}
$$

Since $\mathbf{p}_{0}=\cos \left(\boldsymbol{\theta}_{0}\right), \mathbf{q}_{0}=\sin \left(\boldsymbol{\theta}_{0}\right)$ and $\theta_{r}=\theta_{r+1}$, it follows from Lemma 5.2 that

$$
\mathbf{p}_{\eta}^{\top} C \mathbf{q}_{\eta}=\mathbf{p}_{0}^{\top} C \mathbf{q}_{0}+\eta \rho_{k}+O\left(\eta^{2}\right),
$$

where $\rho_{k}=1-\cos \left(\theta_{r+2}-\theta_{r+1}\right)+\cos \left(\theta_{k+1}-\theta_{k}\right)-\cos \left(\theta_{k}-\theta_{k-1}\right) \geqslant 0$, as in Assumption 5.3 (ii). Then, equation (5.24a) becomes

$$
\begin{equation*}
E_{C}\left(\boldsymbol{\theta}_{\eta} ; \beta\right)=E_{C}\left(\boldsymbol{\theta}_{0} ; \beta\right)+\eta\left(\omega_{r+1}\left(\boldsymbol{\theta}_{0}\right)-\omega_{k}\left(\boldsymbol{\theta}_{0}\right)\right)-\frac{\beta}{2} \rho_{k} \eta+O\left(\eta^{2}\right) . \tag{5.25}
\end{equation*}
$$

Since $\omega_{r+1}\left(\boldsymbol{\theta}_{0}\right)-\omega_{k}\left(\boldsymbol{\theta}_{0}\right)<0$ and $\rho_{k} \geqslant 0$, from (5.25), we have $E_{C}\left(\boldsymbol{\theta}_{\eta} ; \beta\right)<E_{C}\left(\boldsymbol{\theta}_{0} ; \beta\right)$. This is a contradiction.
(iii) Assume that Assumption 5.3 (iii) holds:

We also obtain a contradiction for this case, and the proof is similar to the proof in (ii).

We prove that under assumption Assumption 5.3, the local minimum of $E_{C}(\boldsymbol{\theta} ; \beta)$ must have distinct angle partitions.

Theorem 5.6. Assume that Assumption 5.3 holds. There exists $\hat{\beta}>0$ such that the CEM problem with $\beta>\hat{\beta}$ in (5.2) has a local minimizer $\boldsymbol{\theta} \in \Theta$ with all partition angles being distinct.

Proof. Let $\overline{\boldsymbol{\theta}}, \overline{\mathbf{p}}$ and $\overline{\mathbf{q}}$ be defined as in Remark 5.4 (a). From (3.11), it follows that

$$
\begin{equation*}
\overline{\mathbf{p}}^{\top} C \overline{\mathbf{q}}=\sum_{j=1}^{n} \sin \left(\theta_{j+1}-\theta_{j}\right)=n \sin \left(\frac{2 \pi}{n}\right)>0 . \tag{5.26}
\end{equation*}
$$

Using the definition of $E_{C}(\boldsymbol{\theta} ; \beta)$ in (5.1), we have $h(\beta)<0$ for some sufficiently large $\beta$. Lemma 5.1 shows that $\boldsymbol{\theta}=\mathbf{0}$ is the global minimizer of $(5.2)$ and $h(\beta)=E_{C}(\mathbf{0} ; \beta)=0$ for sufficiently small $\beta$. Hence, there exists a $\beta_{0}>0$ such that

$$
h(\beta)=\left\{\begin{array}{cc}
0, & \text { if } \beta \leqslant \beta_{0},  \tag{5.27}\\
<0, & \text { if } \beta>\beta_{0} .
\end{array}\right.
$$

Lemma 5.1 also shows that the trivial state $\boldsymbol{\theta}=\mathbf{0}$ is a strict local minimizer of (5.2) with energy $E_{C}(\mathbf{0} ; \beta)=0$ for all $\beta>0$. From (5.27), it follows that there is a nontrivial global minimizer $\boldsymbol{\theta}_{\beta_{0}} \in \Theta$ of (5.2) with $h\left(\beta_{0}\right)=E_{C}\left(\boldsymbol{\theta}_{\beta_{0}} ; \beta_{0}\right)=0$. According to Theorem 5.5, the nontrivial minimizer $\boldsymbol{\theta}_{\beta_{0}}$ has a distinct angle partition. This result implies that $E_{C}\left(\boldsymbol{\theta} ; \beta_{0}\right)$ forms a double well function having two local minima and bifurcated at $\beta=\beta_{0}$.

Since $\boldsymbol{\theta}=\mathbf{0}$ is a strict local minimizer of (5.2) with $\beta=\beta_{0}$, there is a $\delta_{0}>0$ with $\delta_{0}<\left\|\boldsymbol{\theta}_{\beta_{0}}\right\|_{2}$ such that $E_{C}\left(\boldsymbol{\theta} ; \beta_{0}\right)>0$ for $\boldsymbol{\theta} \in \Theta_{\delta_{0}}:=\Theta \cap\left\{\boldsymbol{\theta} \in \mathbb{R}^{n} \mid\|\boldsymbol{\theta}\|_{2}=\delta_{0}\right\}$. Let

$$
\varepsilon_{0}=\min _{\boldsymbol{\theta} \in \Theta_{\delta_{0}}} E_{C}\left(\boldsymbol{\theta} ; \beta_{0}\right)>0
$$

Denote $\Theta_{\geqslant \delta_{0}}:=\Theta \cap\left\{\boldsymbol{\theta} \in \mathbb{R}^{n} \mid\|\boldsymbol{\theta}\|_{2} \geqslant \delta_{0}\right\}$ and let $\operatorname{cl}\left(\Theta_{\geqslant \delta_{0}}\right)$ be the closure of $\Theta_{\geqslant \delta_{0}}$. Then, $\boldsymbol{\theta}_{\beta_{0}} \in \Theta_{\geqslant \delta_{0}}$. Since $c l\left(\Theta_{\geqslant \delta_{0}}\right)$ is compact and $E_{C}\left(\boldsymbol{\theta}_{\beta_{0}} ; \beta_{0}\right)=0<\varepsilon_{0}$, there exists a positive number $\hat{\beta}<\beta_{0}$ such that for each $\beta \in\left(\hat{\beta}, \beta_{0}\right]$ the CEM problem in (5.2) has a nontrivial local minimizer $\boldsymbol{\theta}_{\beta} \in c l\left(\Theta_{\geqslant \delta_{0}}\right)$ and $0 \leqslant E_{C}\left(\boldsymbol{\theta}_{\beta} ; \beta\right)<\varepsilon_{0}$. For the parameter $\beta>\beta_{0}$, since $E_{C}(\boldsymbol{\theta} ; \beta)$ is continuous, $c l(\Theta)$ is compact, and $h(\beta)<0, E_{C}(\boldsymbol{\theta} ; \beta)$ has a nontrivial local minimizer $\boldsymbol{\theta}_{\beta} \in \operatorname{cl}(\Theta)$ and $h(\beta)=E_{C}\left(\boldsymbol{\theta}_{\beta} ; \beta\right)<0$. Applying Theorem 5.5, the nontrivial minimizer $\boldsymbol{\theta}_{\beta} \in \Theta$ has a distinct angle partition for $\beta>\hat{\beta}$.

Remark 5.7. The conformal energy $E_{C}(\boldsymbol{\theta})$ in (3.17) is the energy function $E_{C}(\boldsymbol{\theta}, \beta)$ in (5.1) with $\beta=1$. Theorem 5.6 shows that if $1>\hat{\beta}$, then the CEM problem in (3.18) has a local minimizer with a distinct angle partition. In this case, Theorem 4.1 shows that Algorithm 3.1 proposed in this paper converges globally.
6. Numerical experiments. In this section, we present numerical results of the proposed CCEM algorithm for the computation of disk-shaped conformal parameterizations of several benchmark mesh models. All experiments are performed in MATLAB on a personal computer with a 3.60 GHz CPU and 32 GB RAM. The triangular mesh models are obtained from the AIM@SHAPE shape repository [1], the Stanford 3D scanning repository [2], and Sketchfab [3]. Some of the mesh models are resampled or modified such that no triangle is composed of merely boundary vertices.

In the following experiments, the initial map is computed by the previous CEM algorithm [38] with a maximum number of iterations of 20 and a tolerance for energy differences of $10^{-6}$. To address efficiency concerns, the maximum number of iterations of the CCEM algorithm is set to 20 and the tolerance for energy differences is $10^{-7}$.

In Figure 1, we show the circle patterns mapped from the image of parameterizations to the models Buddha and Max Planck by the inverse map of the disk conformal parameterizations computed by the CCEM algorithms. The circle patterns are well-preserved, which means the parameterization is conformal.

In Figure 2, we show the disk-shaped conformal parameterizations of the mesh models Human Brain, David Head, Buddha and Nefertiti Statue computed by the CCEM algorithm. The histograms of their angular distortions are also illustrated. Most of the angular distortions are less than 5 degrees, even when the shape of the surface is complicated, as for Human Brain, which is satisfactory.
6.1. Convergence behavior. To illustrate the convergence behavior of the gradient descent iterations with the quadratic approximation in the proposed CCEM algorithm, we set the number of iterations to 100. In Figure 3, we show the relationship between the number of iterations and the conformal energy of the mappings for the mesh models Cat Face, Human Brain, Left Hand, Stanford Bunny, Femur, and Nefertiti Statue. In Figure 3 (b), we observe a substantial drop in energy in the 73rd iteration. Apparently, this step of gradient descent


Figure 1. The circle patterns mapped from the disk to the models Buddha and Max Planck by the inverse map of the conformal parameterization computed by the CCEM algorithms.
shifts from a saddle point to another potential local minimizer with considerably lower conformal energy. Similar phenomena occur at the 36 th and 60 th iterations in Figure 3 (f). Notably, in all the tested mesh models, the conformal energy strictly decreases as the number of iterations increases, which indicates the proposed CCEM algorithm is effective in decreasing the conformal energy. Moreover, the resulting conformal mappings for the demonstrated mesh models are bijective.
6.2. Comparison with state-of-the-art algorithms. In this subsection, we compare the effectiveness and accuracy of the proposed CCEM algorithm with those of two state-of-the-art CPU-based algorithms for computing disk-shaped conformal parameterizations: the FDCP [11] and the LDCP [9]. The MATLAB programs of FDCP and LDCP are obtained from Choi's website [4]. The maximal number of iterations of the CCEM algorithm is set to 20. Moreover, the iteration process is terminated when the difference between the conformal energies of two consecutive iteration steps is less than $10^{-7}$.

The conformal energy of the mappings produced by the FDCP, LDCP, and CCEM algorithms and their computational time costs are presented in Table 1. To ensure a fair comparison, the time cost of the CCEM algorithm includes the computation of the initial mapping by the CEM algorithm [38] and the line-search gradient descent with a quadratic approximation. For the models with a larger number of vertices, the initial map computed by the previous CEM algorithm [38] is already sufficiently satisfactory such that the difference between the conformal energies of the initial and first iteration step is less than $10^{-7}$. For better visualization of these data, we present the conformal energy and the computational time costs in Figure 4. In Figure 4 (a), we see that among all the tested mesh models, the conformal parameterizations of the CCEM algorithm have the best, or near the best, con-


Figure 2. The disk-shaped conformal parameterizations of the mesh models Cat Face, Human Brain, David Head, Buddha and Nefertiti Statue computed by the CCEM algorithm and the histograms of their angular distortions.


Figure 3. The relationship between the number of iterations and the conformal energy of the parameterization obtained by the CCEM algorithm for (a) Cat Face, (b) Human Brain, (c) Left Hand, (d) Stanford Bunny, (e) Femur, and (f) Nefertiti Statue.
formality in terms of conformal energy. From Figure 4 (b), we see that the efficiency of the CCEM algorithm is similar to that of the LDCP and significantly better than that of the FDCP.

In addition, in Figure 5, we present the mean and standard deviation (SD) of the moduli of angular distortions (in degrees). The angular distortion is the difference between the angles

Table 1
The computational time cost (sec.) and conformal energy of conformal parameterizations by the FDCP [11], $L D C P$ [9], and CCEM algorithms. The maximum number of iterations of the CCEM algorithm is 20, and the tolerance for energy differences is $10^{-7}$. The time cost of the CCEM algorithm includes the computation of the initial mapping by the CEM algorithm [38] and the line-search gradient descent with a quadratic approximation.

| Model | \#Vertices | FDCP [11] |  | LDCP [9] |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  |  | $E_{C}$ | Time | $E_{C}$ | Time | $E_{C}$ | Time | \#Iter. |
| Ear | 367 | 0.1653 | 0.03 | 0.2079 | 0.01 | 0.1415 | 0.01 | 20 |
| Bourbon Bottle | 6,569 | 0.0110 | 0.26 | 0.0110 | 0.13 | 0.0110 | 0.07 | 2 |
| Foot | 10,010 | 0.0128 | 0.35 | 0.0164 | 0.23 | 0.0113 | 0.22 | 20 |
| Chinese Lion | 17,334 | 0.0139 | 1.32 | 0.0141 | 0.47 | 0.0139 | 0.35 | 15 |
| Femur | 21,699 | 0.0058 | 1.51 | 0.0058 | 0.63 | 0.0058 | 0.42 | 8 |
| Hat | 22,118 | 0.0001 | 2.18 | 0.0001 | 0.75 | 0.0001 | 0.51 | 9 |
| Stanford Bunny | 31,593 | 0.0104 | 2.26 | 0.0100 | 0.94 | 0.0100 | 1.06 | 20 |
| Cat Face | 33,185 | 0.0052 | 2.89 | 0.0054 | 1.06 | 0.0051 | 0.92 | 20 |
| Max Planck | 41,588 | 0.0082 | 2.46 | 0.0079 | 1.28 | 0.0079 | 1.52 | 20 |
| Human Brain | 48,463 | 0.0213 | 3.48 | 0.0244 | 1.44 | 0.0209 | 1.57 | 20 |
| Left Hand | 53,011 | 0.0098 | 6.60 | 0.0094 | 1.98 | 0.0095 | 1.72 | 20 |
| Knit Cap Man | 59,561 | 0.0059 | 8.04 | 0.0061 | 2.47 | 0.0058 | 1.89 | 17 |
| David Head | 101,146 | 0.0044 | 14.36 | 0.0045 | 4.93 | 0.0044 | 4.35 | 20 |
| Bimba Statue | 216,873 | 0.0010 | 43.54 | 0.0011 | 12.59 | 0.0010 | 4.41 | 1 |
| Buddha | 473,362 | 0.0007 | 87.88 | 0.0007 | 30.74 | 0.0007 | 11.56 | 1 |
| Nefertiti Statue | 996,838 | 0.0017 | 212.45 | 0.0042 | 58.69 | 0.0017 | 19.74 | 1 |

on the triangular mesh model and that on the image. Furthermore, in Figure 6, we present the mean and SD of the moduli of the Beltrami coefficients [28]: a conformal map has zero Beltrami coefficients [28]. We observe that the conformality distortions in terms of both angular distortion moduli and Beltrami coefficient moduli are consistent with the conformal energy. In summary, under the above three classical conformality measurements, the CCEM algorithm has the best, or near the best, conformality.

Furthermore, the relationship between the number of vertices and the computational time cost is illustrated in Figure 7. As the number of vertices increases, the computational time cost increases rapidly for the FDCP, increases approximately linearly for the LDCP, and does not increase substantially for the CCEM algorithm. This result indicates that the proposed CCEM algorithm is significantly more efficient than the FDCP and LDCP, so it is suitable for the computation of conformal parameterizations of mesh models with extremely large numbers of vertices.

In summary, compared to the state-of-the-art algorithms FDCP and LDCP, the proposed CCEM algorithm has competitive accuracy and significantly better efficiency.
6.3. Efficiency of the CCEM Algorithm. The computational time cost of the CCEM algorithm is dominated by the cost of the Cholesky decomposition

$$
\begin{equation*}
R^{\top} R=P^{\top} L_{\mathrm{I}, \mathrm{I}} P, \tag{6.1}
\end{equation*}
$$



Figure 4. The (a) conformal energy of the conformal parameterization by the $F D C P, L D C P$, and $C C E M$ algorithms, and (b) their computational time costs (sec.).


Figure 5. The (a) mean and (b) SD of the angular distortions (in degrees) of the conformal parameterization by the $F D C P, L D C P$, and CCEM algorithms.
where $R$ is an upper triangular matrix and $P$ is a permutation matrix. Linear systems of the form $L_{\mathrm{I}, \mathrm{I}} \mathbf{x}=\mathbf{b}$ are efficiently solved by the backward substitutions $R^{\top} \mathbf{y}=P^{\top} \mathbf{b}$, $R \mathbf{z}=\mathbf{y}$, and $\mathbf{x}=P \mathbf{z}$. In practice, we compute the Cholesky decomposition (6.1) when computing the initial map via the CEM algorithm [38]. Then, we reuse the decomposition for the matrix product of $A$ in (3.15) when performing the line-search gradient descent method with a quadratic approximation so that the additional computational time cost is relatively small. Specifically, for a triangular mesh model of roughly 1 million vertices, a conformal parameterization can be computed by the proposed CCEM algorithm in 20 seconds with


Figure 6. The (a) mean and (b) SD of the moduli of the Beltrami coefficients of the conformal parameterization by the FDCP, LDCP, and CCEM algorithms.


Figure 7. The relationship between the numbers of vertices and the computational time costs for the conformal parameterization by the FDCP, LDCP, and CCEM algorithms.
an average angular distortion of 0.32 , which is satisfactory. A demonstration of MATLAB executables of the CCEM algorithm can be obtained at http://tiny.cc/DiskCCEM.
7. Concluding remarks. In this paper, we have developed a CCEM algorithm via linesearch gradient descent with a quadratic approximation to compute disk-shaped conformal parameterizations of simply connected open triangular meshes. The global convergence of the CCEM algorithm is theoretically guaranteed. Additionally, the existence of the nontrivial local minimum of the CEM with bijective boundary map is guaranteed under some mild
assumptions.
Numerical experiments indicate that the CCEM algorithm has competitive accuracy and highly improved efficiency compared to state-of-the-art algorithms. Such encouraging results indicate that the CCEM algorithm is promising for real-time conformal parameterization applications.
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