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Direct method for time-varying nonlinear filtering
problems
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Abstract—This paper discusses how to solve filtering problem
for a class of continuous nonlinear time-varying systems via
Duncan-Mortensen-Zakai (DMZ) equation. In this paper, the
original DMZ equation is changed into Kolmogorov forward
equation (KFE) by exponential transformations in each time
interval, and then under some assumptions, the KFE can be
transformed into time-varying Schrödinger equation which can
be solved explicitly. The novelty of this paper lies in how to
transform the KFE into Schrödinger equation. As a direct
application, the results of [19] are extended for time-varying Yau
systems.

Index Terms—Nonlinear filtering, Duncan-Mortensen-Zakai
(DMZ) equation, time-varying Yau system, Schrödinger Equa-
tion.

I. INTRODUCTION

The problem of estimating the state of a stochastic dynam-
ical system from noisy observations taken on the state is of
central importance in engineering which known as filtering
problem. The continuous time-varying filtering problem con-
sidered in this paper can be stated as follows:{

dxt = f(xt, t)dt+ g(t)dvt

dyt = h(xt, t)dt+ dwt
(1)

where xt, f ∈ Rn×1, g is an n× r matrix, vt is an r−vector
Brownian motion process with E[dvtdv

T
t ] = Q̃(t)dt and

Q̃(t) > 0, yt, h ∈ Rm×1 and wt is an m−vector Brownian
motion process with E[dwtdw

T
t ] = S(t)dt and S(t) > 0.

Here we refer xt as the state of the system at time t, f(xt, t)
as the drift term, Q̃(t), S(t) as the variance of the noises and
yt as the observation at time t with y0 = 0.

System (1) can model most practical physical situation.
Taking a falling body in a constant field as an example, it
can be modelled by a noise disturbed second-order system,

z̈ = ga + ṽt, t ≥ 0 (2)

where the scalar z is the position, ga is gravitational accel-
eration and ṽt is the white noise due to air friction. Let the
position be z = x1 and the velocity ż = x2. Then, defining
the state vector xt = [x1, x2]T , (2) can be written in system
form

ẋt =

[
0 1
0 0

]
xt +

[
0
ga

]
+

[
0
1

]
ṽt. (3)
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We get scalar observations of position

ỹt = [1, 0]xt + w̃t (4)

where w̃t is the white noise due to measuring error. Since
the white noise can be regarded as the derivative of Brownian
motion in Itô sense [8], we can rewrite the mathematical model
as follows: dxt =

([
0 1
0 0

]
xt +

[
0
ga

])
dt+

[
0
1

]
dvt

dyt = [1, 0]xtdt+ dwt

(5)

where dvt = ṽtdt, dwt = w̃tdt, dyt = ỹtdt.
It is widely acknowledged that the most influential work in

filtering theory is the classical Kalman filter (KF) [6] which
was published in 1960 and its continuous counterpart Kalman-
Bucy filter [7]. Since then, there have been many derivatives
of KF in filtering theory and control area. These methods
approximate certain statistical quantities, such as mean and
variance, among which the extended Kalman filter (EKF) is
one of the most famous ones for the nonlinear filtering (NLF)
problems. Till now, KF and its derivatives are still widely
used in various industrial applications and scientific problems
such as tracking, communications, economics and etc. Another
possible way which is called global approach in [10] is to solve
for the conditional density function of the states either directly
or numerically. It is known that the unnormalized density
function of the states satisfies the Duncan-Mortensen-Zakai
(DMZ) equation [3], [11], [21]. Recently the second and the
third author of this paper have developed a real-time algorithm
for the general NLF problems without memory based on DMZ
equation [9]. Its effectiveness has been numerically verified
in very low dimensional problems. For more results on this
direction, we refer interested readers for the survey paper [10].

In some sense, the NLF problems are said to be completely
solved, if one can solve DMZ equation in real time and in
a memoryless way since all the statistical information can be
extracted from conditional density function of the states. For
the past quarter of a century, as far as we know, there are
two methods to solve DMZ equation explicitly. The first one
is to use Lie algebraic method to solve the DMZ equation
via the Wei-Norman approach. The basic idea is to reduce
the DMZ equation to a finite system of ordinary differential
equations (ODE), Kolmogorov equation, and several first-order
linear partial differential equations (PDE). However, one must
know the basis of the estimation algebra. The third author
and his co-workers [4], [17] have completely classified all
finite dimensional estimation algebras of maximal rank. In
particular, they have proved that all the observation terms
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hi(x), 1 ≤ i ≤ m, must be polynomials of degree one.
Another approach is the direct method introduced in [14],
[16]. Compared with the Lie algebraic method, it does not
need to know the basis. Furthermore, it is unnecessary to
integrate n first-order linear PDEs, which is inevitable in the
Lie algebraic method. We need to remark that, all the direct
methods are for the Yau systems [19], i.e., f(x, t) in (1) is of
the form f(x, t) = Lx + l + ∇φ(x) where L, l are matrices
with proper dimensions and φ(x) is a C∞ function. Though it
seems restrictive, it includes Kalman-Bucy [7] and Beneš [1]
filtering systems as its special cases. Under the assumption that
the noises’ covariances of state and observation are identity
matrices and the system is time-invariant, the direct method
has been extensively studied in [5], [15], [16], [18] and [19].

Time-invariant system can only be seen as an ideal model
of practical applications. Thus, it is more meaningful to solve
time-varying NLF problems. In this paper, we shall consider
filtering problems for the time-varying Yau systems with
time-varying covariances which extends the results of that
in [19]. The novelty of this paper lies in how to transform
the Kolmogorov forward equation (KFE) into a time-varying
Schrödinger equation with respect to the time-varying nonlin-
ear systems since the corresponding DMZ equation are much
more complicated than that in [19].

This paper is organized as follows. The basic model and
some preliminary results are stated in the next section. In
section III, we shall construct a transformation to change the
Kolmogorov equation into the one without drift term which is
stated in Theorem 1. With further assumption on potential, we
solve the KFE formally and directly by power series method
in section IV. In section V, we use direct method to solve a
numerical example and compare it with EKF. We arrive at the
conclusion in the last section.

II. PRELIMINARIES

Firstly we give some assumptions in terms of system (1).
We assume that G(t) , g(t)Q̃(t)gT (t) is C∞ smooth, f(x, t)
and h(x, t) are C∞ smooth in both state and time. For the
sake of clarity we state some notations first: ∗ij denotes the
ij−entry of the matrix ∗, ∗i denotes the i−th element of the
vector ∗ and ∗T denotes the transposition of ∗.

The unnormalized density function σ(t, x) of xt conditioned
on the observation history Ft , {ys : 0 ≤ s ≤ t} satisfies
the DMZ equation [3]:{

dσ(t, x) = Lσ(t, x)dt+ σ(t, x)hT (x, t)S−1(t)dyt

σ(0, x) = σ0(x),
(6)

where σ0(x) is the probability density of the initial sate x0,
and

L(∗) ≡ 1

2

n∑
i,j=1

∂2

∂xi∂xj
[Gij(t)∗]−

n∑
i=1

∂(fi∗)
∂xi

. (7)

For each arrived observation, making an invertible exponential
transformation [12]

u(t, x) = exp
[
−hT (x, t)S−1(t)yt

]
σ(t, x), (8)

the DMZ equation is transformed into a deterministic PDE
with stochastic coefficients

∂u

∂t
(t, x) =

1

2

n∑
i,j=1

Gij(t)
∂2u

∂xi∂xj
(t, x)−

n∑
i=1

fi
∂u

∂xi
(t, x)

+

(
− ∂

∂t

(
hTS−1

)T
yt

+
1

2

n∑
i,j=1

Gij(t)

[
∂2K̃

∂xi∂xj
+
∂K̃

∂xi

∂K̃

∂xj

]

−
n∑
i=1

fi
∂K̃

∂xi
(t, x)−

n∑
i=1

∂fi
∂xi

(t, x)

−1

2

(
hTS−1h

))
u(t, x)

u(0, x) =σ0(x),
(9)

in which
K̃(x, t) = hT (x, t)S−1(t)yt. (10)

We shall call (9) “pathwise-robust” DMZ equation in this
paper. However, the exact solution to (9), generally speaking,
does not have a closed form. Therefore, many mathematicians
try to seek an efficient algorithm to construct a good ap-
proximation. Let us assume the observations arrive at discrete
instants, therefore we construct the approximation as in [9]
and get the robust DMZ equation (11) in each time interval.

Let us denote the observation time sequence as Pk = {0 =
τ0 < τ1 < · · · < τN = T}. Let uk be the solution of the
robust DMZ equation with yt = yτk−1

on the time interval
τk−1 ≤ t ≤ τk, k = 1, 2, · · · , N ,

∂uk
∂t

(t, x) =
1

2

n∑
i,j=1

Gij(t)
∂2uk
∂xi∂xj

(t, x)−
n∑
i=1

fi
∂uk
∂xi

(t, x)

+

(
− ∂

∂t

(
hTS−1

)T
yτk−1

+
1

2

n∑
i,j=1

Gij(t)

[
∂2K

∂xi∂xj
+
∂K̃

∂xi

∂K̃

∂xj

]

−
n∑
i=1

fi
∂K̃

∂xi
(t, x)−

n∑
i=1

∂fi
∂xi

(t, x)

−1

2

(
hTS−1h

))
uk(t, x)

u1(0, x) =σ0(x),

uk(τk−1, x) =uk−1(τk−1, x), k = 2, 3, · · ·N.
(11)

with
K̃(x, t) = hT (x, t)S−1(t)yτk−1

. (12)

Define the norm of Pk by |Pk| = sup1≤k≤N (τk − τk−1). By
[20], we know that in both point-wise sense and L2 sense,

u(τ, x) = lim
|Pk|→0

uk(τ, x). (13)

Therefore, uk(t, x) is a good approximation of u(t, x) in the
interval [τk−1, τk]. We only need to seek the solution of DMZ
equation (11).
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In [9], the second and third author proposed an on - and off-
line algorithm to solve the NLF problems in real time which
has been verified numerically as an effective tool in very low
dimension. The key observation is that the heavy computation
of solving PDE can be moved to off-line by the following
proposition.

Proposition 1. (Proposition 2.1, [9] ) For each τk−1 ≤ t ≤
τk, k = 1, 2, · · · , N , uk(t, x) satisfies (11) if and only if

ũk(t, x) = exp
[
hT (x, t)S−1(t)yτk−1

]
uk(t, x), (14)

satisfies the KFE

∂ũk
∂t

(t, x) =

(
L− 1

2
hTS−1h

)
ũk(t, x), (15)

where L is defined in (2). That is, ũk(t, x) satisfies

∂ũk
∂t

(t, x) =
1

2

n∑
i,j=1

Gij(t)
∂2ũk
∂xi∂xj

(t, x)−
n∑
i=1

fi
∂ũk
∂xi

(t, x)

−

(
n∑
i=1

∂fi
∂xi

(t, x) +
1

2
hTS−1h

)
ũk(t, x)

ũ1(0, x) =σ0(x),

ũk(τk−1, x) = exp
[
hT (x, τk−1)S−1(τk−1)(yτk−1

− yτk−2
)
]

· ũk−1(τk−1, x), k = 2, 3, · · ·N.
(16)

III. SCHRÖDINGER EQUATION

As mentioned in the introduction, all the direct methods are
for time-invariant Yau system [19]. Even though they include a
large class of systems such as time-invariant Kalman-Bucy [7]
and Beneš [1] filtering systems, time-varying systems are more
general in real applications. In this section, we aim to extend
the results to the more general time-varying Yau systems

f(x, t) = L(t)x+ l(t) +∇xφ(t, x), (17)

where L(t) = (lij(t)), 1 ≤ i, j ≤ n, lT (t) = (l1(t), · · · ln(t))
and φ(t, x) is a C∞ function on Rn. For the conciseness of
notation, we shall omit the t in l and L in the sequel if no
confusion will arise.

Proposition 2. Suppose ũk(t, x) is the solution to (16) in the
interval [τk−1, τk], k = 1, 2, · · ·N and f(x, t) is of the form
(17). Let

ũk(t, x) = eφ(t,x)ṽk(t, x), (18)

then we have the following equation for ṽk(t, x).

∂ṽk
∂t

(t, x) =
1

2

n∑
i,j=1

Gij(t)
∂2ṽk
∂xi∂xj

(t, x)

− (Lx+ l)T∇ṽk(t, x)− 1

2
q(t, x)ṽk(t, x),

ṽ1(0, x) =σ0(x)e−φ(0,x),

ṽk(τk−1, x) = exp
[
hT (x, τk−1)S−1(τk−1)(yτk−1

− yτk−2
)
]

· ṽk−1(τk−1, x), k = 2, 3, · · ·N,
(19)

where

q(t, x) =

n∑
i,j=1

Gij(t)
∂2φ

∂xi∂xj
(t, x) +∇xφT (t, x)G(t)∇xφ(t, x)

+ 2(Lx+ l)T∇φx(t, x)

+

n∑
p,l=1

S−1pl (t)hp(x, t)hl(x, t) + 2tr(L).

(20)

Proof. Direct computations yield that

∂ũk
∂t

(t, x) =eφ(t,x)
∂ṽk
∂t

(t, x), (21)

∂ũk
∂xi

(t, x) =eφ(t,x)
[
∂φ

∂xi
(t, x)ṽk(t, x) +

∂ṽk
∂xi

(t, x)

]
, (22)

and

∂2ũk
∂xi∂xj

(t, x) =eφ(t,x)
∂φ

∂xj
(t, x)

[
∂φ

∂xi
(t, x)ṽk(t, x) +

∂ṽk
∂xi

(t, x)

]
+ eφ(t,x)

[
∂2φ

∂xi∂xj
(t, x)ṽk(t, x)

+
∂φ

∂xi
(t, x)

∂ṽk
∂xj

(t, x) +
∂2ṽk
∂xi∂xj

(t, x)

]
.

(23)

Put (18), (21)-(23) into (16), we arrive at (19). The initial
conditions of ṽk follow from those in (16).

By (13), (14) and (18), it can be easily concluded that the
filtering problem for time-varying Yau system (17) becomes
solving the Kolmogorov equation (19). In [19], the third author
and his co-worker changed the KFE (19) into Schrödinger
equation. However, the transformation is much more difficult
here since the coefficients Gij in front of the second derivative
in (19) are time-varying rather than the identity matrix I .
Some assumptions on the system are stated below and the
transformation will be introduced in Theorem 1.

Assumption 1. G(t) is positive definite matrix.

Since G(t) is positive definite, then we can find a positive
definite matrix F (t) > 0 such that

G(t) = F (t)FT (t) (24)

according to Cholesky decomposition.

Assumption 2. L(t) in (17) can be expressed as follows:

L(t) = G(t)Ω(t) +
dF (t)

dt
F−1(t) (25)

where Ω(t) ∈ Rn×n is an arbitrary symmetric matrix.

Remark 1. If the state of system (1) is scalar or the state
is a vector and G(t), L(t) are diagonal, it is obvious that
Assumption 2 is naturally satisfied.

Under Assumption 1-2, we introduce a transformation
to eliminate the drift term ∇ṽk(t, x) in (19). So that the
Schrödinger equation can be naturally connected to the NLF
problems later, see details in section IV.
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Theorem 1. Under Assumption 1-2, suppose ṽk(t, x) is a
solution of (19) and let

ṽk(t, x) = ex
TD(t)xvk(t, z), (26)

where
z = B(t)x+ b(t),

B(t) = F−1(t),

b(t) =

∫ t

0

B(s)l(s)ds,

(27)

and

D(t) =
1

2
Ω(t). (28)

Then vk(t, z) is the solution of the following equation:

∂vk
∂t

(t, z) =
1

2
∆vk(t, z)

− 1

2
q̃ (t, F (t)z − F (t)b(t)) vk(t, z)

v1(0, x) =σ0(F (0)x)

· exp
[
−φ (0, F (0)x)− (F (0)x)

T
D(0) (F (0)x)

]
vk(τk−1, x) = exp

[
hT (F (τk−1)x− F (τk−1)b(τk−1), τk−1)

S−1(τk−1)(yτk−1
− yτk−2

)
]
vk−1(τk−1, x),

(29)
k = 2, 3, · · ·N , where

q̃(t, x) =q(t, x) + 2xT
dD(t)

dt
x− tr

(
G(t)(D(t) +DT (t))

)
− xT

(
D(t) +DT (t)

)
G(t)

(
D(t) +DT (t)

)
x

+ 2(L(t)x+ l)T
(
D(t) +DT (t)

)
x.

(30)

Proof. Through direct computations, we have

∂ṽk
∂t

(t, x) =ex
TD(t)x

[
xT

dD(t)

dt
xvk(t, z) +

∂vk
∂t

(t, z)

+

n∑
i,j=1

∂vk
∂zi

(t, z)

(
dBij(t)

dt
xj +

dbi(t)

dt

)
=ex

TD(t)x

[
xT

dD(t)

dt
xvk(t, z) +

∂vk
∂t

(t, z)

+

(
dB(t)

dt
x+

db(t)

dt

)T
∇vk(t, z)

]
, (31)

∂ṽk
∂xi

(t, x) =ex
TD(t)x

[
n∑
l=1

(Dil +Dli)xlvk(t, z)

+

n∑
l=1

∂vk
∂zl

(t, z)bli

]

=ex
TD(t)x

[
n∑
l=1

(Dil +Dli)xlvk(t, z)

+
(
BT (t)∇vk(t, z)

)
i

]
, (32)

and

∂2ṽk
∂xi∂xj

(t, x) =ex
TD(t)x

n∑
l=1

(Djl +Dlj)xl

·

[
n∑
p=1

(Dip +Dpi)xpvk(t, z)

+
(
BT (t)∇vk(t, z)

)
i

]
+ ex

TD(t)x [(Dij +Dij)vk(t, z)

+

n∑
l=1

(Dil +Dli)xl
(
BT (t)∇vk(t, z)

)
j

+

n∑
p,l=1

∂2vk
∂zp∂zl

(t, z)bpiblj

 , (33)

where ∗ij denotes the ij−entry of the matrix ∗, ∗i denotes
the i−th element of the vector ∗.

Let us write (32) and (33) compactly:

∇ṽk(t, x) =ex
TD(t)x

[(
D(t) +DT (t)

)
xvk(t, z)

+BT (t)∇vk(t, z)
]
, (34)

n∑
i,j=1

Gij(t)
∂2ṽk
∂xi∂xj

(t, x)

=ex
TD(t)x

[(
D(t)x+DT (t)x

)T
G(t)

(
D(t)x+DT (t)x

)
vk(t, z)

+ 2
(
D(t)x+DT (t)x

)T
BT (t)∇vk(t, z)

+ tr
(
G(t)(D(t) +DT (t))

)
vk(t, z)

+

n∑
i,j=1

n∑
p,l=1

BilGlpBjp
∂2vk
∂zi∂zj

(t, z)

 . (35)

Put (26), (31), (34) and (35) into (19), we can get

∂vk
∂t

(t, z) =
1

2
tr
(
G(t)BT (t)H(vk(t, z))B(t)

)
+
[(
B(t)G(t)

(
D(t) +DT (t)

)
−B(t)L(t)− dB(t)

dt

)
x

−
(
db(t)

dt
+B(t)l(t)

)]T
∇vk(t, z)

− 1

2

[
q(t, x) + 2xT

dD(t)

dt
x

− xT (D(t) +DT (t))G(t)(D(t) +DT (t))x

− tr
(
G(t)(D(t) +DT (t))

)
+2(L(t)x+ l(t))T (D(t) +DT (t))x

]
vk(t, z),

(36)
where H(vk(t, z)) is the Hessian matrix of vk(t, z).

The form

∂vk
∂t

(t, z) =
1

2
∆vk(t, z)− 1

2
q̃(t, x)vk(t, z) (37)



IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS, VOL. XX, NO. XX, XX.XXXX 5

can be obtained by choosing B(t), b(t), D(t) such that

B(t)G(t)BT (t) = In×n,

db(t)

dt
+B(t)l(t) = 0,

B(t)G(t)
(
D(t) +DT (t)

)
−B(t)L(t)− dB(t)

dt
= 0.

(38)

Then we can easily get B(t) and b(t) from (24) and the first
two equations of (38). The last equation of (38) is equivalent
to

D(t) +DT (t) = G−1B−1(BL+
dB

dt
)

= G−1L+G−1B−1
dB

dt

= G−1L−G−1 dF
dt
F−1.

(39)

Under Assumption 2 we can get

D(t)+DT (t) = G−1
(
GΩ +

dF

dt
F−1

)
−G−1 dF

dt
F−1 = Ω(t).

(40)
Without loss of generality, we choose D(t) to be symmetric,
i.e. D(t) = DT (t) = 1

2Ω(t). Eqn. (29) follows from (37)
immediately, by noting that x = B−1(t)z −B−1b(t).

IV. FILTERING PROBLEM

If q(t, x) in (29) is quadratic in x, then it is called
Schrödinger equation. Though it feels very restrictive, it in-
cludes Kalman-Bucy [7] and Beneš [1] filtering.

Assumption 3. q̃(t, x) defined in (20) is quadratic with respect
to (w.r.t.) x.

Notice that observation term hi(x, t) can be nonlinear which
extends the Kalman-Bucy filtering system. Since q(t, x) is
quadratic, hi(x, t), 1 ≤ i ≤ m, are of linear growth w.r.t.
the state x, i.e., h2i (x, t) ≤ M(t)(1 + |x|2) for some M(t)
from (20).

Since q̃(t, x) is quadratic in x by (30) under Assumption 3.
Thus we can assume that

q̃(t, x) = xTQ(t)x+ pT (t)x+ r(t). (41)

Theorem 2. Let K(t, x, y) be the fundamental solution of

∂vk
∂t

(t, x) =
1

2
∆vk(t, x)− 1

2
q̃ (t, F (t)x− F (t)b(t)) vk(t, x),

(42)

where

q̃ (t, F (t)x− F (t)b(t))

=xTFT (t)Q(t)F (t)x

−
[
2bT (t)FT (t)Q(t)F (t)− pT (t)F (t)

]
x

+ bT (t)FT (t)Q(t)F (t)b(t)− pT (t)F (t)b(t) + r(t).

(43)

Assume the fundamental solution K(t, x, y) can be written as

K(t, x, y) = (2πt)−n/2exp
{
xT Ã(t)x+ xT B̃(t)y + yT C̃(t)y

+D̃T (t)x+ ẼT (t)y + s(t)
}
(44)

where Ã(t), C̃(t) are n × n symmetric matrices, B̃(t) is a
n×n matrix, and D̃(t) and Ẽ(t) are column n−vector. Then
the coefficients Ã(t)− Ẽ(t) satisfy the following ODEs:

dÃ

dt
(t) = 2Ã2(t)− 1

2
FT (t)Q(t)F (t) (45)

dB̃

dt
(t) = 2Ã(t)B̃(t) (46)

dC̃

dt
(t) =

1

2
B̃T (t)B̃(t) (47)

dD̃

dt
(t) = 2Ã(t)D̃(t) + FT (t)Q(t)F (t)b(t)− 1

2
FT (t)p(t)

(48)

dẼ

dt
(t) = B̃T (t)D̃(t) (49)

ds

dt
(t) =

1

2
D̃T (t)D̃(t) + tr(Ã(t))

− 1

2

[
bT (t)FT (t)Q(t)F (t)b(t)

−pT (t)F (t)b(t) + r(t)
]

+
n

2t
(50)

Proof. The proof is the same as that of Theorem 4 in [19].

Since G(t) is C∞ smooth, f(x, t) and h(x, t) are C∞

smooth in both state and time, it can be easily concluded that
F (t), b(t), Q(t), p(t) and r(t) are analytic. Therefore we shall
solve the ODEs (45)-(50) formally by power series method.

Theorem 3. Under Assumption 1-3, the solution vk(t, z) in
τk−1 ≤ t ≤ τk of (29) with q̃ (t, F (t)x− F (t)b(t)) in (43) is
given by

vk(t, x) =

∫
Rn

K(t, x, y)vk(τk−1, y)dy, (51)

where

K(t, x, y) =(2π(t− τk−1))−n/2

· exp

{
− |x− y|2

2(t− τk−1)
+ xT Ã(t− τk−1)x

+ xT B̃(t− τk−1)y + yT C̃(t− τk−1)y

+ D̃T (t− τk−1)x+ ẼT (t− τk−1)y

+s(t− τk−1)} ,
(52)

with Ã(t − τk−1) =
∞∑
ν=1

Ãν(t − τk−1)ν , B̃(t − τk−1) =

∞∑
ν=1

B̃ν(t− τk−1)ν , C̃(t− τk−1) =
∞∑
ν=1

C̃ν(t− τk−1)ν , D̃(t−

τk−1) =
∞∑
ν=1

D̃ν(t − τk−1)ν , Ẽ(t − τk−1) =
∞∑
ν=1

Ẽν(t −

τk−1)ν , s(t − τk−1) =
∞∑
ν=1

sν(t − τk−1)ν , b(t − τk−1) =

∞∑
ν=0

bν(t − τk−1)ν , F (t − τk−1) =
∞∑
ν=0

Fν(t − τk−1)ν , Q(t −

τk−1) =
∞∑
ν=0

Qν(t − τk−1)ν , p(t − τk−1) =
∞∑
ν=0

pν(t −
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τk−1)ν , r(t− τk−1) =
∞∑
ν=0

rν(t− τk−1)ν , where

Ãν+1 =
2

ν + 3

ν∑
i=0

ÃiÃν−i

− 1

2(ν + 3)

ν∑
j=0

j∑
i=0

FTi Qj−iFν−j , (53)

B̃ν+1 =
2

ν + 2

ν+1∑
i=0

ÃiB̃ν−i, (54)

C̃ν+1 =
1

2(ν + 1)

ν+1∑
i=−1

B̃Ti B̃ν−i, (55)

D̃ν+1 =
2

ν + 2

ν+1∑
i=0

ÃiD̃ν−i −
1

2(ν + 2)

ν∑
i=0

FTi pν−i

− 1

2(ν + 2)

ν∑
j=0

j∑
i=0

i∑
l=0

FTl Qi−lFj−ibν−j , (56)

Ẽν+1 =
2

ν + 1

ν+1∑
i=−1

B̃iD̃ν−i, (57)

sν+1 =
1

2(ν + 1)

ν+1∑
i=−1

D̃T
i D̃ν−i +

1

ν + 1
tr(Ãν)

− 1

2(ν + 1)

 ν∑
i=0

i∑
j=0

j∑
m=0

m∑
l=0

bTl F
T
m−lQj−mFi−jbν−i

−
ν∑
j=0

j∑
i=0

pTi Fj−ibν−j + rν

 , (58)

with

Ã−1 = C̃−1 = −1

2
I, B̃−1 = I,

D̃−1 = Ẽ−1 = s−1 = 0,

Ã0 = B̃0 = C̃0 = D̃0 = Ẽ0 = s0 = 0.

(59)

Proof. Suppose that all matrices in (45)-(50) can be expanded
as follows:

Ã(t) =

∞∑
i=−1

Ãit
i, B̃(t) =

∞∑
i=−1

B̃it
i, C̃(t) =

∞∑
i=−1

C̃it
i,

D̃(t) =

∞∑
i=−1

D̃it
i, Ẽ(t) =

∞∑
i=−1

Ẽit
i, s(t) =

∞∑
i=−1

sit
i,

b(t) =

∞∑
i=0

bit
i, F (t) =

∞∑
i=0

Fit
i, Q(t) =

∞∑
i=0

Qit
i,

p(t) =

∞∑
i=0

pit
i, r(t) =

∞∑
i=0

rit
i. (60)

Put (60) into (45)-(50), we can easily know that:

1) Equation (45) is equivalent to

−Ã−1 =2Ã2
−1 (61)

0 =2(Ã−1Ã0 + Ã0Ã−1) (62)

(ν + 1)Ãν+1 =2

ν+1∑
i=−1

ÃiÃν−i

− 1

2

ν∑
j=0

j∑
i=0

FTi Qj−iFν−j , ν ≥ 0 (63)

2) Equation (46) is equivalent to

−B̃−1 =2Ã−1B̃−1 (64)

0 =2(Ã−1B̃0 + Ã0B̃−1) (65)

(ν + 1)B̃ν+1 =2

ν+1∑
i=−1

ÃiB̃ν−i, ν ≥ 0 (66)

3) Equation (47) is equivalent to

−C̃−1 =
1

2
B̃T−1B̃−1 (67)

0 =
1

2
(B̃T−1B̃0 + B̃T0 B̃−1) (68)

(ν + 1)C̃ν+1 =
1

2

ν+1∑
i=−1

B̃Ti B̃ν−i, ν ≥ 0 (69)

4) Equation (48) is equivalent to

−D̃−1 =2Ã−1D̃−1 (70)

0 =2(Ã−1D̃0 + Ã0D̃−1) (71)

(ν + 1)D̃ν+1 =2

ν+1∑
i=−1

ÃiD̃ν−i −
1

2

ν∑
i=0

FTi pν−i

− 1

2

ν∑
j=0

j∑
i=0

i∑
l=0

FTl Qi−lFj−ibν−j , ν ≥ 0

(72)

5) Equation (49) is equivalent to

−Ẽ−1 =B̃T−1D̃−1 (73)

0 =(B̃T−1D̃0 + B̃T0 D̃−1) (74)

(ν + 1)Ẽν+1 =2

ν+1∑
i=−1

B̃iD̃ν−i, ν ≥ 0 (75)

6) Equation (50) is equivalent to

−s−1 =
1

2
D̃T
−1D̃−1 (76)

0 =
1

2
(D̃T
−1D̃0 + D̃T

0 D̃−1) + tr(Ã−1) +
n

2
(77)

(ν + 1)sν+1 =
1

2

ν+1∑
i=−1

D̃T
i D̃ν−i + tr(Ãν)

− 1

2

 ν∑
i=0

i∑
j=0

j∑
m=0

m∑
l=0

bTl F
T
m−lQj−mFi−jbν−i

−
ν∑
j=0

j∑
i=0

pTi Fj−ibν−j + rν

 , ν ≥ 0 (78)
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TABLE I
NUMERICAL IMPLEMENTATION OF DIRECT METHOD

Algorithm numerical implementation of direct method for (1)
1: Initialization: give T0, T,∆, σ0(x),M ≥ 0
2: Calculate N = (T − T0)/∆
3: Calculate F (t), B(t), b(t), D(t) by (24),(25),(27),(28)
4: Calculate Q(t), p(t), r(t) by (20),(30),(41)
5: Calculate Ãν , B̃ν , C̃ν , D̃ν , Ẽν , sν , 0 ≤ ν < M by (53)-(58)
6: Calculate x̂t0
7: for k = 1 to N do
8: Calculate vk(tk−1, x), vk(tk, x) by (29),(51)
9: Calculate ṽk(tk, x), ũk(tk, x) by (26),(18)

10: Calculate uk(tk, x), σ(tk, x) by (14),(8)
11: Calculate x̂tk
12: Assign k := k + 1
13: end for
[T0, T ] is the appointed time period, ∆ is discrete time step size, M is
the assumed truncate order, and σ0(x) is the assumed probability density
of the initial sate x0.

The verification of K(t, x, y) in (52) is a fundamental solution
of (29) is the same as that of Theorem 5 in [19].

V. SIMULATIONS

In this section, we use an example to show the efficiency
of the proposed direct method and compare it with EKF.

A. Algorithm

To implement the proposed direct method numerically, we
need to truncate the higher order in (60), which means that
we only need to compute Ãν , B̃ν , C̃ν , D̃ν , Ẽν , sν , 0 ≤ ν < M
by (53)-(58) where M is the assumed order. The numerical
procedure of direct method for nonlinear filtering problem (1)
is listed in TABLE I.

B. Numerical example

The numerical example considered here is as follows:
dxt =

t

40
· xtdt+ dvt

dy1(t) = xt sinxtdt+ dw1(t)

dy2(t) = xt cosxtdt+ dw2(t),

(79)

where xt ∈ R is state with initial state x0. Here the true
initial state x0 has been chosen to be 0.1, vt ∈ R is standard
Brownian motion, and y(t) = [y1(t), y2(t)]T ∈ R2 is the two
dimensional measurement, wt = [w1(t), w2(t)]T is the two
dimensional standard Brownian motion.

Numerical simulations are obtained through the construction
of an exact stochastic realization of system (79) at discrete
times tk = k∆ with ∆ = 0.01 on the interval [0, T ] with
T = 10 according to Euler-Maruyama method. All ODEs and
integrals in the simulations by two methods are solved by
Euler method. The initial values for EKF are x̂0 and P0 and
σ0(x) is Gaussian distribution N(x0, P0) and the integral step
size for direct method is h = 0.05.

We shall take different initial to examine the effectiveness of
our direct method. The initial value x̂0 is generated by posing
various P0. We observe that when P0 = 3, EKF blows up 8

TABLE II
AVERAGE OF MSE BY DIRECT METHOD AND EKF

Algorithm Direct method EKF
P0 = 0.1 1.9671 7.1694
P0 = 3 2.1196 ——
P0 = 10 2.2753 ——

time
0 2 4 6 8 10

st
at

e

0.5

1

1.5

2

2.5

3

3.5

4
True state x
Direct method
EKF

Fig. 1. Estimation results of state x with x̂0 ∼ N(x0, 0.1)

times in 100 simulations and this number becomes 80 when
P0 = 10, while our method seems not so sensitive as EKF.

We define the mean of the squared estimation error (MSE)
for one realization

µx =
1

N + 1

N∑
k=0

(xtk − x̂tk)2, (80)

and the average of MSE over 100 simulations for different
methods are listed in Table II. The average estimation results
of EKF with P0 = 3, 10 cannot be obtained due to the blow
up.

The average results over 100 simulations of different meth-
ods are displayed in Fig. 1-3. It can be clearly seen that the
proposed direct method always performs better than the EKF
and our method can trace the real state well even with large P0

which means that the estimation initial value x̂0 is far from
the real initial value x0. Furthermore, comparing estimation
results of direct method in Fig. 1-3, we can observe that x̂0
only effects the initial estimation result and direct method has
the same performance with different x̂0 after some time. This
property is very useful, since in real applications, we can
hardly know the real initial state and P0 can be very large,
so the direct method is superior from this point of view.

VI. CONCLUSION

In this paper, we extend the algorithm developed in [19]
to solve the NLF problems for the time-varying Yau filtering
system with arbitrary initial conditions. Under some mild as-
sumptions, we get the corresponding time-varying Schrödinger
equation by the transformation of the DMZ equation, and then
we write down its fundamental solution in terms of the solution
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Fig. 2. Estimation results of state x with x̂0 ∼ N(x0, 3)
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Fig. 3. Estimation results of state x with x̂0 ∼ N(x0, 10)

of a system of ODEs, which are solved by power series method
when the potential is quadratic in state. Besides, the numerical
simulation shows the efficiency of the proposed method.
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