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#### Abstract

In this paper, we present $L^{2}$ and negative-order norm estimates for the local discontinuous Galerkin (LDG) method solving variable coefficient Schrödinger equations. For these special solutions the LDG method exhibits "hidden accuracy", and we are able to extract it through the use of a convolution kernel that is composed of a linear combination of B-splines. This technical was initially introduced by Cockburn, Luskin, Shu, and Süli for linear hyperbolic equations and extended by Ryan et al. as a smoothness-increasing accuracy-conserving (SIAC) filter. We demonstrate that it is possible to extend the SIAC filter on Schrödinger equations. When polynomials of degree $k$ are used, we can prove theoretically the LDG method solutions are of order $k+1$, whereas the post-processed solutions that convolution with the SIAC filter are of order at least $2 k$. Additionally, we present numerical results to confirm that the accuracy of LDG solutions can be improved from $\mathbb{O}\left(h^{k+1}\right)$ to at least $\mathbb{O}\left(h^{2 k+1}\right)$ for Schrödinger equations by using alternating numerical fluxes.
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## 1. Introduction

In this paper, we consider the accuracy enhancement of the local discontinuous Galerkin (LDG) method solving variable coefficient Schrödinger equations with smooth solutions

$$
\begin{align*}
& i u_{t}+\Delta u-V(\boldsymbol{x}) u=0, \quad(\boldsymbol{x}, t) \in \Omega \times(0, T]  \tag{1.1}\\
& u(\boldsymbol{x}, 0)=u_{0}(\boldsymbol{x}) \tag{1.2}
\end{align*}
$$

Here $i=\sqrt{-1}$ is the complex unity, $t$ is the time variable, $\boldsymbol{x}=\left(x_{1}, \ldots, x_{d}\right), d \leq 3$ represents the spatial dimension, $u(\boldsymbol{x}, t)$ is a complex wave function, and $V(\boldsymbol{x})$ is a given real value electrostatic potential. The accuracy enhancement technique is based on the a priori $L^{2}$ and negative-order norm error estimates for the LDG method. In these estimates, we concentrate on the method in the interior of the domain and neglect the effect of the boundary terms, therefore we always consider the periodic boundary conditions, also, assuming the initial condition $u_{0}(\boldsymbol{x})$ is a smooth function.

The time dependent Schrödinger equations can describe many phenomena, and have many significant applications in optics, seismology and plasma physics, especially in describing the quantum state of a physical system over the time, but we can hardly get the solution exactly. To solve this problem many numerical methods have been investigated, we implement the local discontinuous Galerkin (LDG) method [1,2] in this paper. Discontinuous Galerkin methods (DG) are a class of finite

[^0]element methods using completely discontinuous basis functions. The first DG method was introduced in 1973 by Reed and Hill [3], in the framework of neutron transport, i.e. a time independent linear hyperbolic equation. It was first developed for hyperbolic conservation laws by Cockburn et al. The LDG method is an extension of the DG method, aimed at solving partial differential equations (PDEs) containing higher than first order spatial derivatives. The LDG method was constructed by Cockburn and Shu [4] to solve nonlinear convection diffusion equations containing second order spatial derivatives. The idea of the LDG method is to rewrite the equations with higher order derivatives into a first order system, then apply the DG method on the system. The design of the numerical fluxes is the key ingredient to ensure stability. The LDG method is particularly a nice method that is suitable for unstructured meshes as well as parallelization due to the properties of the approximation space and the choice of numerical flux, and it has been developed for various high order PDEs. We refer reader to [5-7] and the review paper [8] for more details about the recent development of DG and LDG methods.

In [1] Xu and Shu developed the LDG method to solve the nonlinear Schrödinger equations, and they proved $k+1$ order of accuracy where $k$ is the highest order of the approximation polynomials for the linear Schrödinger equation [2], when alternating flux was used. In this paper we consider the a priori error estimate for the variable coefficient Schrödinger equations and the negative-order norm estimate. Since the DG methods use piecewise polynomial to approximate the solution of a differential equation over a domain, the inter-element discontinuities are usually problematic in error estimates. The local post-processing technique can make use of the information contained in the negative-order norm, to improve the continuity and degree of the DG approximations while preserving and extracting the superconvergence of the original DG approximations. This technique was firstly developed by Bramble and Schatz for the continuous finite element methods [9] in 1977, further studied by Thomée to obtain a similar superconvergence order approximation for derivatives in [10]. In 1978 Mock and Lax deduced this technique from another point of view by studying the discontinuous solution of linear hyperbolic equation [11]. Cockburn, Luskin, Shu and Süli [12] initially introduced this technique for linear hyperbolic equations with periodic boundary conditions, in the context of the discontinuous Galerkin methods. The superconvergence rate of $2 k+1$ is proven in the negative order norm. Later Shu and Ryan [13] proposed the idea of one-side post-processing technique, which can be applied to the boundary regions, discontinuities, and interface of the elements.

Furthermore, this technique is labeled as a smoothness-increasing accuracy-conserving (SIAC) filter by Kirby, Ryan et al. [14]. This one-side idea was modified in [15] and named as a position-dependent filter to deal with the non-periodic boundary. It was also extended to the nonuniform mesh [16], and different kinds of element including quadrilateral, structure triangular, tetrahedral and even unstructured triangular mesh [17-19]. This technique can also be used to deal with the nonlinear equations, in [20] Ji et al. proved the negative-norm estimate for nonlinear hyperbolic conservational laws, later Meng and Ryan analyzed the divided difference estimate for nonlinear hyperbolic conservation laws [21]. There are a wide variety of studies using this post-processing technique, such as applied to an aeroacoustic problem [22], derivatives in the DG approximation [23,24], convection-diffusion equations [25], and streamline visualization [14,26].

We would like to mention briefly recent superconvergence results for finite element methods to Schrödinger equations. In [27] Zhou et al. build a special interpolation function by construction a correction function, thus establish a strong $2 k+1$ order superconvergence between the numerical solution of the LDG method and the interpolation function, and in some special points the function value and the derivative approximation also have some superconvergence. In [28] Huang et al. considered the continuous finite element method for two-dimensional Schrödinger equations, and discussed the superconvergence error estimate in $H^{1}$ norm. In [29] Shi et al. used a nonconforming quadrilateral Wilson type finite element approximation to Schrödinger equations and proved its second order superconvergence in $H^{1}$ norm. In this paper, we estimate the $L^{2}$ error, and use a technical of dual argument to present an analysis of the negative-order norm for solutions obtained via the local discontinuous Galerkin method for solving variable coefficient Schrödinger equations. We obtain at least $2 k$ order of accuracy in the negative-order norm, and $k+1$ order in the $L^{2}$-norm, when the alternating flux was used. By using SIAC filter we can confirm numerically that at least $2 k+1$ order can be obtained after the post-processing.

The paper is organized as follows. In Section 2, we define relevant notations, definitions and projections that will be used in the proof of the LDG method. In Section 3, we introduce the LDG method and the $L^{2}$ error estimate for variable coefficient Schrödinger equations. In Section 4, we prove the superconvergence of the LDG solutions for Schrödinger equations in negative-order norm. And these results are confirmed numerically in Section 5. In Section 6, we give some concluding remarks.

## 2. Notations, definitions and projections

We begin by defining some necessary notations, definitions and projections used in the proof of $L^{2}$ and negative-order norms error estimates for the local discontinuous Galerkin method solving Schrödinger equations.

### 2.1. Tessellation and function spaces

Let $\mathcal{I}_{h}$ denote a tessellation of $\Omega$ with shape-regular elements $K$, invariant under translations, and the union of the boundary face of element $K \in \mathcal{I}_{h}$, denoted as $\Gamma=\cup_{K \in \mathcal{I}_{h}} \partial K$. We only consider the uniform Cartesian mesh of size $h$ in this paper.

Since the approximation space in discontinuous Galerkins methods consists of piecewise polynomials, we need to have a way of denoting the value of the approximation on the "left" and "right" side of an element boundary, $e$. We give the
designation $K_{L}$ for element to the left side of the $e$, and $K_{R}$ for element to the right side of the $e$, following the notation in [1] and [30]. The normal vectors $v_{L}$ and $\nu_{R}$ on the edge $e$ point exterior to $K_{L}$ and $K_{R}$ respectively. Assuming $\psi$ is a function defined on $K_{L}$ and $K_{R}$, let $\psi^{-}$denote $\left.\left(\left.\psi\right|_{K_{L}}\right)\right|_{e}$ and $\psi^{+}$denote $\left.\left(\left.\psi\right|_{K_{R}}\right)\right|_{e}$, the right and left traces, respectively.

Let $\mathcal{Q}^{k}(K)$ be the space of tensor product of polynomials of degree at most $k \geq 0$ on $K \in \mathcal{I}_{h}$ in each variable. The finite element spaces are denoted by

$$
\begin{aligned}
V_{h} & =\left\{\eta \in L^{2}(\Omega):\left.\eta\right|_{K} \in \mathcal{Q}^{k}(K), \forall K \in \mathcal{I}_{h}\right\}, \\
\Sigma_{h} & =\left\{\Phi=\left(\Phi_{1}, \ldots, \Phi_{d}\right) \in\left(L^{2}(\Omega)\right)^{d}:\left.\Phi_{l}\right|_{K} \in \mathcal{Q}^{k}(K), l=1 \ldots d, \forall K \in \mathcal{I}_{h}\right\} .
\end{aligned}
$$

For the one-dimensional case, $\mathcal{Q}^{k}(K)=\mathcal{P}^{k}$ which is the polynomial space of degree at most $k$.

### 2.2. Inner products and norms

We next define the $L^{2}$ and the Sobolev norms used in this paper. Additionally we define the negative-order Sobolev norm. We define the inner product as

$$
\begin{array}{ll}
(\omega, v)_{\Omega}=\sum_{K} \int_{K} \omega v d K, & (\omega, v)_{\Gamma}=\sum_{K} \int_{\partial K} \omega v d s \\
(\mathbf{p}, \mathbf{q})_{\Omega}=\sum_{K} \int_{K} \mathbf{p} \cdot \mathbf{q} d K, & (\mathbf{p}, \mathbf{q})_{\Gamma}=\sum_{K} \int_{\partial K} \mathbf{p} \cdot \mathbf{q} d s, \tag{2.4}
\end{array}
$$

for the scalar real functions $\omega, v$ and vector real functions $\mathbf{p}, \mathbf{q}$ respectively. The definitions used for the $L^{2}$-norm in $\Omega$ and on the boundary are given by

$$
\begin{equation*}
\|\omega\|_{\Omega}^{2}=\int_{\Omega}|\omega|^{2} d \mathbf{x}, \quad\|\mathbf{q}\|_{\Omega}^{2}=\int_{\Omega}|\mathbf{q}|^{2} d \mathbf{x} \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\eta\|_{\Gamma}^{2}=\sum_{K} \int_{\partial K}|\eta|^{2} d s, \quad\|\mathbf{q}\|_{\Gamma}^{2}=\sum_{K} \int_{\partial K}|\mathbf{q}|^{2} d s \tag{2.6}
\end{equation*}
$$

The $H^{l}(K)$-norm over $K$ is

$$
\begin{equation*}
\|\eta\|_{l, K}=\left(\sum_{|\alpha| \leq l}\left\|D^{\alpha} \eta\right\|_{K}^{2}\right)^{\frac{1}{2}}, \quad l \geq 0 \tag{2.7}
\end{equation*}
$$

We denote the norm in domain $\Omega$ in the following way

$$
\begin{equation*}
\|\eta\|_{l, \Omega}=\left(\sum_{K \in \mathcal{I}_{h}}\|\eta\|_{l, K}^{2}\right)^{\frac{1}{2}}, \quad\|\mathbf{q}\|_{l, \Omega}=\left(\sum_{K \in \mathcal{I}_{h}}\|\mathbf{q}\|_{l, K}^{2}\right)^{\frac{1}{2}}, \quad l \geq 0 \tag{2.8}
\end{equation*}
$$

The negative-order norm is defined as:

$$
\begin{equation*}
\|\eta\|_{-l, \Omega}=\sup _{\Phi \in \mathcal{C}_{0}^{\infty}} \frac{(\eta, \Phi)_{\Omega}}{\|\Phi\|_{l, \Omega}}, \quad l \geq 0 \tag{2.9}
\end{equation*}
$$

We note that the definition is simplified for those norms and only designate the norm type and not on domain.

### 2.3. Projections and interpolation properties

In what follows, we will consider the standard $L^{2}$-projections $P_{k}$ for the scalar functions and $\Pi_{k}$ for vector-valued functions, and we have the following error estimates ([31] Chapter 3)

$$
\begin{array}{ll}
\left\|\xi^{e}\right\|_{\Omega}+h^{\frac{d}{2}}\left\|\xi^{e}\right\|_{L^{\infty}(\Omega)}+h^{\frac{1}{2}}\left\|\xi^{e}\right\|_{\Gamma} \leq C h^{k+1}\|\xi\|_{H^{k+1}(\Omega)}, & \forall \xi \in H^{k+1}(\Omega) \\
\left\|\rho^{e}\right\|_{\Omega}+h^{\frac{d}{2}}\left\|\rho^{e}\right\|_{L^{\infty}(\Omega)}+h^{\frac{1}{2}}\left\|\rho^{e}\right\|_{\Gamma} \leq C h^{k+1}\|\rho\|_{H^{k+1}(\Omega)}, & \forall \rho \in\left[H^{k+1}(\Omega)\right]^{d} \tag{2.11}
\end{array}
$$

where $\xi^{e}=P_{k} \xi-\xi$, $\rho^{e}=\Pi_{k} \rho-\rho$. We note that the positive constant $C$ is independent of $h$.
And two special projections $P^{ \pm}$and $\Pi^{ \pm}$, in the one-dimensional case,

$$
P^{ \pm}: H^{1}(\Omega) \rightarrow V_{h},
$$

which are defined as follows. Given a function $\xi \in H^{1}(\Omega)$, and an arbitrary subinterval $K_{j}=\left(x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}\right)$, the restriction of $P^{ \pm} \xi$ to subinterval $K_{j}$ are defined as the elements of $\mathcal{P}^{k}\left(K_{j}\right)$ that satisfy

$$
\int_{K_{j}}\left(P^{+} \xi-\xi\right) \omega d x=0, \quad \forall \omega \in \mathcal{P}^{k-1}\left(K_{j}\right), \quad \text { and } \quad P^{+} \xi\left(x_{j-\frac{1}{2}}\right)=\xi\left(x_{j-\frac{1}{2}}\right)
$$

$$
\int_{K_{j}}\left(P^{-} \xi-\xi\right) \omega d x=0, \quad \forall \omega \in \mathcal{P}^{k-1}\left(K_{j}\right), \quad \text { and } \quad P^{-} \xi\left(x_{j+\frac{1}{2}}\right)=\xi\left(x_{j+\frac{1}{2}}\right)
$$

and $\Pi^{ \pm}=P^{ \pm}$in one dimension. Similar to the one-dimensional case, we can define the projections for two-dimensional problems in Cartesian meshes. The projections $P^{ \pm}$for scalar functions are defined as

$$
\begin{equation*}
P^{ \pm}=P_{x}^{ \pm} \otimes P_{y}^{ \pm} \tag{2.12}
\end{equation*}
$$

where the subscripts $x$ and $y$ indicate the one-dimensional projections [2,32]. The projections $\Pi^{ \pm}$for the vector-valued function $\rho=\left(\rho_{1}(x, y), \rho_{2}(x, y)\right) \in H^{1}(K)^{2}$ are defined as

$$
\begin{equation*}
\Pi^{ \pm} \rho=\left(P_{x}^{ \pm} \otimes\left(P_{k}\right)_{y} \rho_{1},\left(P_{k}\right)_{x} \otimes P_{y}^{ \pm} \rho_{2}\right) \tag{2.13}
\end{equation*}
$$

Here $\left(P_{k}\right)_{x}$ and $\left(P_{k}\right)_{y}$ are the standard $L^{2}$-projections in the $x$ and $y$ directions, respectively $[2,33]$.
For the definition of similar projections for the three-dimensional case we refer to [33], and for the projections mentioned above, there exists a constant $C$ independent of $h$ such that [31]

$$
\begin{aligned}
& \left\|\xi^{e}\right\|_{\Omega} \leq C h^{k+1}\|\xi\|_{H^{k+1}(\Omega)}, \quad \forall \xi \in H^{k+1}(\Omega) \\
& \left\|\rho^{e}\right\|_{\Omega} \leq C h^{k+1}\|\rho\|_{H^{k+1}(\Omega)}, \quad \forall \rho \in\left[H^{k+1}(\Omega)\right]^{d}
\end{aligned}
$$

where $\xi^{e}=P^{ \pm} \xi-\xi, \rho^{e}=\Pi^{ \pm} \boldsymbol{\rho}-\rho$.
The projection $P^{-}$on the Cartesian meshes has the following superconvergence property.
Lemma 2.1. Suppose $\xi \in H^{k+2}(\Omega), \rho \in \Sigma_{h}$, and the projection $P^{-}$, then we have

$$
\begin{equation*}
\left|\left(\xi-P^{-} \xi, \nabla \cdot \rho\right)_{\Omega}-(\xi-\widehat{P-\xi}, \rho \cdot v)_{\Gamma}\right| \leq C h^{k+1}\|\xi\|_{H^{k+2}(\Omega)}\|\rho\|_{\Omega} \tag{2.14}
\end{equation*}
$$

where the "hat" term is the numerical flux $\left(\widehat{\psi}=\psi^{-}\right)$, and $C$ is independent of $h$. Similar results hold for the projections $P^{+}$and $\Pi^{ \pm}$with proper numerical fluxes.

### 2.4. Regularity for the Schrödinger equations

We need to establish a regularity result that is used to complete the negative-order norm error estimates of the variable coefficient Schrödinger equations, that is:

Lemma 2.2. Consider the variable coefficient Schrödinger equations (1.1) with smooth initial condition (1.2), and periodic boundary conditions, and $V(\mathbf{x})$ is a given smooth real function, then the solution to (1.1) satisfies the following regularity property

$$
\begin{equation*}
\|u(x, t)\|_{l, \Omega} \leq C\|u(x, 0)\|_{l, \Omega}, \tag{2.15}
\end{equation*}
$$

for $l \geq 0$, where the $C$ is a constant that depends on $V(\mathbf{x})$.
We omit to provide a proof of this lemma as it can easily be obtained by using the energy estimate.

## 3. LDG scheme and $L^{\mathbf{2}}$ error estimate

### 3.1. The LDG scheme for Schrödinger equation

In this section we define the local discontinuous Galerkin method for Schrödinger equation (1.1), with the smooth initial condition (1.2). Firstly we decompose the complex function $u(\boldsymbol{x}, t)$ into its real and imaginary parts by

$$
u(\boldsymbol{x}, t)=r(\boldsymbol{x}, t)+i s(\boldsymbol{x}, t)
$$

where $r$ and $s$ are real functions. Under the new notation, problem (1.1) can be written as

$$
\begin{array}{ll}
r_{t}+\Delta s-V(\boldsymbol{x}) s=0, & (x, t) \in \Omega \times(0, T] \\
s_{t}-\Delta r+V(\boldsymbol{x}) r=0, & (x, t) \in \Omega \times(0, T] \tag{3.17}
\end{array}
$$

with the smooth initial conditions

$$
\begin{equation*}
r(\boldsymbol{x}, 0)=r_{0}(\boldsymbol{x}), \quad s(\boldsymbol{x}, 0)=s_{0}(\boldsymbol{x}) \tag{3.18}
\end{equation*}
$$

and the periodic boundary conditions. Then we write (3.16) and (3.17) as an equivalent first-order system:
$r_{t}+\nabla \cdot \mathbf{p}-V(\boldsymbol{x}) s=0$,
$\mathbf{p}-\nabla s=0$,

$$
\begin{align*}
& s_{t}-\nabla \cdot \mathbf{q}+V(\boldsymbol{x}) r=0  \tag{3.21}\\
& \mathbf{q}-\nabla r=0 \tag{3.22}
\end{align*}
$$

The LDG scheme is: Find $r_{h}, s_{h} \in V_{h}$ and $\mathbf{p}_{h}, \mathbf{q}_{h} \in \Sigma_{h}$ such that, for all test functions $\omega, v \in V_{h}$ and $\eta, \boldsymbol{\xi} \in \Sigma_{h}$

$$
\begin{align*}
& \left(\left(r_{h}\right)_{t}, \omega\right)_{K}-\left(\mathbf{p}_{h}, \nabla \omega\right)_{K}-\left(V(\boldsymbol{x}) s_{h}, \omega\right)_{K}+\left(\widehat{\mathbf{p}_{h}} \cdot \boldsymbol{v}, \omega\right)_{\partial K}=0,  \tag{3.23}\\
& \left(\mathbf{p}_{h}, \boldsymbol{\eta}\right)_{K}+\left(s_{h}, \nabla \cdot \boldsymbol{\eta}\right)_{K}-\left(\widehat{s_{h}}, \boldsymbol{\eta} \cdot \boldsymbol{v}\right)_{\partial K}=0  \tag{3.24}\\
& \left(\left(s_{h}\right)_{t}, v\right)_{K}+\left(\mathbf{q}_{h}, \nabla v\right)_{K}+\left(V(\boldsymbol{x}) r_{h}, v\right)_{K}-\left(\widehat{\mathbf{q}_{h}} \cdot \boldsymbol{v}, v\right)_{\partial K}=0  \tag{3.25}\\
& \left(\mathbf{q}_{h}, \boldsymbol{\xi}\right)_{K}+\left(r_{h}, \nabla \cdot \boldsymbol{\xi}\right)_{K}-\left(\widehat{r_{h}}, \boldsymbol{\xi} \cdot \boldsymbol{v}\right)_{\partial K}=0 . \tag{3.26}
\end{align*}
$$

Where $v$ is the unit normal outward vector for the integration domain. The "hat" terms in the cell boundary from integration by parts are the "numerical fluxes", which are single-value functions defined on the edges and should be designed based on different guiding principles for different PDEs to ensure stability and local solvability of the intermediate variables $\mathbf{p}_{h}, \mathbf{q}_{h}$. It turns out that we can choose the alternating fluxes, i.e.,

$$
\begin{equation*}
\widehat{\mathbf{p}_{h}}=\mathbf{p}_{h}^{+}, \quad \widehat{r_{h}}=r_{h}^{-}, \quad \widehat{\mathbf{q}_{h}}=\mathbf{q}_{h}^{+}, \quad \widehat{s_{h}}=s_{h}^{-} \tag{3.27}
\end{equation*}
$$

or

$$
\begin{equation*}
\widehat{\mathbf{p}_{h}}=\mathbf{p}_{h}^{-}, \quad \widehat{r_{h}}=r_{h}^{+}, \quad \widehat{\mathbf{q}_{h}}=\mathbf{q}_{h}^{-}, \quad \widehat{s_{h}}=s_{h}^{+} . \tag{3.28}
\end{equation*}
$$

Without loss of generality, in the next proof we take the first flux (3.27). Summing the scheme (3.23)-(3.26) over $K$, we obtain

$$
\begin{align*}
& \left(\left(r_{h}\right)_{t}, \omega\right)_{\Omega}-B_{1}\left(\mathbf{p}_{h}, s_{h}, \omega\right)=0  \tag{3.29}\\
& \left(\mathbf{p}_{h}, \boldsymbol{\eta}\right)_{\Omega}+B_{2}\left(s_{h}, \boldsymbol{\eta}\right)=0  \tag{3.30}\\
& \left(\left(s_{h}\right)_{t}, v\right)_{\Omega}+B_{1}\left(\mathbf{q}_{h}, r_{h}, v\right)=0,  \tag{3.31}\\
& \left(\mathbf{q}_{h}, \boldsymbol{\xi}\right)_{\Omega}+B_{2}\left(r_{h}, \boldsymbol{\xi}\right)=0, \tag{3.32}
\end{align*}
$$

where $B_{1}$, and $B_{2}$ are defined as

$$
\begin{aligned}
& B_{1}\left(\mathbf{p}_{h}, s_{h}, \omega\right)=\left(\mathbf{p}_{h}, \nabla \omega\right)_{\Omega}+\left(V(\mathbf{x}) s_{h}, \omega\right)_{\Omega}-\sum_{K}\left(\widehat{\mathbf{p}_{h}} \cdot v, \omega\right)_{\partial K}, \\
& B_{2}\left(s_{h}, \boldsymbol{\eta}\right)=\left(s_{h}, \nabla \cdot \boldsymbol{\eta}\right)_{\Omega}-\sum_{K}\left(\widehat{s_{h}}, \boldsymbol{\eta} \cdot v\right)_{\partial K} .
\end{aligned}
$$

## 3.2. $L^{2}$ error estimate

In what follows, we will give the $L^{2}$ error estimate for the LDG scheme (3.23)-(3.26). In the paper of Xu and Shu ([2], Theorem 4.4), they have given the optimal $L^{2}$ convergence result for the linear Schrödinger equation $(V(\mathbf{x})=0)$. We obtain the same optimal result for the variable coefficient Schrödinger equations.

Theorem 3.1. For $0<T<T^{*}$ where $T^{*}$ is the maximal time of the classical solution, let $r$ and $s$ be the exact solutions of the problem (3.16) and (3.17), with the smooth initial conditions (3.18) and periodic boundary conditions. Furthermore, let $V(x)$ be a smooth real function, and $r_{h}, s_{h}, \mathbf{p}_{h}, \mathbf{q}_{h}$ are solutions to (3.23)-(3.26) then

$$
\begin{array}{ll}
\left\|r-r_{h}\right\|_{L^{\infty}\left((0, T) ; L^{2}(\Omega)\right)} \leq C h^{k+1}, & \left\|s-s_{h}\right\|_{L^{\infty}\left((0, T) ; L^{2}(\Omega)\right)} \leq C h^{k+1} \\
\left\|\mathbf{p}-\mathbf{p}_{h}\right\|_{L^{\infty}\left((0, T) ; L^{2}(\Omega)\right)} \leq C h^{k+1}, & \left\|\mathbf{q}-\mathbf{q}_{h}\right\|_{L^{\infty}\left((0, T) ; L^{2}(\Omega)\right)} \leq C h^{k+1} \tag{3.34}
\end{array}
$$

where the constant $C$ depends on $T, r$ and $s$ and is independent of $h$.
Firstly we need the error equations. Notice that the scheme (3.23)-(3.26) are also satisfied when the numerical solutions $r_{h}, s_{h}, \mathbf{p}_{h}, \mathbf{q}_{h}$ are replaced by the exact solution $r, s, \mathbf{p}=\nabla s, \mathbf{q}=\nabla r$, then we have the error equations

$$
\begin{align*}
& \left(\left(r-r_{h}\right)_{t}, \omega\right)_{K}-\left(\mathbf{p}-\mathbf{p}_{h}, \nabla \omega\right)_{K}-\left(V(\boldsymbol{x})\left(s-s_{h}\right), \omega\right)_{K}+\left(\left(\mathbf{p}-\widehat{\mathbf{p}_{h}}\right) \cdot \boldsymbol{v}, \omega\right)_{\partial K}=0,  \tag{3.35}\\
& \left(\mathbf{p}-\mathbf{p}_{h}, \boldsymbol{\eta}\right)_{K}+\left(s-s_{h}, \nabla \cdot \boldsymbol{\eta}\right)_{K}-\left(s-\widehat{s_{h}}, \boldsymbol{\eta} \cdot \boldsymbol{v}\right)_{\partial K}=0  \tag{3.36}\\
& \left(\left(s-s_{h}\right)_{t}, v\right)_{K}+\left(\mathbf{q}-\mathbf{q}_{h}, \nabla v\right)_{K}+\left(V(\boldsymbol{x})\left(r-r_{h}\right), v\right)_{K}-\left(\left(\mathbf{q}-\widehat{\mathbf{q}_{h}}\right) \cdot \boldsymbol{v}, v\right)_{\partial K}=0,  \tag{3.37}\\
& \left(\mathbf{q}-\mathbf{q}_{h}, \boldsymbol{\xi}\right)_{K}+\left(r-r_{h}, \nabla \cdot \boldsymbol{\xi}\right)_{K}-\left(r-\widehat{r_{h}}, \boldsymbol{\xi} \cdot \boldsymbol{v}\right)_{\partial K}=0 . \tag{3.38}
\end{align*}
$$

Denote

$$
\begin{equation*}
\mathbf{e}_{r}=r-r_{h}=r-\operatorname{Pr}+\operatorname{Pr}-r_{h}=r-\operatorname{Pr}+P \mathbf{e}_{r}, \tag{3.39}
\end{equation*}
$$

$$
\begin{align*}
& \mathbf{e}_{\mathbf{p}}=\mathbf{p}-\mathbf{p}_{h}=\mathbf{p}-\Pi \mathbf{p}+\Pi \mathbf{p}-\mathbf{p}_{h}=\mathbf{p}-\Pi \mathbf{p}+\Pi \mathbf{e}_{\mathbf{p}}  \tag{3.40}\\
& \mathbf{e}_{s}=s-s_{h}=s-P s+P s-s_{h}=s-P s+P \mathbf{e}_{s}  \tag{3.41}\\
& \mathbf{e}_{\mathbf{q}}=\mathbf{q}-\mathbf{q}_{h}=\mathbf{q}-\Pi \mathbf{q}+\Pi \mathbf{q}-\mathbf{q}_{h}=\mathbf{q}-\Pi \mathbf{q}+\Pi \mathbf{e}_{\mathbf{q}} \tag{3.42}
\end{align*}
$$

where $P$ and $\Pi$ are the projections onto the finite element space $V_{h}$ and $\Sigma_{h}$, respectively. In this section we choose the projections as follows

$$
\begin{align*}
& (P, \Pi)=\left(P^{-}, P^{+}\right) \quad d=1  \tag{3.43}\\
& (P, \Pi)=\left(P^{-}, \Pi^{+}\right) \quad d=2,3 . \tag{3.44}
\end{align*}
$$

We choose the initial conditions $r_{h}(x, 0)=P^{+} r(x, 0), s_{h}(x, 0)=P^{+} s(x, 0)$, then we have the optimal error estimates for numerical initial conditions

$$
\begin{equation*}
\left\|r(x, 0)-r_{h}(x, 0)\right\| \leq C h^{k+1}, \quad\left\|s(x, 0)-s_{h}(x, 0)\right\| \leq C h^{k+1} \tag{3.45}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\mathbf{p}(x, 0)-\mathbf{p}_{h}(x, 0)\right\| \leq C h^{k+1}, \quad\left\|\mathbf{q}(x, 0)-\mathbf{q}_{h}(x, 0)\right\| \leq C h^{k+1} \tag{3.46}
\end{equation*}
$$

3.2.1. The first energy equation

We first take the test functions $\omega=P \mathbf{e}_{r}, \eta=\Pi \mathbf{e}_{\mathbf{q}}, v=P \mathbf{e}_{s}, \boldsymbol{\xi}=\Pi \mathbf{e}_{\mathbf{p}}$ in the LDG scheme, which results in

$$
\begin{align*}
& \left(\left(r-r_{h}\right)_{t}, P \mathbf{e}_{r}\right)_{\Omega}-B_{1}\left(\mathbf{p}-\mathbf{p}_{h}, s-s_{h}, P \mathbf{e}_{r}\right)=0  \tag{3.47}\\
& \left(\mathbf{p}-\mathbf{p}_{h}, \Pi \mathbf{e}_{\mathbf{q}}\right)_{\Omega}+B_{2}\left(s-s_{h}, \Pi \mathbf{e}_{\mathbf{q}}\right)=0  \tag{3.48}\\
& \left(\left(s-s_{h}\right)_{t}, P \mathbf{e}_{s}\right)_{\Omega}+B_{1}\left(\mathbf{q}-\mathbf{q}_{h}, r-r_{h}, P \mathbf{e}_{s}\right)=0  \tag{3.49}\\
& \left(\mathbf{q}-\mathbf{q}_{h}, \Pi \mathbf{e}_{\mathbf{p}}\right)_{\Omega}+B_{2}\left(r-r_{h}, \Pi \mathbf{e}_{\mathbf{p}}\right)=0 \tag{3.50}
\end{align*}
$$

Then we sum (3.47)-(3.49) and minus (3.50), and it follows that

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\|P \mathbf{e}_{r}\right\|_{\Omega}^{2}+\frac{1}{2} \frac{d}{d t}\left\|P \mathbf{e}_{s}\right\|_{\Omega}^{2}= & -\left((r-P r)_{t}, P \mathbf{e}_{r}\right)_{\Omega}+B_{1}\left(\mathbf{p}-\mathbf{p}_{h}, s-s_{h}, P \mathbf{e}_{r}\right)  \tag{3.51}\\
& -\left((s-P s)_{t}, P \mathbf{e}_{s}\right)_{\Omega}-B_{1}\left(\mathbf{q}-\mathbf{q}_{h}, r-r_{h}, P \mathbf{e}_{s}\right) \\
& -\left(\mathbf{p}-\Pi \mathbf{p}, \Pi \mathbf{e}_{\mathbf{q}}\right)_{\Omega}-B_{2}\left(s-s_{h}, \Pi \mathbf{e}_{\mathbf{q}}\right)  \tag{3.52}\\
& +\left(\mathbf{q}-\Pi \mathbf{q}, \Pi \mathbf{e}_{\mathbf{p}}\right)_{\Omega}+B_{2}\left(r-r_{h}, \Pi \mathbf{e}_{\mathbf{p}}\right) . \tag{3.53}
\end{align*}
$$

By the definitions of $B_{1}$ and $B_{2}$, we have

$$
\begin{align*}
& B_{1}\left(\mathbf{p}-\mathbf{p}_{h}, s-s_{h}, P \mathbf{e}_{r}\right)+B_{2}\left(r-r_{h}, \Pi \mathbf{e}_{\mathbf{p}}\right) \\
= & \left(\mathbf{p}-\Pi \mathbf{p}+\Pi \mathbf{e}_{\mathbf{p}}, \nabla P \mathbf{e}_{r}\right)_{\Omega}-\sum_{K}\left(\left(\mathbf{p}-\widehat{\Pi \mathbf{p}}+\widehat{\Pi \mathbf{e}_{\mathbf{p}}}\right) \cdot v, P \mathbf{e}_{r}\right)_{\partial K}+\left(V(\mathbf{x})\left(s-s_{h}\right), P \mathbf{e}_{r}\right)_{\Omega} \\
& +\left(r-P r+P \mathbf{e}_{r}, \nabla \cdot \Pi \mathbf{e}_{\mathbf{p}}\right)_{\Omega}-\sum_{K}\left(r-\widehat{P r}+\widehat{P \mathbf{e}_{r}}, \Pi \mathbf{e}_{\mathbf{p}} \cdot v\right)_{\partial K} \\
= & \left(\Pi \mathbf{e}_{\mathbf{p}}, \nabla P \mathbf{e}_{r}\right)_{\Omega}-\sum_{K}\left(\widehat{\Pi \mathbf{e}_{\mathbf{p}}} \cdot v, P \mathbf{e}_{r}\right)_{\partial K}+\left(P \mathbf{e}_{r}, \nabla \cdot \Pi \mathbf{e}_{\mathbf{p}}\right)_{\Omega}-\sum_{K}\left(\widehat{P \mathbf{e}_{r}}, \Pi \mathbf{e}_{\mathbf{p}} \cdot v\right)_{\partial K} \\
& +\sum_{K}\left(\left(\mathbf{p}-\Pi \mathbf{p}, \nabla P \mathbf{e}_{r}\right)_{K}-\left((\mathbf{p}-\widehat{\Pi \mathbf{p}}) \cdot v, P \mathbf{e}_{r}\right)_{\partial K}\right)+\left(V(\mathbf{x})\left(s-s_{h}\right), P \mathbf{e}_{r}\right)_{\Omega} \\
& +\sum_{K}\left(\left(r-P r, \nabla \cdot \Pi \mathbf{e}_{\mathbf{p}}\right)_{K}-\left(r-\widehat{P r}, \Pi \mathbf{e}_{\mathbf{p}} \cdot v\right)_{\partial K}\right) \\
= & \sum_{K}\left(\left(\mathbf{p}-\Pi \mathbf{p}, \nabla P \mathbf{e}_{r}\right)_{K}-\left((\mathbf{p}-\widehat{\Pi \mathbf{p}}) \cdot v, P \mathbf{e}_{r}\right)_{\partial K}\right)+\left(V(\mathbf{x})\left(s-s_{h}\right), P \mathbf{e}_{r}\right)_{\Omega} \\
& +\sum_{K}\left(\left(r-P r, \nabla \cdot \Pi \mathbf{e}_{\mathbf{p}}\right)_{K}-\left(r-\widehat{P r}, \Pi \mathbf{e}_{\mathbf{p}} \cdot v\right)_{\partial K}\right) . \tag{3.54}
\end{align*}
$$

The last equality is obtained by integrating by parts and periodic boundary conditions. Now we combine (3.51), (3.54) and it follows that

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left\|P \mathbf{e}_{r}\right\|_{\Omega}^{2}+\frac{1}{2} \frac{d}{d t}\left\|P \mathbf{e}_{s}\right\|_{\Omega}^{2} \\
= & -\left((r-\operatorname{Pr})_{t}, P \mathbf{e}_{r}\right)_{\Omega}+\sum_{K}\left(\left(\mathbf{p}-\Pi \mathbf{p}, \nabla P \mathbf{e}_{r}\right)_{K}-\left((\mathbf{p}-\widehat{\Pi \mathbf{p}}) \cdot v, P \mathbf{e}_{r}\right)_{\partial K}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{K}\left(\left(r-P r, \nabla \cdot \Pi \mathbf{e}_{\mathbf{p}}\right)_{K}-\left(r-\widehat{P r}, \Pi \mathbf{e}_{\mathbf{p}} \cdot v\right)_{\partial K}\right)+\left(V(\mathbf{x})\left(s-s_{h}\right), P \mathbf{e}_{\mathrm{r}}\right)_{\Omega} \\
& -\left((s-P s)_{t}, P \mathbf{e}_{s}\right)_{\Omega}-\left(V(\mathbf{x})\left(r-r_{h}\right), P \mathbf{e}_{s}\right)_{\Omega} \\
& -\sum_{K}\left(\left(\mathbf{q}-\Pi \mathbf{q}, \nabla P \mathbf{e}_{s}\right)_{K}-\left((\mathbf{q}-\widehat{\Pi q}) \cdot v, P \mathbf{e}_{s}\right)_{\partial K}\right)-\sum_{K}\left(\left(s-P s, \nabla \cdot \Pi \mathbf{e}_{\mathbf{q}}\right)_{K}\right. \\
& \left.-\left(s-\widehat{P s}, \Pi \mathbf{e}_{\mathbf{q}} \cdot v\right)_{\partial K}\right)-\left(\mathbf{p}-\Pi \mathbf{p}, \Pi \mathbf{e}_{\mathbf{q}}\right)_{\Omega}+\left(\mathbf{q}-\Pi \mathbf{q}, \Pi \mathbf{e}_{\mathbf{p}}\right)_{\Omega} .
\end{aligned}
$$

By Lemma 2.1 and the Cauchy-Schwarz inequality we get

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|P \mathbf{e}_{r}\right\|_{\Omega}^{2}+\frac{1}{2} \frac{d}{d t}\left\|P \mathbf{e}_{s}\right\|_{\Omega}^{2} \leq C h^{2 k+2}+C_{1}\left(\left\|P \mathbf{e}_{r}\right\|_{\Omega}^{2}+\left\|P \mathbf{e}_{s}\right\|_{\Omega}^{2}+\left\|\Pi \mathbf{e}_{\mathbf{p}}\right\|_{\Omega}^{2}+\left\|\Pi \mathbf{e}_{\mathbf{q}}\right\|_{\Omega}^{2}\right) . \tag{3.55}
\end{equation*}
$$

Finally, integrating the last equation with respect to time between 0 and $T$, we obtain

$$
\begin{equation*}
\frac{1}{2}\left(\left\|P \mathbf{e}_{r}\right\|_{\Omega}^{2}+\left\|P \mathbf{e}_{s}\right\|_{\Omega}^{2}\right) \leq C h^{2 k+2}+C_{1} \int_{0}^{T}\left(\left\|P \mathbf{e}_{r}\right\|_{\Omega}^{2}+\left\|P \mathbf{e}_{s}\right\|_{\Omega}^{2}+\left\|\Pi \mathbf{e}_{\mathbf{p}}\right\|_{\Omega}^{2}+\left\|\Pi \mathbf{e}_{\mathbf{q}}\right\|_{\Omega}^{2}\right) d t . \tag{3.56}
\end{equation*}
$$

### 3.2.2. The second energy equation

We first take the time derivative in (3.36) and (3.38), and choose the test functions $\omega=\left(P \mathbf{e}_{s}\right)_{t}, \boldsymbol{\eta}=\Pi \mathbf{e}_{\mathbf{p}}, v=\left(P \mathbf{e}_{r}\right)_{t}$, $\boldsymbol{\xi}=\Pi \mathbf{e}_{\mathbf{q}}$. Then we have

$$
\begin{align*}
& \left(\left(r-r_{h}\right)_{t},\left(P \mathbf{e}_{s}\right)_{t}\right)_{\Omega}-B_{1}\left(\mathbf{p}-\mathbf{p}_{h}, s-s_{h},\left(P \mathbf{e}_{s}\right)_{t}\right)=0,  \tag{3.57}\\
& \left(\left(\mathbf{p}-\mathbf{p}_{h}\right)_{t}, \Pi \mathbf{e}_{\mathbf{p}}\right)_{\Omega}+B_{2}\left(\left(s-s_{h}\right)_{t}, \Pi \mathbf{e}_{\mathbf{p}}\right)=0,  \tag{3.58}\\
& \left(\left(s-s_{h}\right)_{t},\left(P \mathbf{e}_{r}\right)_{t}\right)_{\Omega}+B_{1}\left(\mathbf{q}-\mathbf{q}_{h}, r-r_{h},\left(P \mathbf{e}_{r}\right)_{t}\right)=0,  \tag{3.59}\\
& \left(\left(\mathbf{q}-\mathbf{q}_{h}\right)_{t}, \Pi \mathbf{e}_{\mathbf{q}}\right)_{\Omega}+B_{2}\left(\left(r-r_{h}\right)_{t}, \Pi \mathbf{e}_{\mathbf{q}}\right)=0 . \tag{3.60}
\end{align*}
$$

Summing (3.58)-(3.60) and subtracting (3.57), we obtain

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\|\Pi \mathbf{e}_{\mathbf{p}}\right\|_{\Omega}^{2}+\frac{1}{2} \frac{d}{d t}\left\|\Pi \mathbf{e}_{\mathbf{q}}\right\|_{\Omega}^{2}= & \left(\left(r-r_{h}\right)_{t},\left(P \mathbf{e}_{s}\right)_{t}\right)_{\Omega}-B_{1}\left(\mathbf{p}-\mathbf{p}_{h}, s-s_{h},\left(P \mathbf{e}_{s}\right)_{t}\right)  \tag{3.61}\\
& -\left(\left(s-s_{h}\right)_{t},\left(P \mathbf{e}_{r}\right)_{t}\right)_{\Omega}-B_{1}\left(\mathbf{q}-\mathbf{q}_{h}, r-r_{h},\left(P \mathbf{e}_{r}\right)_{t}\right) \\
& -\left((\mathbf{p}-\Pi \mathbf{p})_{t}, \Pi \mathbf{e}_{\mathbf{p}}\right)_{\Omega}-B_{2}\left(\left(s-s_{h}\right)_{t}, \Pi \mathbf{e}_{\mathbf{p}}\right) \\
& -\left((\mathbf{q}-\Pi \mathbf{q})_{t}, \Pi \mathbf{e}_{\mathbf{q}}\right)_{\Omega}-B_{2}\left(\left(r-r_{h}\right)_{t}, \Pi \mathbf{e}_{\mathbf{q}}\right) .
\end{align*}
$$

Similar to (3.54), by the definition of $B_{1}$ and $B_{2}$ we get

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left\|\Pi \mathbf{e}_{\mathbf{p}}\right\|_{\Omega}^{2}+\frac{1}{2} \frac{d}{d t}\left\|\Pi \mathbf{e}_{\mathbf{q}}\right\|_{\Omega}^{2} \\
= & \left((r-P r)_{t},\left(P \mathbf{e}_{s}\right)_{t}\right)_{\Omega}-\sum_{K}\left(\left(\mathbf{p}-\Pi \mathbf{p}, \nabla\left(P \mathbf{e}_{s}\right)_{t}\right)_{K}-\left((\mathbf{p}-\widehat{\Pi \mathbf{p}}) \cdot v,\left(P \mathbf{e}_{s}\right)_{t}\right)_{\partial K}\right) \\
& -\sum_{K}\left(\left((s-P s)_{t}, \nabla \cdot \Pi \mathbf{e}_{\mathbf{p}}\right)_{K}-\left(s_{t}-\widehat{P s_{t}}, \Pi \mathbf{e}_{\mathbf{p}} \cdot v\right)_{\partial K}\right)-\left(V(\mathbf{x})\left(s-s_{h}\right),\left(P \mathbf{e}_{s}\right)_{t}\right)_{\Omega} \\
& -\left((s-P s)_{t},\left(P \mathbf{e}_{r}\right)_{t}\right)_{\Omega}-\left(V(\mathbf{x})\left(r-r_{h}\right),\left(P \mathbf{e}_{r}\right)_{t}\right)_{\Omega} \\
& -\sum_{K}\left(\left(\mathbf{q}-\Pi \mathbf{q}, \nabla\left(P \mathbf{e}_{r}\right)_{t}\right)_{K}-\left((\mathbf{q}-\widehat{\Pi \mathbf{q}}) \cdot v,\left(P \mathbf{e}_{r}\right)_{t}\right)_{\partial K}\right)-\sum_{K}\left(\left((r-P r)_{t}, \nabla \cdot \Pi \mathbf{e}_{\mathbf{q}}\right)_{K}\right. \\
& \left.-\left(r_{t}-\widehat{P r_{t}}, \Pi \mathbf{e}_{\mathbf{q}} \cdot v\right)_{\partial K}\right)-\left((\mathbf{p}-\Pi \mathbf{p})_{t}, \Pi \mathbf{e}_{\mathbf{p}}\right)_{\Omega}-\left((\mathbf{q}-\Pi \mathbf{q})_{t}, \Pi \mathbf{e}_{\mathbf{q}}\right)_{\Omega} .
\end{aligned}
$$

Integrating it with respect to time $t$, it follows that

$$
\begin{align*}
& \frac{1}{2}\left(\left\|\Pi \mathbf{e}_{\mathbf{p}}\right\|_{\Omega}^{2}+\left\|\Pi \mathbf{e}_{\mathbf{q}}\right\|_{\Omega}^{2}\right)  \tag{3.62}\\
& =\int_{0}^{T}-\left((\mathbf{p}-\Pi \mathbf{p})_{t}, \Pi \mathbf{e}_{\mathbf{p}}\right)_{\Omega}-\left((\mathbf{q}-\Pi \mathbf{q})_{t}, \Pi \mathbf{e}_{\mathbf{q}}\right)_{\Omega} d t+\int_{0}^{T}\left((r-P r)_{t},\left(P \mathbf{e}_{S}\right)_{t}\right)_{\Omega} \\
& \quad-\left((s-P s)_{t},\left(P \mathbf{e}_{r}\right)_{t}\right)_{\Omega}-\left(V(\mathbf{x})\left(r-r_{h}\right),\left(P \mathbf{e}_{r}\right)_{t}\right)_{\Omega}-\left(V(\mathbf{x})\left(s-s_{h}\right),\left(P \mathbf{e}_{s}\right)_{t}\right)_{\Omega} d t \\
& \quad-\sum_{K} \int_{0}^{T}\left(\left(\mathbf{p}-\Pi \mathbf{p}, \nabla\left(P \mathbf{e}_{s}\right)_{t}\right)_{K}-\left((\mathbf{p}-\widehat{\Pi \mathbf{p}}) \cdot v,\left(P \mathbf{e}_{s}\right)_{t}\right)_{\partial K}\right) d t \\
& \quad-\sum_{K} \int_{0}^{T}\left(\left((s-P s)_{t}, \nabla \cdot \Pi \mathbf{e}_{\mathbf{p}}\right)_{K}-\left(s_{t}-\widehat{P s_{t}}, \Pi \mathbf{e}_{\mathbf{p}} \cdot v\right)_{\partial K}\right) d t
\end{align*}
$$

$$
\begin{aligned}
& -\sum_{K} \int_{0}^{T}\left(\left(\mathbf{q}-\Pi \mathbf{q}, \nabla\left(P \mathbf{e}_{r}\right)_{t}\right)_{K}-\left((\mathbf{q}-\widehat{\Pi \mathbf{q}}) \cdot v,\left(P \mathbf{e}_{r}\right)_{t}\right)_{\partial K}\right) d t \\
& -\sum_{K} \int_{0}^{T}\left(\left((r-P r)_{t}, \nabla \cdot \Pi \mathbf{e}_{\mathbf{q}}\right)_{K}-\left(r_{t}-\widehat{\operatorname{Pr}}, \Pi \mathbf{e}_{\mathbf{q}} \cdot v\right)_{\partial K}\right) d t .
\end{aligned}
$$

For the second term we integrate by parts over $t$ and get

$$
\begin{equation*}
\int_{0}^{T}\left((r-P r)_{t},\left(P \mathbf{e}_{s}\right)_{t}\right)_{\Omega} d t=\left.\left((r-P r)_{t}, P \mathbf{e}_{s}\right)_{\Omega}\right|_{0} ^{t}-\int_{0}^{T}\left((r-P r)_{t t}, P \mathbf{e}_{s}\right)_{\Omega} d t \tag{3.63}
\end{equation*}
$$

and

$$
\begin{align*}
& \int_{0}^{T}\left(V(\mathbf{x})\left(r-r_{h}\right),\left(P \mathbf{e}_{r}\right)_{t}\right)_{\Omega} d t  \tag{3.64}\\
& =\left.\left(V(\mathbf{x})\left(r-r_{h}\right),\left(P \mathbf{e}_{r}\right)\right)_{\Omega}\right|_{0} ^{t}-\int_{0}^{T}\left(V(\mathbf{x})(r-P r)_{t}, P \mathbf{e}_{r}\right)_{\Omega} d t-\int_{0}^{T}\left(V(\mathbf{x})\left(P \mathbf{e}_{r}\right)_{t}, P \mathbf{e}_{r}\right)_{\Omega} d t \\
& =\left.\left(V(\mathbf{x})\left(r-r_{h}\right),\left(P \mathbf{e}_{r}\right)\right)_{\Omega}\right|_{0} ^{t}-\int_{0}^{T}\left(V(\mathbf{x})(r-P r)_{t}, P \mathbf{e}_{r}\right)_{\Omega} d t-\left.\frac{1}{2}\left(V(\mathbf{x}) P \mathbf{e}_{r}, P \mathbf{e}_{r}\right)_{\Omega}\right|_{0} ^{t}
\end{align*}
$$

Combining (3.62)-(3.64), and using the result in Lemma 2.1 we obtain

$$
\begin{align*}
\frac{1}{2}\left(\left\|\Pi \mathbf{e}_{\mathbf{p}}\right\|_{\Omega}^{2}+\left\|\Pi \mathbf{e}_{\mathbf{q}}\right\|_{\Omega}^{2}\right) \leq & C h^{2 k+2}+C_{2} \int_{0}^{T}\left\|P \mathbf{e}_{r}\right\|_{\Omega}^{2}+\left\|P \mathbf{e}_{s}\right\|_{\Omega}^{2}+\left\|\Pi \mathbf{e}_{\mathbf{p}}\right\|_{\Omega}^{2}+\left\|\Pi \mathbf{e}_{\mathbf{q}}\right\|_{\Omega}^{2} d t  \tag{3.65}\\
& +\widetilde{C}\left(\left\|P \mathbf{e}_{r}\right\|_{\Omega}^{2}+\left\|P \mathbf{e}_{s}\right\|_{\Omega}^{2}\right)
\end{align*}
$$

Recalling the first energy equation (3.56), finally we have

$$
\begin{equation*}
\frac{1}{2}\left(\left\|\Pi \mathbf{e}_{\mathbf{p}}\right\|_{\Omega}^{2}+\left\|\Pi \mathbf{e}_{\mathbf{q}}\right\|_{\Omega}^{2}\right) \leq C h^{2 k+2}+C_{3} \int_{0}^{T}\left\|P \mathbf{e}_{r}\right\|_{\Omega}^{2}+\left\|P \mathbf{e}_{s}\right\|_{\Omega}^{2}+\left\|\Pi \mathbf{e}_{\mathbf{p}}\right\|_{\Omega}^{2}+\left\|\Pi \mathbf{e}_{\mathbf{q}}\right\|_{\Omega}^{2} d t \tag{3.66}
\end{equation*}
$$

3.2.3. Proof of the $L^{2}$ error estimate

The energy inequalities (3.56) and (3.66) imply that

$$
\begin{align*}
& \frac{1}{2}\left(\left\|\Pi \mathbf{e}_{\mathbf{p}}\right\|_{\Omega}^{2}+\left\|\Pi \mathbf{e}_{\mathbf{q}}\right\|_{\Omega}^{2}+\left\|P \mathbf{e}_{r}\right\|_{\Omega}^{2}+\left\|P \mathbf{e}_{s}\right\|_{\Omega}^{2}\right) \leq \\
& \quad C h^{2 k+2}+C_{3} \int_{0}^{T}\left\|P \mathbf{e}_{r}\right\|_{\Omega}^{2}+\left\|P \mathbf{e}_{s}\right\|_{\Omega}^{2}+\left\|\Pi \mathbf{e}_{\mathbf{p}}\right\|_{\Omega}^{2}+\left\|\Pi \mathbf{e}_{\mathbf{q}}\right\|_{\Omega}^{2} d t \tag{3.67}
\end{align*}
$$

Employing the Gronwall's inequality, we obtain

$$
\begin{equation*}
\left\|\Pi \mathbf{e}_{\mathbf{p}}\right\|_{L^{\infty}\left((0, T) ; L^{2}(\Omega)\right)}^{2}+\left\|\Pi \mathbf{e}_{\mathbf{q}}\right\|_{L^{\infty}\left((0, T) ; L^{2}(\Omega)\right)}^{2}+\left\|P \mathbf{e}_{r}\right\|_{L^{\infty}\left((0, T) ; L^{2}(\Omega)\right)}^{2}+\left\|P \mathbf{e}_{s}\right\|_{L^{\infty}\left((0, T) ; L^{2}(\Omega)\right)}^{2} \leq C h^{2 k+2} \tag{3.68}
\end{equation*}
$$

After using the projection error estimates, we proved the $L^{2}$ error estimate, Theorem 3.1.

## 4. Negative-order norm error estimate

### 4.1. Smoothness-increasing accuracy-conserving filter

In order to obtain the superconvergence of LDG methods in negative-order norm over uniform Cartesian mesh, we implement the smoothness-increasing accuracy-conserving (SIAC) filter. The first use of this filter was by Bramble and Schatz [9], Thomée [10] for the continuous finite element methods, Mock and Lax deduced this technique by studying the discontinuous solution of linear hyperbolic equations [11]. Cockburn, Luskin, Shu and Süli [12] initially introduced this technique for discontinuous Galerkin methods that it is feasible to raise the order of accuracy of DG solution from $k+1$ to $2 k+1$. Later, this technique was named as a smoothness-increasing accuracy-conserving filter. Assume the DG approximation is given on a uniform Cartesian mesh, the SIAC filter is applied at the final time $T$ and improves the order of accuracy by increasing the smoothness of the solution and reduces the number of oscillations in the error. This is provided by convolving the numerical approximation with the SIAC filter:

$$
r_{h}^{*}=K_{h}^{2 k+1, k+1} * r_{h},
$$

where $r_{h}^{*}$ is the filtered solution, $r_{h}$ is the DG solution calculated at the final time $T$, and $K_{h}^{2 k+1, k+1}(\boldsymbol{x})=K^{2 k+1, k+1}(\boldsymbol{x} / h) / h^{d}$ is the symmetric SIAC filter. The kernel $K^{2 k+1, k+1}$ has compact support and translation-invariant, and it is composed of a linear combination of B-splines of order $k+1$ obtained by convolving the characteristic function over the interval $\left(-\frac{1}{2}, \frac{1}{2}\right)$ with
itself $k$ times, scaled by the uniform mesh size. Let $\chi$ be the characteristic function of the interval $\left(-\frac{1}{2}, \frac{1}{2}\right)$ and let $\delta$ denote the Dirac distribution connected at $x=0$, then we define recursively the functions $\psi^{i}$ as

$$
\psi^{0}=\delta, \quad \psi^{k+1}=\psi^{k} * \chi
$$

and the one-dimensional convolution kernel is of the form

$$
\begin{equation*}
K_{h}^{2 k+1, k+1}(x)=\frac{1}{h} \sum_{\gamma=-k}^{k} c_{\lambda}^{2 k+1, k+1} \psi^{k+1}\left(\frac{x}{h}-\gamma\right) \tag{4.69}
\end{equation*}
$$

Given an arbitrary $\mathbf{x}=\left(x_{1}, \ldots, x_{d}\right) \in R^{d}$, the kernel for the multi-dimensional space is of the form

$$
\begin{equation*}
K_{h}^{2 k+1, k+1}(\boldsymbol{x})=\sum_{\gamma \in Z^{d}} c_{\lambda}^{2 k+1, k+1} \psi^{k+1}(\boldsymbol{x}-\gamma) \tag{4.70}
\end{equation*}
$$

where

$$
\psi^{k+1}(\boldsymbol{x})=\psi^{k+1}\left(x_{1}\right) \cdots \psi^{k+1}\left(x_{d}\right)
$$

The coefficients $c_{\gamma}^{2 k+1, k+1}$ are tensor products of the one-dimensional coefficient. These one-dimensional coefficients are chosen such that $K^{2(k+1), k+1} * p=p$ for polynomials $p$ of degree $2 k$. The following notation for the difference quotients over element of size $h$ is used:

$$
\partial_{h, j} v(\mathbf{x})=\frac{1}{h}\left(v\left(\mathbf{x}+\frac{1}{2} h e_{j}\right)-v\left(\mathbf{x}-\frac{1}{2} h e_{j}\right)\right),
$$

here $e_{j}$ is the unit multi-index whose $j$ th component is 1 and others 0 . For any multi-index $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right)$ we set $\alpha$ th-order difference quotient to be

$$
\partial_{h}^{\alpha} v(\mathbf{x})=\left(\partial_{h, 1}^{\alpha_{1}}, \ldots, \partial_{h, d}^{\alpha_{d}}\right) v(\mathbf{x})
$$

Theorem 4.1 (Bramble and Schatz [9]). For $0<T<T^{*}$, where $T^{*}$ is the maximal time of the existence of classical solutions, let $u \in L^{\infty}\left((0, T) ; H^{2 k+2}(\Omega)\right) \cap L^{2}\left((0, T) ; H^{2 k+2}(\Omega)\right)$ be the exact solution of the problem (1.1). Let $U$ be any approximation to $u$, and $\Omega_{0}+2 \operatorname{supp}\left(K^{2 k+1, k+1}(x)\right) \subset \subset \Omega$ then

$$
\begin{aligned}
\left\|u(T)-K_{h}^{2(k+1), k+1} * U\right\|_{0, \Omega_{0}} \leq & \frac{h^{2 k+1}}{(2 k+2)!} C_{1}|u|_{2 k+2, \Omega} \\
& +C_{2} \sum_{|\alpha| \leq k+1}\left\|\partial_{h}^{\alpha}(u-U)\right\|_{-(k+1), \Omega}
\end{aligned}
$$

where $C_{1}$ and $C_{2}$ depend solely on $\Omega_{0}, \Omega_{1}, d, k, c_{\gamma}^{2 k+1, k+1}$ and are independent of $h$.
Remark 4.1. For our problem we only consider periodic boundary conditions and we take $U=u_{h}$ represent the LDG approximation. We obtain the estimate for the entire domain, i.e., $\Omega_{0}=\Omega$ by considering $\Omega \backslash \Omega_{0}$ as the interior part of a new period of the domain.

We neglect to provide the details of this proof, which is shown in [9] and [12], as well as that of Ryan and Cockburn [23] and Thomée [10]. The goal of this section is to demonstrate that the higher-order convergence in the negative-order norm can be obtained for variable coefficient Schrödinger equations. We give our main result as follows:

Theorem 4.2. For $0<T<T^{*}$ where $T^{*}$ is the maximal time of the classical solutions, let $r$, $s$ be the exact solutions of the problem (3.16) and (3.17) subject to smooth initial and periodic boundary conditions, $r, s \in L^{\infty}\left([0, T] ; W^{\infty, 2 k+2}(\Omega)\right) \cap$ $L^{\infty}\left([0, T] ; H^{2 k+2}(\Omega)\right) \cap L^{2}\left((0, T) ; H^{k+2}(\Omega)\right)$ and $V(x)$ be smooth, if $r_{h}$ and $s_{h}$ are solutions to (3.23) and (3.25) then

$$
\begin{align*}
\left\|r(T)-r_{h}(T)\right\|_{-(k+1), \Omega} & \leq C h^{2 k}  \tag{4.71}\\
\left\|s(T)-s_{h}(T)\right\|_{-(k+1), \Omega} & \leq C h^{2 k} \tag{4.72}
\end{align*}
$$

where $C$ is a constant independent of $h$ and depends on $\left\|r_{0}\right\|_{-(k+1), \Omega},\left\|s_{0}\right\|_{-(k+1), \Omega}$ and $T$.
Remark 4.2. In Theorem 4.2 we prove the negative-order norm estimate for the variable coefficient Schrödinger equations, but in the numerical tests we can also obtain the same results for the nonlinear Schrödinger equations. However, the theoretic proof is not trivial. We leave it for the future work.

Remark 4.3. As noted in [12], because the spatial derivative term is linear in (1.1), then we have

$$
\begin{aligned}
& \left\|\partial_{h}^{\alpha}\left(r-r_{h}\right)\right\|_{-l, \Omega} \leq C\left\|\partial_{h}^{\alpha} r_{0}\right\|_{l, \Omega} h^{2 k} \\
& \left\|\partial_{h}^{\alpha}\left(s-s_{h}\right)\right\|_{-l, \Omega} \leq C\left\|\partial_{h}^{\alpha} s_{0}\right\|_{l, \Omega} h^{2 k}
\end{aligned}
$$

therefore, as long as this increase in accuracy can be demonstrated in the negative-order norm, then we have $\mathbb{O}\left(h^{2 k}\right)$ accuracy for the post-processed solution in the $L^{2}$-norm.

Theorem 4.3. Let $r$, s be the exact solutions of the problem (3.16) and (3.17), $r_{h}$ and $s_{h}$ be the approximate solutions that satisfy the scheme (3.23)-(3.26). Let $K_{h}^{2 k+1, k+1}$ be a SIAC filter (4.70). Assuming that the initial data $r_{0}$ and $s_{0}$ are smooth enough, then we obtain the error estimates,

$$
\begin{aligned}
& \left\|r-K_{h}^{2 k+1, k+1} * r_{h}\right\|_{\Omega} \leq C h^{2 k} \\
& \left\|s-K_{h}^{2 k+1, k+1} * s_{h}\right\|_{\Omega} \leq C h^{2 k}
\end{aligned}
$$

and $C$ is dependent on $u_{0}, T$ and independent of $h$.
It can be obtained by combining Theorems 4.1, 4.2 as well as Remark 4.3. Next we will give details of the proof for Theorem 4.2.

### 4.2. Negative-order norm error estimates

In order to extract the hidden accuracy in the LDG solution, we need to estimate the negative-order norm

$$
\begin{array}{ll}
\left\|r(T)-r_{h}(T)\right\|_{-l, \Omega}=\sup _{\Phi \in \mathcal{C}_{0}^{\infty}} \frac{\left(r(T)-r_{h}(T), \Phi\right)_{\Omega}}{\|\Phi\|_{l, \Omega}}, \quad l \geq 0 \\
\left\|s(T)-s_{h}(T)\right\|_{-l, \Omega}=\sup _{\Psi \in \mathcal{C}_{0}^{\infty}} \frac{\left(s(T)-s_{h}(T), \Psi\right)_{\Omega}}{\|\Psi\|_{l, \Omega}}, \quad l \geq 0 \tag{4.74}
\end{array}
$$

so we need to analyze the inner products

$$
\left(r(T)-r_{h}(T), \Phi\right)_{\Omega} \quad \text { and } \quad\left(s(T)-s_{h}(T), \Psi\right)_{\Omega}
$$

Estimating the inner products requires considering the dual equations to (3.16) and (3.17). The dual equations are not uniquely defined, so we have freedom to choose the dual equations. Here we choose the dual equations of the form: find functions $\varphi$ and $\psi$ such that $\varphi(\cdot, t)$ and $\psi(\cdot, t)$ are one-periodic for all $t \in[0, T]$ and

$$
\begin{align*}
& \varphi_{t}+\Delta \psi-V(\mathbf{x}) \psi=0, \quad(x, t) \in \Omega \times(0, T]  \tag{4.75}\\
& \psi_{t}-\Delta \varphi+V(\mathbf{x}) \varphi=0, \quad(x, t) \in \Omega \times(0, T] \tag{4.76}
\end{align*}
$$

where

$$
\begin{equation*}
\varphi(x, T)=\frac{\Phi(x)}{\|\Phi\|_{k+1, \Omega}}, \quad \psi(x, T)=\frac{\Psi(x)}{\|\Psi\|_{k+1, \Omega}} \tag{4.77}
\end{equation*}
$$

We multiply (3.16) by $\varphi$ and (3.17) by $\psi$, and for the dual equations we multiply (4.75) by $r$ and multiply (4.76) by $s$. Then after integrating it over $\Omega$, we obtain

$$
\begin{align*}
0 & =\frac{d}{d t}\left((r, \varphi)_{\Omega}+(s, \psi)_{\Omega}\right)  \tag{4.78}\\
& =\left(r_{t}, \varphi\right)_{\Omega}+\left(r, \varphi_{t}\right)_{\Omega}+\left(s_{t}, \psi\right)_{\Omega}+\left(s, \psi_{t}\right)_{\Omega} \\
& =(-\Delta s+V(\boldsymbol{x}) s, \varphi)_{\Omega}+(r,-\Delta \psi+V(\mathbf{x}) \psi)_{\Omega}+(\Delta r-V(\boldsymbol{x}) r, \psi)_{\Omega}+(s, \Delta \varphi-V(\mathbf{x}) \varphi)_{\Omega}
\end{align*}
$$

This relation allows us to estimate the terms $\left(r(T)-r_{h}(T), \Phi\right)_{\Omega}$ and $\left(s(T)-s_{h}(T), \Psi\right)_{\Omega}$ appearing in the definition of the negative norm (4.73) and (4.74). That is

$$
\begin{aligned}
& \frac{\left(r(T)-r_{h}(T), \Phi\right)_{\Omega}}{\|\Phi\|_{k+1, \Omega}}+\frac{\left(s(T)-s_{h}(T), \Psi\right)_{\Omega}}{\|\Psi\|_{k+1, \Omega}} \\
= & \left(r(0)-r_{h}(0), \varphi(0)\right)_{\Omega}+\left(s(0)-s_{h}(0), \psi(0)\right)_{\Omega}+\int_{0}^{T} \frac{d}{d t}\left(\left(r-r_{h}, \varphi\right)_{\Omega}+\left(s-s_{h}, \psi\right)_{\Omega}\right) d t \\
= & \left(r(0)-r_{h}(0), \varphi(0)\right)_{\Omega}+\left(s(0)-s_{h}(0), \psi(0)\right)_{\Omega}-\int_{0}^{T} \frac{d}{d t}\left(\left(r_{h}, \varphi\right)_{\Omega}+\left(s_{h}, \psi\right)_{\Omega}\right) d t .
\end{aligned}
$$

For any functions $\chi, \omega \in V_{h}$, we have

$$
\begin{aligned}
& \frac{d}{d t}\left(\left(r_{h}, \varphi\right)_{\Omega}+\left(s_{h}, \psi\right)_{\Omega}\right) \\
= & \left(\left(r_{h}\right)_{t}, \varphi\right)_{\Omega}+\left(r_{h}, \varphi_{t}\right)_{\Omega}+\left(\left(s_{h}\right)_{t}, \psi\right)_{\Omega}+\left(s_{h}, \psi_{t}\right)_{\Omega} \\
= & \left(\left(r_{h}\right)_{t}, \varphi-\chi\right)_{\Omega}-B_{1}\left(\mathbf{p}_{h}, s_{h}, \varphi-\chi\right)+B_{1}\left(\mathbf{p}_{h}, s_{h}, \varphi\right)+\left(r_{h}, \varphi_{t}\right)_{\Omega} \\
& \left(\left(s_{h}\right) t, \psi-\omega\right)_{\Omega}+B_{1}\left(\mathbf{q}_{h}, r_{h}, \psi-\omega\right)-B_{1}\left(\mathbf{q}_{h}, r_{h}, \psi\right)+\left(s_{h}, \psi_{t}\right)_{\Omega} .
\end{aligned}
$$

By the definition of $B_{1}$ we have

$$
\begin{aligned}
B_{1}\left(\mathbf{p}_{h}, s_{h}, \varphi\right)+\left(s_{h}, \psi_{t}\right)_{\Omega} & =\left(\mathbf{p}_{h}, \nabla \varphi\right)_{\Omega}+\left(V(\mathbf{x}) s_{h}, \varphi\right)_{\Omega}-\sum_{K}\left(\widehat{\mathbf{p}_{h}} \cdot v, \varphi\right)_{\partial K}+\left(s_{h}, \psi_{t}\right)_{\Omega} \\
& =\left(\mathbf{p}_{h}, \nabla \varphi\right)_{\Omega}+\left(V(\mathbf{x}) s_{h}, \varphi\right)_{\Omega}+\left(s_{h}, \Delta \varphi-V(\mathbf{x}) \varphi\right)_{\Omega} \\
& =\left(\mathbf{p}_{h}, \nabla \varphi\right)_{\Omega}+\left(s_{h}, \Delta \varphi\right)_{\Omega}
\end{aligned}
$$

where in the second equality we use the continuity of the $\varphi$ and the periodic boundary conditions, and in the last equality we use the definition of the dual problem (4.76). Similarly we also have

$$
-B_{1}\left(\mathbf{q}_{h}, r_{h}, \psi\right)+\left(r_{h}, \varphi_{t}\right)_{\Omega}=-\left(\mathbf{q}_{h}, \nabla \psi\right)_{\Omega}-\left(r_{h}, \Delta \psi\right)_{\Omega}
$$

Combining the above, we have

$$
\begin{aligned}
& \frac{\left(r(T)-r_{h}(T), \Phi\right)_{\Omega}}{\|\Phi\|_{k+1, \Omega}}+\frac{\left(s(T)-s_{h}(T), \Psi\right)_{\Omega}}{\|\Psi\|_{k+1, \Omega}} \\
= & \left(r(0)-r_{h}(0), \varphi(0)\right)_{\Omega}+\left(s(0)-s_{h}(0), \psi(0)\right)_{\Omega}-\int_{0}^{T}\left(\left(r_{h}\right)_{t}, \varphi-\chi\right)_{\Omega}-B_{1}\left(\mathbf{p}_{h}, s_{h}, \varphi-\chi\right) \\
& +\left(\left(s_{h}\right)_{t}, \psi-\omega\right)_{\Omega}+B_{1}\left(\mathbf{q}_{h}, r_{h}, \psi-\omega\right) d t-\int_{0}^{T}\left(\mathbf{p}_{h}, \nabla \varphi\right)_{\Omega}+\left(s_{h}, \Delta \varphi\right)_{\Omega}-\left(\mathbf{q}_{h}, \nabla \psi\right)_{\Omega}-\left(r_{h}, \Delta \psi\right)_{\Omega} d t \\
= & \Theta_{1}+\Theta_{2}+\Theta_{3}
\end{aligned}
$$

where

$$
\begin{aligned}
& \Theta_{1}=\left(r(0)-r_{h}(0), \varphi(0)\right)_{\Omega}+\left(s(0)-s_{h}(0), \psi(0)\right)_{\Omega} \\
& \Theta_{2}=-\int_{0}^{T}\left(\left(r_{h}\right)_{t}, \varphi-\chi\right)_{\Omega}-B_{1}\left(\mathbf{p}_{h}, s_{h}, \varphi-\chi\right)+\left(\left(s_{h}\right)_{t}, \psi-\omega\right)_{\Omega}+B_{1}\left(\mathbf{q}_{h}, r_{h}, \psi-\omega\right) d t \\
& \Theta_{3}=-\int_{0}^{T}\left(\mathbf{p}_{h}, \nabla \varphi\right)_{\Omega}+\left(s_{h}, \Delta \varphi\right)_{\Omega}-\left(\mathbf{q}_{h}, \nabla \psi\right)_{\Omega}-\left(r_{h}, \Delta \psi\right)_{\Omega} d t
\end{aligned}
$$

Lemma 4.4 (Estimating the First Term). There exists a positive constant $\widetilde{C}_{1}$, independent of $h$, such that

$$
\begin{equation*}
\left|\Theta_{1}\right| \leq \widetilde{C}_{1} h^{2 k+1}\left\|r_{0}\right\|_{k+1, \Omega}\|\varphi(0)\|_{k+1, \Omega}+\widetilde{C}_{1} h^{2 k+1}\left\|s_{0}\right\|_{k+1, \Omega}\|\psi(0)\|_{k+1, \Omega} \tag{4.79}
\end{equation*}
$$

We neglect to provide a proof of this lemma as it can easily be obtained by using the property of the projections for initial conditions. For the second term $\Theta_{2}$, we have the following result:

Lemma 4.5 (Estimate the Second Term). There exists a positive constant $\widetilde{C}_{2}$, independent of $h$, such that

$$
\begin{align*}
\left|\Theta_{21}\right| \leq & \widetilde{C}_{2} h^{k+1}\left(\int_{0}^{T}\left\|r-r_{h}\right\|_{\Omega}^{2} d t\right)^{\frac{1}{2}}\left(\int_{0}^{T}\|\varphi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}}+\widetilde{C}_{2} h^{2 k+2}\left(\int_{0}^{T}\|\varphi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}}  \tag{4.80}\\
& +\widetilde{C}_{2} h^{2 k+1}\left(\int_{0}^{T}\|\varphi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}}+\widetilde{C}_{2} h^{k}\left(\int_{0}^{T}\left\|\mathbf{p}-\mathbf{p}_{h}\right\|_{\Omega}^{2} d t\right)^{\frac{1}{2}}\left(\int_{0}^{T}\|\varphi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}},
\end{align*}
$$

and

$$
\begin{align*}
\left|\Theta_{22}\right| \leq & \widetilde{C}_{2} h^{k+1}\left(\int_{0}^{T}\left\|s-s_{h}\right\|_{\Omega}^{2} d t\right)^{\frac{1}{2}}\left(\int_{0}^{T}\|\psi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}}+\widetilde{C}_{2} h^{2 k+2}\left(\int_{0}^{T}\|\psi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}}  \tag{4.81}\\
& +\widetilde{C}_{2} h^{2 k+1}\left(\int_{0}^{T}\|\psi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}}+\widetilde{C}_{2} h^{k}\left(\int_{0}^{T}\left\|\mathbf{q}-\mathbf{q}_{h}\right\|_{\Omega}^{2} d t\right)^{\frac{1}{2}}\left(\int_{0}^{T}\|\psi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}}
\end{align*}
$$

where

$$
\begin{equation*}
\Theta_{21}=-\int_{0}^{T}\left(\left(r_{h}\right)_{t}, \varphi-\chi\right)_{\Omega}-B_{1}\left(\mathbf{p}_{h}, s_{h}, \varphi-\chi\right) d t \tag{4.82}
\end{equation*}
$$

$$
\begin{equation*}
\Theta_{22}=-\int_{0}^{T}\left(\left(s_{h}\right)_{t}, \psi-\omega\right)_{\Omega}+B_{1}\left(\mathbf{q}_{h}, r_{h}, \psi-\omega\right) d t . \tag{4.83}
\end{equation*}
$$

Proof. Firstly by the definition of (4.82) for $\Theta_{21}$, we consider the terms insider the integral and let $\chi=P \varphi$. Here we use the standard $L^{2}$-projections $P=P_{k}, \Pi=\Pi_{k}$. This gives

$$
\begin{equation*}
\left(\left(r_{h}\right)_{t}, \varphi-P \varphi\right)_{\Omega}=0, \tag{4.84}
\end{equation*}
$$

and reduces the terms inside the integral to the following:

$$
\begin{aligned}
& B_{1}\left(\mathbf{p}_{h}, s_{h}, \varphi-P \varphi\right) \\
= & \left(\mathbf{p}_{h}, \nabla(\varphi-P \varphi)\right)_{\Omega}+\left(V(\mathbf{x}) s_{h}, \varphi-P \varphi\right)_{\Omega}-\sum_{K}\left(\widehat{\mathbf{p}_{h}} \cdot v, \varphi-P \varphi\right)_{\partial K} \\
= & -\left(\nabla \cdot \mathbf{p}_{h}, \varphi-P \varphi\right)_{\Omega}+\left(V(\mathbf{x}) s_{h}, \varphi-P \varphi\right)_{\Omega}+\sum_{K}\left(\left(\mathbf{p}_{h}-\widehat{\mathbf{p}_{h}}\right) \cdot v, \varphi-P \varphi\right)_{\partial K} \\
= & \left(V(x) s_{h}, \varphi-P \varphi\right)_{\Omega}+\sum_{K}\left(\left(\mathbf{p}_{h}-\widehat{\mathbf{p}_{h}}\right) \cdot v, \varphi-P \varphi\right)_{\partial K} \\
= & \left(V(\mathbf{x})\left(s_{h}-s\right), \varphi-P \varphi\right)_{\Omega}+(V(\mathbf{x}) s-P(V(\mathbf{x}) s), \varphi-P \varphi)_{\Omega} \\
& +\sum_{K}\left(\left(\mathbf{p}_{h}-\widehat{\mathbf{p}_{h}}\right) \cdot v, \varphi-P \varphi\right)_{\partial K} \\
= & (I)+(I I)+(I I I) .
\end{aligned}
$$

Now we define

$$
\begin{aligned}
(I) & =\left(V(\mathbf{x})\left(s_{h}-s\right), \varphi-P \varphi\right)_{\Omega}, \\
(I I) & =(V(\mathbf{x}) s-P(V(\mathbf{x}) s), \varphi-P \varphi)_{\Omega}, \\
(I I I) & =\sum_{K}\left(\left(\mathbf{p}_{h}-\widehat{\mathbf{p}_{h}}\right) \cdot v, \varphi-P \varphi\right)_{\partial K} .
\end{aligned}
$$

Using the boundedness of $V(\mathbf{x})$ and Cauchy-Schwarz inequality, we have the following estimates.
Estimate of (I):

$$
|(I)| \leq C\left\|S-s_{h}\right\|_{\Omega}\|\varphi-P \varphi\|_{\Omega}
$$

Estimate of (II):

$$
|(I I)| \leq C\|V(\mathbf{x}) s-P(V(\mathbf{x}) s)\|_{\Omega}\|\varphi-P \varphi\|_{\Omega} .
$$

Estimate of (III):
For this estimate we use the Lipschitz continuity of $\widehat{f}$ and the inverse inequality and obtain:

$$
\begin{aligned}
|(I I I)| & =\sum_{K}\left(\left(\mathbf{p}_{h}-\mathbf{p}+\mathbf{p}-\widehat{\mathbf{p}_{h}}\right) \cdot v, \varphi-P \varphi\right)_{\partial K} \\
& \leq C \sum_{K} \int_{\partial K}\left|\mathbf{p}-\mathbf{p}_{h} \| \varphi-P \varphi\right| d s \\
& \leq C\left\|\mathbf{p}-\mathbf{p}_{h}\right\|_{\Gamma}\|\varphi-P \varphi\|_{\Gamma} \\
& \leq C h^{k+\frac{1}{2}}\left\|\mathbf{p}-\mathbf{p}_{h}\right\|_{\Gamma}\|\varphi\|_{k+1, \Omega} \\
& =C h^{k+\frac{1}{2}}\left\|\mathbf{p}-\Pi \mathbf{p}+\Pi \mathbf{p}-\mathbf{p}_{h}\right\|_{\Gamma}\|\varphi\|_{k+1, \Omega} \\
& \leq C h^{k}\left\|\mathbf{p}-\mathbf{p}_{h}\right\|_{\Omega}\|\varphi\|_{k+1, \Omega}+C h^{2 k+1}\|\varphi\|_{k+1, \Omega} .
\end{aligned}
$$

We can combine these estimates to estimate the second term $\Theta_{21}$ :

$$
\begin{aligned}
\left|\Theta_{21}\right| \leq & \leq \\
\leq & \int_{0}^{T}(I+I I+I I I) \\
\leq & \widetilde{C}_{2} h^{k+1}\left(\int_{0}^{T}\left\|s-s_{h}\right\|_{\Omega}^{2} d t\right)^{\frac{1}{2}}\left(\int_{0}^{T}\|\varphi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}}+\widetilde{C}_{2} h^{2 k+2}\left(\int_{0}^{T}\|\varphi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}} \\
& +\widetilde{C}_{2} h^{2 k+1}\left(\int_{0}^{T}\|\varphi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}}+\widetilde{C}_{2} h^{k}\left(\int_{0}^{T}\left\|\mathbf{p}-\mathbf{p}_{h}\right\|_{\Omega}^{2} d t\right)^{\frac{1}{2}}\left(\int_{0}^{T}\|\varphi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}} .
\end{aligned}
$$

Similar to $\Theta_{21}$, we have

$$
\begin{aligned}
\left|\Theta_{22}\right| \leq & \widetilde{C}_{2} h^{k+1}\left(\int_{0}^{T}\left\|s-s_{h}\right\|_{\Omega}^{2} d t\right)^{\frac{1}{2}}\left(\int_{0}^{T}\|\psi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}}+\widetilde{C}_{2} h^{2 k+2}\left(\int_{0}^{T}\|\psi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}} \\
& +\widetilde{C}_{2} h^{2 k+1}\left(\int_{0}^{T}\|\psi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}}+\widetilde{C}_{2} h^{k}\left(\int_{0}^{T}\left\|\mathbf{q}-\mathbf{q}_{h}\right\|_{\Omega}^{2} d t\right)^{\frac{1}{2}}\left(\int_{0}^{T}\|\psi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}}
\end{aligned}
$$

Next, we need to estimate the third term $\Theta_{3}$.
Lemma 4.6 (Estimating the Third Term). There exists a positive constant $\widetilde{C}_{3}$, independent of $h$, such that

$$
\begin{aligned}
& \left|\Theta_{31}\right| \leq \widetilde{C}_{3}\left(h^{k} \int_{0}^{T}\left\|\mathbf{p}-\mathbf{p}_{h}\right\|_{\Omega}^{2} d t\right)^{\frac{1}{2}}+h^{k-1}\left(\left(\int_{0}^{T}\left\|s-s_{h}\right\|_{\Omega}^{2} d t\right)^{\frac{1}{2}}\right)\left(\int_{0}^{T}\|\varphi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}} \\
& \left|\Theta_{32}\right| \leq \widetilde{C}_{3}\left(h^{k} \int_{0}^{T}\left\|\mathbf{q}-\mathbf{q}_{h}\right\|_{\Omega}^{2} d t\right)^{\frac{1}{2}}+h^{k-1}\left(\left(\int_{0}^{T}\left\|r-r_{h}\right\|_{\Omega}^{2} d t\right)^{\frac{1}{2}}\right)\left(\int_{0}^{T}\|\psi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}}
\end{aligned}
$$

where

$$
\begin{aligned}
& \Theta_{31}=-\int_{0}^{T}\left(\mathbf{p}_{h}, \nabla \varphi\right)_{\Omega}+\left(s_{h}, \Delta \varphi\right)_{\Omega} d t \\
& \Theta_{32}=\int_{0}^{T}\left(\mathbf{q}_{h}, \nabla \psi\right)_{\Omega}+\left(r_{h}, \Delta \psi\right)_{\Omega} d t
\end{aligned}
$$

Proof. Recall the definitions of $\Theta_{31}$ and $B_{2}$, and the same as Lemma 4.5 we take the standard $L^{2}$-projection $P=P_{k}$. Thus,

$$
\begin{aligned}
\Theta_{31} & =-\int_{0}^{T}\left(\mathbf{p}_{h}, \nabla \varphi\right)_{\Omega}+\left(s_{h}, \Delta \varphi\right)_{\Omega} d t \\
& =-\int_{0}^{T}\left(\mathbf{p}_{h}, \nabla \varphi-\nabla(P \varphi)\right)_{\Omega}+B_{2}\left(s_{h}, \nabla \varphi-\nabla(P \varphi)\right) d t
\end{aligned}
$$

We denote the terms inside the integral of $\Theta_{31}$

$$
\begin{aligned}
(I V) & =\left(\mathbf{p}_{h}, \nabla \varphi-\nabla(P \varphi)\right)_{\Omega}+B_{2}\left(s_{h}, \nabla \varphi-\nabla(P \varphi)\right) \\
& =\left(\mathbf{p}_{h}, \nabla \varphi-\nabla(P \varphi)\right)_{\Omega}+\left(s_{h}, \nabla \cdot(\nabla \varphi-\nabla(P \varphi))\right)_{\Omega}-\sum_{K}\left(\widehat{s_{h}},(\nabla \varphi-\nabla(P \varphi)) \cdot v\right)_{\partial K} \\
& =\left(\mathbf{p}_{h}, \nabla \varphi-\nabla(P \varphi)\right)_{\Omega}-\left(\nabla\left(s_{h}\right), \nabla \varphi-\nabla(P \varphi)\right)_{\Omega}+\sum_{K}\left(\left(s_{h}-\widehat{s_{h}}\right),(\nabla \varphi-\nabla(P \varphi)) \cdot v\right)_{\partial K} .
\end{aligned}
$$

Because $\nabla s=\mathbf{p}$, so we have

$$
\begin{aligned}
(I V)= & \left(\mathbf{p}_{h}-\mathbf{p}, \nabla \varphi-\nabla(P \varphi)\right)_{\Omega}+\sum_{K}\left(\left(s_{h}-\widehat{s_{h}}\right),(\nabla \varphi-\nabla(P \varphi)) \cdot v\right)_{\partial K} \\
& +\left(\nabla\left(s-s_{h}\right), \nabla \varphi-\nabla(P \varphi)\right)_{\Omega} \\
= & \left(\mathbf{p}_{h}-\mathbf{p}, \nabla \varphi-\nabla(P \varphi)\right)_{\Omega}+\sum_{K}\left(\left(s-\widehat{s_{h}}\right),(\nabla \varphi-\nabla(P \varphi)) \cdot v\right)_{\partial K} \\
& -\left(s-s_{h}, \Delta \varphi-\Delta P \varphi\right)_{\Omega} \\
= & \left(\mathbf{p}_{h}-\mathbf{p}, \nabla \varphi-\nabla(P \varphi)\right)_{\Omega}+\sum_{K}\left(\left(s-\widehat{s_{h}}\right),(\nabla \varphi-\nabla(P \varphi)) \cdot v\right)_{\partial K} \\
& -\left(s-s_{h}, \Delta \varphi-\Delta P \varphi\right)_{\Omega} .
\end{aligned}
$$

Then, it follows that

$$
|(I V)| \leq C h^{-1}\left\|\mathbf{p}-\mathbf{p}_{h}\right\|_{\Omega}\|\varphi-P \varphi\|_{\Omega}+C h^{-2}\left\|s-s_{h}\right\|_{\Omega}\|\varphi-P \varphi\|_{\Omega}
$$

Therefore, we get

$$
\left|\Theta_{31}\right| \leq \widetilde{C}_{3}\left(h^{k} \int_{0}^{T}\left\|\mathbf{p}-\mathbf{p}_{h}\right\|_{\Omega}^{2} d t\right)^{\frac{1}{2}}+h^{k-1}\left(\left(\int_{0}^{T}\left\|s-s_{h}\right\|_{\Omega}^{2} d t\right)^{\frac{1}{2}}\right)\left(\int_{0}^{T}\|\varphi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}}
$$

Similarly,

$$
\left|\Theta_{32}\right| \leq \widetilde{C}_{3}\left(h^{k} \int_{0}^{T}\left\|\mathbf{q}-\mathbf{q}_{h}\right\|_{\Omega}^{2} d t\right)^{\frac{1}{2}}+h^{k-1}\left(\left(\int_{0}^{T}\left\|r-r_{h}\right\|_{\Omega}^{2} d t\right)^{\frac{1}{2}}\right)\left(\int_{0}^{T}\|\psi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}}
$$

Combining Lemmas 4.4-4.6, we can estimate the numerator in the negative-norm:

$$
\begin{aligned}
& \frac{\left(r(T)-r_{h}(T), \Phi\right)_{\Omega}}{\|\Phi\|_{k+1, \Omega}}+\frac{\left(s(T)-s_{h}(T), \Psi\right)_{\Omega}}{\|\Psi\|_{k+1, \Omega}} \\
= & \Theta_{1}+\Theta_{21}+\Theta_{22}+\Theta_{31}+\Theta_{32} \\
\leq & C h^{2 k+1}\|\varphi(0)\|_{k+1, \Omega}+C h^{2 k+2}\left(\int_{0}^{T}\|\varphi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}}+C h^{2 k+2}\left(\int_{0}^{T}\|\varphi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}} \\
& +C h^{2 k+1}\left(\int_{0}^{T}\|\varphi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}}+C h^{2 k}\left(\int_{0}^{T}\|\varphi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}}+C h^{2 k+2}\left(\int_{0}^{T}\|\varphi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}} \\
& +C h^{2 k+1}\|\psi(0)\|_{k+1, \Omega}+C h^{2 k+2}\left(\int_{0}^{T}\|\psi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}}+C h^{2 k+2}\left(\int_{0}^{T}\|\psi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}} \\
& +C h^{2 k+1}\left(\int_{0}^{T}\|\psi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}}+C h^{2 k}\left(\int_{0}^{T}\|\psi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}}+C h^{2 k}\left(\int_{0}^{T}\|\psi\|_{k+1, \Omega}^{2} d t\right)^{\frac{1}{2}} .
\end{aligned}
$$

It is easy to convert the final time dual problem to an initial problem by changing the time $t^{\prime}=T-t$ then we have

$$
\|\varphi\|_{k+1, \Omega} \leq C\|\varphi(T)\|_{k+1, \Omega} \quad \text { and } \quad\|\psi\|_{k+1, \Omega} \leq C\|\psi(T)\|_{k+1, \Omega}
$$

Therefore we have the estimate for the negative-order norm given by

$$
\begin{aligned}
& \left\|r(T)-r_{h}(T)\right\|_{-k+1, \Omega}+\left\|s(T)-s_{h}(T)\right\|_{-k+1, \Omega} \\
= & \sup _{\Phi \in c_{0}^{\infty}} \frac{\left(r(T)-r_{h}(T), \Phi\right)_{\Omega}}{\|\Phi\|_{k+1, \Omega}}+\sup _{\Psi \in c_{0}^{\infty}} \frac{\left(s(T)-s_{h}(T), \Psi\right)_{\Omega}}{\|\Psi\|_{k+1, \Omega}} \\
\leq & C h^{s},
\end{aligned}
$$

where $s=2 k$.

## 5. Numerical studies

In this section, we present numerical results confirming that the convergence rate of the LDG solutions to Schrödinger equations, and we can improve it from $\mathscr{O}\left(h^{k+1}\right)$ to $\mathscr{O}\left(h^{2 k+1}\right)$ numerically through the use of the SIAC filter. Firstly we consider the one-dimensional linear Schrödinger equation and the equation including a potential term in the second example. Then we also consider the nonlinear Schrödinger equation where the nonlinear term is given by $f(u)=2|u|^{2}$. In the final example we consider the LDG solutions for the two-dimensional Schrödinger equation by using a tensor-product polynomial $\mathcal{Q}^{k}$ approximation space. All the examples are calculated by using LDG method with the alternating flux on the uniform Cartesian mesh as in [25]. In each example, the error is computed using six-point Gauss quadrature rule, and we can clearly see that we get at least $\mathscr{O}\left(h^{2 k+1}\right)$ accuracy after post-processing.

We note that the theoretical estimates presented hold for the uniform mesh assumption, however, in [17,18] it was demonstrated that high-order information can also be extracted over nonuniform and unstructured mesh.

Example 5.1. We begin by presenting the linear Schrödinger equation with a smooth solution in the domain $\Omega=[0,2 \pi]$ :

$$
\begin{aligned}
& i u_{t}+u_{x x}=0, \quad \Omega \times(0, T) \\
& u(x, 0)=\cos (x)+i \sin (x), \quad x \in \Omega
\end{aligned}
$$

with periodic boundary conditions.
The errors and convergence rates are presented in Table 5.1, Figs. 5.1, 5.2 and computed at time $T=6$. In Table 5.1, we show the $L^{2}$ and $L^{\infty}$ errors and convergence rates for this problem before and after the post-processing. Even though Theorem 4.3 only guarantees $\mathscr{O}\left(h^{2 k}\right)$ superconvergence, we can clearly see that the order of accuracy $\mathscr{O}\left(h^{k+1}\right)$ before the post-processing and at least $\mathscr{O}\left(h^{2 k+1}\right)$ after the post-processing for $P^{k}$-elements in both the $L^{2}$ and $L^{\infty}$ norms. In Fig. 5.1 we plot the errors of the numerical solutions before and after post-processing for $P^{2}$ and $P^{3}$ with 20 uniform elements. It shows that the errors before post-processing are highly oscillatory, and the post-processing gets rid of the oscillatory in the error and greatly reduces its magnitude. In Fig. 5.2, we plot the logarithmic scale of the absolute errors before and after post-processing. Similarly we see that the post-processed errors are less oscillatory and much smaller in magnitude.

Example 5.2. In this example, we consider a classic problem which includes a potential corresponding to a Harmonic oscillator,

$$
i u_{t}+u_{x x}-V(x) u=0, \quad \Omega \times(0, T)
$$

Table 5.1
$L^{2}$ - and $L^{\infty}$-errors of real part and imaginary part of the linear Schrödinger equation in Example 5.1, before and after post-processing at time $T=6$ using LDG method.

|  | N | Real part before post-processing |  |  |  | Real part after post-processing |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $L^{2}$ error | Order | $L^{\infty}$ error | Order | $L^{2}$ error | Order | $L^{\infty}$ error | Order |
| $P^{1}$ | 10 | 2.18E-02 | - | 7.54E-02 | - | 2.04E-03 | - | $3.04 \mathrm{E}-03$ | - |
|  | 20 | 4.56E-03 | 2.26 | 1.64E-02 | 2.20 | 1.28E-04 | 4.00 | 1.92E-04 | 3.98 |
|  | 40 | $1.14 \mathrm{E}-03$ | 2.01 | 4.11E-03 | 2.00 | 7.99E-06 | 4.00 | $1.21 \mathrm{E}-05$ | 3.99 |
|  | 80 | 2.84E-04 | 2.00 | 1.03E-03 | 2.00 | 4.99E-07 | 4.00 | 7.57E-07 | 4.00 |
|  | 160 | $7.09 \mathrm{E}-05$ | 2.00 | $2.57 \mathrm{E}-04$ | 2.00 | $3.12 \mathrm{E}-08$ | 4.00 | $4.74 \mathrm{E}-08$ | 4.00 |
| $P^{2}$ | 10 | 8.09E-04 | - | $2.87 \mathrm{E}-03$ | - | 1.36E-04 | - | $1.90 \mathrm{E}-04$ | - |
|  | 20 | $1.17 \mathrm{E}-04$ | 2.79 | $4.99 \mathrm{E}-04$ | 2.52 | $2.24 \mathrm{E}-06$ | 5.92 | $3.19 \mathrm{E}-06$ | 5.90 |
|  | 40 | 1.51E-05 | 2.96 | $6.46 \mathrm{E}-05$ | 2.95 | $3.55 \mathrm{E}-08$ | 5.98 | 5.06E-08 | 5.98 |
|  | 80 | $1.88 \mathrm{E}-06$ | 3.00 | $8.07 \mathrm{E}-06$ | 3.00 | $5.57 \mathrm{E}-10$ | 5.99 | 7.93E-10 | 5.99 |
|  | 160 | $2.36 \mathrm{E}-07$ | 3.00 | $1.01 \mathrm{E}-06$ | 3.00 | $8.71 \mathrm{E}-12$ | 6.00 | $1.24 \mathrm{E}-11$ | 6.00 |
| $P^{3}$ | 10 | 3.53E-05 | - | 1.21E-04 | - | 1.61E-05 | - | 2.28E-05 | - |
|  | 20 | $2.92 \mathrm{E}-06$ | 3.60 | $1.29 \mathrm{E}-05$ | 3.24 | $6.88 \mathrm{E}-08$ | 7.87 | $9.73 \mathrm{E}-08$ | 7.87 |
|  | 40 | $1.91 \mathrm{E}-07$ | 3.93 | $9.39 \mathrm{E}-07$ | 3.78 | $2.75 \mathrm{E}-10$ | 7.97 | $3.89 \mathrm{E}-10$ | 7.97 |
|  | 80 | $1.17 \mathrm{E}-08$ | 4.01 | $5.10 \mathrm{E}-08$ | 4.20 | $1.08 \mathrm{E}-12$ | 7.99 | $1.53 \mathrm{E}-12$ | 7.99 |
|  | 160 | $6.60 \mathrm{E}-10$ | 4.11 | $3.16 \mathrm{E}-09$ | 4.01 | $4.30 \mathrm{E}-15$ | 7.97 | $6.08 \mathrm{E}-15$ | 7.97 |
|  |  | Imaginary part before post-processing |  |  |  | Imaginary part after post-processing |  |  |  |
|  | N | $L^{2}$ error | Order | $L^{\infty}$ error | Order | $L^{2}$ error | Order | $L^{\infty}$ error | Order |
| $P^{1}$ | 10 | $2.18 \mathrm{E}-02$ | - | 7.22E-02 | - | $2.04 \mathrm{E}-03$ | - | $3.04 \mathrm{E}-03$ | - |
|  | 20 | $4.56 \mathrm{E}-03$ | 2.26 | $1.64 \mathrm{E}-02$ | 2.12 | $1.28 \mathrm{E}-04$ | 4.00 | $1.92 \mathrm{E}-04$ | 3.98 |
|  | 40 | $1.14 \mathrm{E}-03$ | 2.01 | 4.11E-03 | 2.00 | 7.99E-06 | 4.00 | $1.21 \mathrm{E}-05$ | 3.99 |
|  | 80 | $2.84 \mathrm{E}-04$ | 2.00 | $1.03 \mathrm{E}-03$ | 2.00 | 4.99E-07 | 4.00 | 7.57E-07 | 4.00 |
|  | 160 | 7.09E-05 | 2.00 | $2.57 \mathrm{E}-04$ | 2.00 | $3.12 \mathrm{E}-08$ | 4.00 | $4.74 \mathrm{E}-08$ | 4.00 |
| $P^{2}$ | 10 | 8.09E-04 | - | $2.73 \mathrm{E}-03$ | - | 1.36E-04 | - | $1.93 \mathrm{E}-04$ | - |
|  | 20 | $1.17 \mathrm{E}-04$ | 2.79 | 4.99E-04 | 2.45 | $2.24 \mathrm{E}-06$ | 5.92 | $3.19 \mathrm{E}-06$ | 5.92 |
|  | 40 | $1.51 \mathrm{E}-05$ | 2.96 | $6.46 \mathrm{E}-05$ | 2.95 | $3.55 \mathrm{E}-08$ | 5.98 | $5.06 \mathrm{E}-08$ | 5.98 |
|  | 80 | $1.88 \mathrm{E}-06$ | 3.00 | $8.07 \mathrm{E}-06$ | 3.00 | $5.57 \mathrm{E}-10$ | 5.99 | $7.93 \mathrm{E}-10$ | 6.00 |
|  | 160 | $2.36 \mathrm{E}-07$ | 3.00 | $1.01 \mathrm{E}-06$ | 3.00 | $8.71 \mathrm{E}-12$ | 6.00 | $1.24 \mathrm{E}-11$ | 6.00 |
| $P^{3}$ | 10 | $3.53 \mathrm{E}-05$ | - | $1.16 \mathrm{E}-04$ | - | $1.61 \mathrm{E}-05$ | - | $2.28 \mathrm{E}-05$ | - |
|  | 20 | $2.92 \mathrm{E}-06$ | 3.60 | $1.29 \mathrm{E}-05$ | 3.17 | $6.88 \mathrm{E}-08$ | 7.87 | $9.73 \mathrm{E}-08$ | 7.87 |
|  | 40 | $1.91 \mathrm{E}-07$ | 3.94 | $9.39 \mathrm{E}-07$ | 3.78 | $2.75 \mathrm{E}-10$ | 7.97 | $3.89 \mathrm{E}-10$ | 7.97 |
|  | 80 | $1.17 \mathrm{E}-08$ | 4.02 | $5.10 \mathrm{E}-08$ | 4.20 | $1.08 \mathrm{E}-12$ | 7.99 | $1.53 \mathrm{E}-12$ | 7.99 |
|  | 160 | $6.60 \mathrm{E}-10$ | 4.15 | $3.16 \mathrm{E}-09$ | 4.01 | $4.30 \mathrm{E}-15$ | 7.97 | $6.08 \mathrm{E}-15$ | 7.97 |



Fig. 5.1. Plots pointwise errors for linear Schrödinger equation in Example 5.1 before and after post-processing for 20 elements: $P^{2}$ (left) and $P^{3}$ (right).


Fig. 5.2. The errors in absolute value and in logarithmic scale for linear Schrödinger equation in Example 5.1 for $P^{2}$ with $\mathrm{N}=20,40,80,160$, before and after post-processing.



Fig. 5.3. The errors in absolute value and in logarithmic scale for variable coefficient Schrödinger equation in Example 5.2 for $P^{2}$ with $n=20,40,80,160$, before and after post-processing.
with the potential

$$
V(x)=\frac{x^{2}}{2}
$$

With this potential it is easy to verify it supports the solution

$$
u(x, t)=e^{-\frac{\sqrt{2}}{4}\left(x^{2}-2 i t\right)}, \quad(x, t) \in \Omega \times(0, T)
$$

where $\Omega=[-8,8]$ with periodic boundary conditions.
The errors and convergence rates are presented in Table 5.2, Fig. 5.3 and computed at time $T=5$. Comparing the results with the linear case, the performance is very similar. In Table 5.2, we show the $L^{2}$ and $L^{\infty}$ errors and convergence rates for this problem. Clearly, we can see the optimal convergence rate $k+1$ before post-processing and at least $2 k+1$ after post-processing for $P^{k}$-elements in both $L^{2}$ and $L^{\infty}$ norms. In Fig. 5.3, we plot the absolute errors in logarithmic scale before and after post-processing. It is found that the post-processed errors are less oscillatory and much smaller in magnitude.

Example 5.3. In this example, we consider nonlinear Schrödinger equation with a smooth solution in the domain $\Omega=$ [-35, 35]:

$$
i u_{t}+u_{x x}+2|u|^{2} u=0, \quad \Omega \times(0, T)
$$

Table 5.2
$L^{2}$ - and $L^{\infty}$-errors of real part and imaginary part of the equation shown in Example 5.2 before and after post-processing at time $T=5$ using LDG method.

|  | N | Real part before post-processing |  |  |  | Real part after post-processing |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $L^{2}$ error | Order | $L^{\infty}$ error | Order | $L^{2}$ error | Order | $L^{\infty}$ error | Order |
| $P^{1}$ | 20 | $9.53 \mathrm{E}-03$ | - | $6.40 \mathrm{E}-03$ | - | 8.38E-03 | - | $6.43 \mathrm{E}-03$ | - |
|  | 40 | 2.11E-03 | 2.17 | $1.67 \mathrm{E}-02$ | 1.94 | $5.21 \mathrm{E}-04$ | 4.01 | $5.00 \mathrm{E}-04$ | 3.69 |
|  | 80 | $5.34 \mathrm{E}-04$ | 1.99 | $4.32 \mathrm{E}-03$ | 1.95 | $3.32 \mathrm{E}-05$ | 3.97 | $3.26 \mathrm{E}-05$ | 3.94 |
|  | 160 | $1.34 \mathrm{E}-04$ | 2.00 | $1.09 \mathrm{E}-03$ | 1.99 | $2.09 \mathrm{E}-06$ | 3.99 | $2.06 \mathrm{E}-06$ | 3.98 |
|  | 320 | $3.34 \mathrm{E}-05$ | 2.00 | $2.72 \mathrm{E}-04$ | 2.00 | $1.31 \mathrm{E}-07$ | 4.00 | $1.29 \mathrm{E}-07$ | 4.00 |
| $P^{2}$ | 20 | 7.91E-04 | - | 5.92E-03 | - | $3.20 \mathrm{E}-03$ | - | $2.51 \mathrm{E}-03$ | - |
|  | 40 | $9.63 \mathrm{E}-05$ | 3.04 | 8.07E-04 | 2.87 | $7.23 \mathrm{E}-05$ | 5.47 | $5.85 \mathrm{E}-05$ | 5.43 |
|  | 80 | $1.02 \mathrm{E}-05$ | 3.01 | $1.00 \mathrm{E}-04$ | 3.01 | $1.25 \mathrm{E}-06$ | 5.86 | $1.02 \mathrm{E}-06$ | 5.84 |
|  | 160 | $1.50 \mathrm{E}-06$ | 2.99 | $1.26 \mathrm{E}-05$ | 2.99 | 2.00E-08 | 5.96 | $1.64 \mathrm{E}-08$ | 5.96 |
|  | 320 | $1.88 \mathrm{E}-07$ | 3.00 | $1.58 \mathrm{E}-06$ | 3.00 | $3.26 \mathrm{E}-10$ | 5.94 | $2.72 \mathrm{E}-10$ | 5.91 |
| $P^{3}$ | 10 | 4.44E-04 | - | 2.70E-03 | - | $6.48 \mathrm{E}-02$ | - | 4.53E-02 | - |
|  | 20 | $6.14 \mathrm{E}-05$ | 2.86 | $4.99 \mathrm{E}-04$ | 2.43 | $1.93 \mathrm{E}-03$ | 5.07 | $1.48 \mathrm{E}-03$ | 4.94 |
|  | 40 | $4.35 \mathrm{E}-06$ | 3.82 | $4.28 \mathrm{E}-05$ | 3.54 | $1.56 \mathrm{E}-05$ | 6.94 | $1.25 \mathrm{E}-05$ | 6.88 |
|  | 80 | $2.58 \mathrm{E}-07$ | 4.08 | $2.58 \mathrm{E}-06$ | 4.05 | 7.51E-08 | 7.70 | 6.08E-08 | 7.68 |
|  | 160 | $1.72 \mathrm{E}-08$ | 3.90 | $1.86 \mathrm{E}-07$ | 3.80 | $3.21 \mathrm{E}-10$ | 7.87 | $2.66 \mathrm{E}-10$ | 7.83 |
|  |  | Imaginary part before post-processing |  |  |  | Imaginary part after post-processing |  |  |  |
|  | N | $L^{2}$ error | Order | $L^{\infty}$ error | Order | $L^{2}$ error | Order | $L^{\infty}$ error | Order |
| $P^{1}$ | 20 | 4.48E-03 | - | $2.70 \mathrm{E}-02$ | - | 5.72E-03 | - | 3.83E-03 | - |
|  | 40 | $1.02 \mathrm{E}-03$ | 2.13 | $8.01 \mathrm{E}-03$ | 1.75 | $3.29 \mathrm{E}-04$ | 4.12 | $2.26 \mathrm{E}-04$ | 4.08 |
|  | 80 | $2.22 \mathrm{E}-04$ | 2.20 | 1.81E-03 | 2.15 | $2.02 \mathrm{E}-05$ | 4.03 | $1.39 \mathrm{E}-05$ | 4.03 |
|  | 160 | $5.55 \mathrm{E}-05$ | 2.00 | $4.52 \mathrm{E}-04$ | 2.00 | $1.27 \mathrm{E}-06$ | 3.99 | $8.70 \mathrm{E}-07$ | 3.99 |
|  | 320 | $1.39 \mathrm{E}-05$ | 2.00 | $1.13 \mathrm{E}-04$ | 2.00 | 7.93E-08 | 4.00 | $5.44 \mathrm{E}-08$ | 4.00 |
| $P^{2}$ | 20 | 4.61E-04 | - | $2.58 \mathrm{E}-03$ | - | 1.54E-03 | - | $1.01 \mathrm{E}-03$ | - |
|  | 40 | $5.42 \mathrm{E}-05$ | 3.09 | $4.39 \mathrm{E}-04$ | 2.56 | $2.99 \mathrm{E}-05$ | 5.68 | $2.37 \mathrm{E}-05$ | 5.41 |
|  | 80 | $4.91 \mathrm{E}-06$ | 3.46 | $4.16 \mathrm{E}-05$ | 3.40 | 5.18E-07 | 5.85 | $4.14 \mathrm{E}-07$ | 5.84 |
|  | 160 | $6.24 \mathrm{E}-07$ | 2.98 | $5.24 \mathrm{E}-06$ | 2.99 | $8.30 \mathrm{E}-09$ | 5.96 | 6.65E-09 | 5.96 |
|  | 320 | $7.80 \mathrm{E}-08$ | 3.00 | $6.56 \mathrm{E}-07$ | 3.00 | $1.43 \mathrm{E}-10$ | 5.86 | $9.59 \mathrm{E}-11$ | 6.12 |
| $P^{3}$ | 10 | $2.14 \mathrm{E}-04$ | - | $9.16 \mathrm{E}-04$ | - | $2.70 \mathrm{E}-02$ |  | $1.89 \mathrm{E}-02$ | - |
|  | 20 | $3.17 \mathrm{E}-05$ | 2.75 | $2.15 \mathrm{E}-04$ | 2.09 | $8.01 \mathrm{E}-04$ | 5.07 | 6.13E-04 | 4.94 |
|  | 40 | $2.26 \mathrm{E}-06$ | 3.81 | $1.64 \mathrm{E}-05$ | 3.71 | $6.50 \mathrm{E}-06$ | 6.94 | $5.20 \mathrm{E}-06$ | 6.88 |
|  | 80 | $1.08 \mathrm{E}-07$ | 4.39 | $9.69 \mathrm{E}-07$ | 4.08 | $3.12 \mathrm{E}-08$ | 7.70 | $2.52 \mathrm{E}-08$ | 7.69 |
|  | 160 | 8.79E-09 | 3.62 | 7.97E-08 | 3.60 | $1.41 \mathrm{E}-10$ | 7.79 | $9.44 \mathrm{E}-11$ | 8.06 |



Fig. 5.4. Plots pointwise errors for nonlinear Schrödinger equation in Example 5.3 before and after post-processing for 320 elements: $P^{2}$ (left) and $P^{3}$ (right).

Table 5.3
$L^{2}$ - and $L^{\infty}$-errors of real part and imaginary part of nonlinear Schrödinger equation shown in Example 5.3 before and after post-processing at time $T=1$ using LDG method.

|  | N | Real part before post-processing |  |  |  | Real part after post-processing |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $L^{2}$ error | Order | $L^{\infty}$ error | Order | $L^{2}$ error | Order | $L^{\infty}$ error | Order |
| $P^{1}$ | 40 | $1.63 \mathrm{E}-01$ | - | $1.08 \mathrm{E}+00$ | - | 4.66E-01 | - | $9.58 \mathrm{E}-01$ | - |
|  | 80 | 7.92E-02 | 1.04 | $9.14 \mathrm{E}-01$ | 0.24 | 2.10E-01 | 1.15 | $4.38 \mathrm{E}-01$ | 1.13 |
|  | 160 | $1.15 \mathrm{E}-02$ | 2.78 | $1.47 \mathrm{E}-01$ | 2.64 | $2.21 \mathrm{E}-02$ | 3.25 | 4.93E-02 | 3.15 |
|  | 320 | $1.94 \mathrm{E}-03$ | 2.57 | $3.65 \mathrm{E}-02$ | 2.01 | $1.22 \mathrm{E}-03$ | 4.18 | 2.56E-03 | 4.27 |
|  | 640 | 4.63E-04 | 2.07 | $9.05 \mathrm{E}-03$ | 2.01 | 7.44E-05 | 4.03 | $1.58 \mathrm{E}-04$ | 4.01 |
|  | 1280 | $1.15 \mathrm{E}-04$ | 2.00 | $2.25 \mathrm{E}-03$ | 2.01 | 4.61E-06 | 4.01 | $9.86 \mathrm{E}-06$ | 4.00 |
| $P^{2}$ | 40 | 7.11E-02 | - | $5.73 \mathrm{E}-01$ | - | $3.17 \mathrm{E}-01$ | - | 6.69E-01 | - |
|  | 80 | 9.26E-03 | 2.94 | $1.67 \mathrm{E}-01$ | 1.78 | 5.54E-02 | 2.52 | $1.30 \mathrm{E}-01$ | 2.37 |
|  | 160 | $8.31 \mathrm{E}-04$ | 3.48 | $1.54 \mathrm{E}-02$ | 3.43 | $2.64 \mathrm{E}-03$ | 4.39 | 6.84E-03 | 4.25 |
|  | 320 | $9.75 \mathrm{E}-05$ | 3.09 | $2.27 \mathrm{E}-03$ | 2.76 | $6.28 \mathrm{E}-05$ | 5.39 | 1.79E-04 | 5.26 |
|  | 640 | $1.14 \mathrm{E}-05$ | 3.10 | $3.00 \mathrm{E}-04$ | 2.92 | $1.11 \mathrm{E}-06$ | 5.82 | $3.27 \mathrm{E}-06$ | 5.78 |
|  | 1280 | $1.42 \mathrm{E}-06$ | 3.00 | $3.79 \mathrm{E}-05$ | 2.98 | $1.79 \mathrm{E}-08$ | 5.95 | $5.30 \mathrm{E}-08$ | 5.94 |
| $P^{3}$ | 40 | $2.23 \mathrm{E}-02$ | - | $2.84 \mathrm{E}-01$ | - | 2.94E-01 | - | 5.85E-01 | - |
|  | 80 | $1.48 \mathrm{E}-03$ | 3.91 | $8.45 \mathrm{E}-03$ | 5.07 | $5.30 \mathrm{E}-02$ | 2.47 | $1.20 \mathrm{E}-01$ | 2.29 |
|  | 160 | 6.76E-05 | 4.46 | $1.28 \mathrm{E}-03$ | 2.73 | $1.69 \mathrm{E}-03$ | 4.97 | $4.63 \mathrm{E}-03$ | 4.70 |
|  | 320 | 4.19E-06 | 4.01 | $1.07 \mathrm{E}-04$ | 3.58 | $1.64 \mathrm{E}-05$ | 6.69 | $5.06 \mathrm{E}-05$ | 6.51 |
|  | 640 | $2.49 \mathrm{E}-07$ | 4.07 | $6.77 \mathrm{E}-06$ | 3.98 | 8.60E-08 | 7.57 | $2.78 \mathrm{E}-07$ | 7.51 |
|  | 1280 | $1.56 \mathrm{E}-08$ | 4.00 | $4.21 \mathrm{E}-07$ | 4.01 | 3.64E-10 | 7.88 | $1.19 \mathrm{E}-09$ | 7.86 |
|  |  | Imaginary part before post-processing |  |  |  | Imaginary part after post-processing |  |  |  |
|  | N | $L^{2}$ error | Order | $L^{\infty}$ error | Order | $L^{2}$ error | Order | $L^{\infty}$ error | Order |
| $P^{1}$ | 40 | $1.63 \mathrm{E}-01$ | - | $1.08 \mathrm{E}+00$ | - | 4.00E-01 | - | 8.18E-01 | - |
|  | 80 | 7.92E-02 | 1.04 | $9.14 \mathrm{E}-01$ | 0.24 | 2.19E-01 | 0.87 | 3.86E-01 | 1.08 |
|  | 160 | $1.15 \mathrm{E}-02$ | 2.78 | $1.47 \mathrm{E}-01$ | 2.64 | 2.29E-02 | 3.26 | $4.66 \mathrm{E}-02$ | 3.05 |
|  | 320 | $1.94 \mathrm{E}-03$ | 2.57 | $3.65 \mathrm{E}-02$ | 2.01 | $1.25 \mathrm{E}-03$ | 4.19 | $2.42 \mathrm{E}-03$ | 4.27 |
|  | 640 | $4.63 \mathrm{E}-04$ | 2.07 | $9.05 \mathrm{E}-03$ | 2.01 | 7.62E-05 | 4.03 | $1.53 \mathrm{E}-04$ | 3.98 |
|  | 1280 | $1.15 \mathrm{E}-04$ | 2.00 | $2.25 \mathrm{E}-03$ | 2.01 | $4.72 \mathrm{E}-06$ | 4.01 | $9.48 \mathrm{E}-06$ | 4.01 |
| $P^{2}$ | 40 | 7.11E-02 | - | $5.73 \mathrm{E}-01$ | - | 2.90E-01 | - | 5.94E-01 | - |
|  | 80 | 9.26E-03 | 2.94 | $1.67 \mathrm{E}-01$ | 1.78 | 5.59E-02 | 2.58 | $1.29 \mathrm{E}-01$ | 2.21 |
|  | 160 | $8.31 \mathrm{E}-04$ | 3.48 | $1.54 \mathrm{E}-02$ | 3.43 | $2.64 \mathrm{E}-03$ | 4.50 | 7.57E-03 | 4.09 |
|  | 320 | $9.75 \mathrm{E}-05$ | 3.09 | $2.27 \mathrm{E}-03$ | 2.76 | $6.30 \mathrm{E}-05$ | 5.39 | $1.97 \mathrm{E}-04$ | 5.26 |
|  | 640 | $1.14 \mathrm{E}-05$ | 3.10 | $3.00 \mathrm{E}-04$ | 2.92 | $1.11 \mathrm{E}-06$ | 5.82 | 3.59E-06 | 5.78 |
|  | 1280 | $1.42 \mathrm{E}-06$ | 3.00 | $3.79 \mathrm{E}-05$ | 2.98 | $1.80 \mathrm{E}-08$ | 5.95 | $5.84 \mathrm{E}-08$ | 5.94 |
| $P^{3}$ | 40 | $2.23 \mathrm{E}-02$ | - | $2.84 \mathrm{E}-01$ | - | $2.93 \mathrm{E}-01$ | - | 5.93E-01 | - |
|  | 80 | $1.48 \mathrm{E}-03$ | 3.91 | $8.45 \mathrm{E}-03$ | 5.07 | $5.27 \mathrm{E}-02$ | 2.48 | $1.21 \mathrm{E}-01$ | 2.29 |
|  | 160 | $6.76 \mathrm{E}-05$ | 4.46 | $1.28 \mathrm{E}-03$ | 2.73 | $1.70 \mathrm{E}-03$ | 4.96 | 4.96E-03 | 4.61 |
|  | 320 | 4.19E-06 | 4.01 | $1.07 \mathrm{E}-04$ | 3.58 | $1.64 \mathrm{E}-05$ | 6.69 | $5.45 \mathrm{E}-05$ | 6.51 |
|  | 640 | $2.49 \mathrm{E}-07$ | 4.07 | $6.77 \mathrm{E}-06$ | 3.98 | $8.62 \mathrm{E}-08$ | 7.57 | $3.01 \mathrm{E}-07$ | 7.50 |
|  | 1280 | $1.56 \mathrm{E}-08$ | 4.00 | $4.21 \mathrm{E}-07$ | 4.01 | $3.65 \mathrm{E}-10$ | 7.88 | $1.29 \mathrm{E}-09$ | 7.86 |

with the soliton solution

$$
u(x, t)=\operatorname{sech}(x-4 t) \exp \left(2 i\left(c x-\frac{3}{2} t\right)\right)
$$

with periodic boundary conditions.
The errors and convergence rates are presented in Table 5.3 and Figs. 5.4, 5.5 and computed at time $T=1$. Although not proven in this paper, we expect the same accuracy results to hold for LDG solutions as in Examples 5.1 and 5.2. In Table 5.3 it shows that for the nonlinear case we obtain the optimal $k+1$ order of accuracy before post-processing and at least $2 k+1$ order of accuracy after post-processing for $P^{k}$-elements in both the $L^{2}$ - and $L^{\infty}$-norms. In Fig. 5.4 we plot the errors of the numerical errors before and after processing for $P^{2}$ and $P^{3}$ cases with 320 elements. Similarly, we see that the error before post-processing is highly oscillatory, and the post-processing gets rid of the oscillatory in the error and greatly reduces its magnitude. In Fig. 5.5 we plot the errors, in absolute value in logarithmic scale of the numerical solution before and after post-processing in $[-10,10]$, with $n=160,320,640,1280$. We find that the post-processed errors are less oscillatory and much smaller in magnitude. However, notice that due to nonlinear effects not all oscillations in the errors have been removed by post-processing, especially for a large number of elements.

Example 5.4. In this example, we consider two dimensional Schrödinger equation with a smooth solution in the domain $\Omega=[-8,8] \times[-8,8]$

$$
i u_{t}=-\frac{1}{2}\left(u_{x x}+u_{y y}\right)+V(x, y) u, \quad \Omega \times(0, T)
$$



Fig. 5.5. The errors in absolute value and in logarithmic scale for nonlinear Schrödinger equation in Example 5.3 in [ $-10,10$ ], for $P^{2}$ with $n=20,40,80,160$, before and after post-processing.

Table 5.4
$L^{2}$ - and $L^{\infty}$-errors of real part and imaginary part of the 2D Schrödinger equation shown in Example 5.4 before and after post-processing at time $T=1$ using LDG method. We can see at least $\mathscr{O}\left(h^{2 k+1}\right)$ in both the $L^{2}$ - and $L^{\infty}$-norms.

|  | N | Real part before post-processing |  |  |  | Real part after post-processing |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $L^{2}$ error | Order | $L^{\infty}$ error | Order | $L^{2}$ error | Order | $L^{\infty}$ error | Order |
| $P^{1}$ | $20 \times 20$ | 4.22E-03 | - | 1.17E-01 | - | 2.19E-02 | - | $1.17 \mathrm{E}-02$ | - |
|  | $40 \times 40$ | $9.52 \mathrm{E}-04$ | 2.15 | $2.78 \mathrm{E}-02$ | 2.08 | $2.07 \mathrm{E}-03$ | 3.40 | $1.13 \mathrm{E}-03$ | 3.38 |
|  | $80 \times 80$ | $2.06 \mathrm{E}-04$ | 2.21 | $7.45 \mathrm{E}-03$ | 1.90 | 7.20E-05 | 4.85 | $7.00 \mathrm{E}-05$ | 4.01 |
|  | $160 \times 160$ | $4.77 \mathrm{E}-05$ | 2.11 | 1.80E-03 | 2.05 | 4.20E-06 | 4.10 | $4.45 \mathrm{E}-06$ | 3.97 |
|  | $320 \times 320$ | $1.19 \mathrm{E}-05$ | 2.00 | $4.50 \mathrm{E}-04$ | 2.00 | $2.63 \mathrm{E}-07$ | 4.00 | $2.80 \mathrm{E}-07$ | 3.99 |
| $P^{2}$ | $10 \times 10$ | 4.10E-03 | - | 9.86E-02 | - | $1.24 \mathrm{E}-01$ | - | $9.57 \mathrm{E}-02$ | - |
|  | $20 \times 20$ | 4.09E-04 | 3.32 | 7.85E-03 | 3.65 | 7.94E-03 | 3.96 | $6.81 \mathrm{E}-03$ | 3.81 |
|  | $40 \times 40$ | 4.49E-05 | 3.19 | $1.35 \mathrm{E}-03$ | 2.54 | 1.99E-04 | 5.32 | $1.83 \mathrm{E}-04$ | 5.22 |
|  | $80 \times 80$ | $7.30 \mathrm{E}-06$ | 2.62 | $1.67 \mathrm{E}-04$ | 3.02 | $3.57 \mathrm{E}-06$ | 5.80 | $3.32 \mathrm{E}-06$ | 5.78 |
|  | $160 \times 160$ | $9.02 \mathrm{E}-07$ | 3.02 | $2.00 \mathrm{E}-05$ | 3.06 | $5.78 \mathrm{E}-08$ | 5.95 | $5.41 \mathrm{E}-08$ | 5.94 |
| $P^{3}$ | $10 \times 10$ | 1.89E-04 | - | $2.85 \mathrm{E}-03$ | - | 1.22E-01 | - | $9.03 \mathrm{E}-02$ | - |
|  | $20 \times 20$ | $3.77 \mathrm{E}-05$ | 2.32 | $1.22 \mathrm{E}-03$ | 1.23 | 5.52E-03 | 4.46 | $4.76 \mathrm{E}-03$ | 4.25 |
|  | $40 \times 40$ | $2.04 \mathrm{E}-06$ | 4.21 | $7.50 \mathrm{E}-05$ | 4.02 | $5.69 \mathrm{E}-05$ | 6.60 | $5.21 \mathrm{E}-05$ | 6.51 |
|  | $80 \times 80$ | $1.25 \mathrm{E}-07$ | 4.04 | 5.28E-06 | 3.83 | $2.96 \mathrm{E}-07$ | 7.59 | $2.76 \mathrm{E}-07$ | 7.56 |
|  | $160 \times 160$ | 8.98E-09 | 3.79 | $3.98 \mathrm{E}-07$ | 3.73 | $1.24 \mathrm{E}-09$ | 7.89 | $1.17 \mathrm{E}-09$ | 7.89 |
|  |  | Imaginary part before post-processing |  |  |  | Imaginary part after post-processing |  |  |  |
|  | N | $L^{2}$ error | Order | $L^{\infty}$ error | Order | $L^{2}$ error | Order | $L^{\infty}$ error | Order |
| $P^{1}$ | $20 \times 20$ | $4.77 \mathrm{E}-03$ | - | $1.47 \mathrm{E}-01$ | - | 2.76E-02 | - | $1.99 \mathrm{E}-02$ | - |
|  | $40 \times 40$ | $1.41 \mathrm{E}-03$ | 1.76 | $4.81 \mathrm{E}-02$ | 1.61 | $2.32 \mathrm{E}-03$ | 3.57 | $1.54 \mathrm{E}-03$ | 3.69 |
|  | $80 \times 80$ | $2.96 \mathrm{E}-04$ | 2.25 | $1.13 \mathrm{E}-02$ | 2.09 | $1.07 \mathrm{E}-04$ | 4.44 | $1.03 \mathrm{E}-04$ | 3.90 |
|  | $160 \times 160$ | $7.43 \mathrm{E}-05$ | 1.99 | 2.80E-03 | 2.01 | 6.73E-06 | 3.99 | $6.61 \mathrm{E}-06$ | 3.97 |
|  | $320 \times 320$ | $1.86 \mathrm{E}-05$ | 2.00 | 7.01E-04 | 2.00 | $4.22 \mathrm{E}-07$ | 4.00 | $4.15 \mathrm{E}-07$ | 3.99 |
| $P^{2}$ | $10 \times 10$ | $6.47 \mathrm{E}-03$ | - | $1.71 \mathrm{E}-01$ | - | 1.90E-01 | - | $1.43 \mathrm{E}-01$ | - |
|  | $20 \times 20$ | $5.45 \mathrm{E}-04$ | 3.57 | 1.19E-02 | 3.85 | $1.21 \mathrm{E}-02$ | 3.97 | $1.05 \mathrm{E}-02$ | 3.76 |
|  | $40 \times 40$ | $7.70 \mathrm{E}-05$ | 2.82 | $2.11 \mathrm{E}-03$ | 2.49 | $3.13 \mathrm{E}-04$ | 5.27 | $2.83 \mathrm{E}-04$ | 5.22 |
|  | $80 \times 80$ | $8.55 \mathrm{E}-06$ | 3.17 | 2.59E-04 | 3.03 | $5.54 \mathrm{E}-06$ | 5.82 | $5.15 \mathrm{E}-06$ | 5.78 |
|  | $160 \times 160$ | $1.07 \mathrm{E}-06$ | 3.00 | $3.15 \mathrm{E}-05$ | 3.04 | 8.96E-08 | 5.95 | $8.37 \mathrm{E}-08$ | 5.94 |
| $P^{3}$ | $10 \times 10$ | 2.12E-04 | - | $3.43 \mathrm{E}-03$ | - | 1.89E-01 | - | $1.41 \mathrm{E}-01$ | - |
|  | $20 \times 20$ | $4.72 \mathrm{E}-05$ | 2.17 | $1.67 \mathrm{E}-03$ | 1.04 | 8.59E-03 | 4.46 | $7.40 \mathrm{E}-03$ | 4.25 |
|  | $40 \times 40$ | $3.38 \mathrm{E}-06$ | 3.81 | $1.47 \mathrm{E}-04$ | 3.50 | $8.86 \mathrm{E}-05$ | 6.60 | $8.12 \mathrm{E}-05$ | 6.51 |
|  | $80 \times 80$ | $2.13 \mathrm{E}-07$ | 3.98 | $1.03 \mathrm{E}-05$ | 3.83 | $4.60 \mathrm{E}-07$ | 7.59 | $4.30 \mathrm{E}-07$ | 7.56 |
|  | $160 \times 160$ | $1.35 \mathrm{E}-08$ | 3.99 | $6.71 \mathrm{E}-07$ | 3.95 | $1.94 \mathrm{E}-09$ | 7.89 | $1.82 \mathrm{E}-09$ | 7.88 |

with the potential

$$
V(x)=\frac{x^{2}+y^{2}}{2}
$$

We take the exact solution to be

$$
u(x, t)=e^{-i t} e^{-\frac{x^{2}+y^{2}}{2}}
$$

In this example we use the $\mathcal{Q}^{k}$ polynomial approximation space in the LDG method. The $L^{2}$ and $L^{\infty}$ errors and convergence rates are presented in Table 5.4 at time $T=1$. Similarly, we see that after post-processing the order of accuracy has been improved from $\mathscr{O}\left(h^{k+1}\right)$ to at least $\mathscr{O}\left(h^{2 k+1}\right)$.

## 6. Conclusions

In this paper we have proved the optimal $L^{2}$-error estimate of the local discontinuous Galerkin (LDG) method for variable coefficient Schrödinger equations. We have also established the existence of higher order of accuracy of the LDG method to variable coefficient Schrödinger equations in the negative-order norm. The divided difference estimates are straight forward from the estimates of the LDG solution itself. Based on these theoretical results, by using the SIAC filter we can improve the accuracy of LDG approximation from $\mathscr{O}\left(h^{k+1}\right)$ to at least $\mathscr{O}\left(h^{2 k}\right)$, when the alternating numerical fluxes are adopted in the method. The convergence rate of LDG solutions was demonstrated by the numerical tests. Furthermore these results and technique can be easily extend to high dimensional space following the same ideas. But for the nonlinear case, although we can get the same numerical results as in the linear and variable coefficient cases, it is nontrivial in the theoretical demonstration. So we leave this for the future work.
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