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ABSTRACT. For autonomous Tonelli systems on Rn, we develop an intrinsic proof of the
existence of generalized characteristics using sup-convolutions. This approach, together
with convexity estimates for the fundamental solution, leads to new results such as the
global propagation of singularities along generalized characteristics.

1. INTRODUCTION

Let L(x, v) be a Tonelli Lagrangian on Rn (L : Rn × Rn → R is a function of class
C2, strictly convex in the fibre, with superlinear growth with respect to v), and let H(x, p)
be the associated Hamiltonian given by the Fenchel-Legendre transform. The study of the
regularity properties of the viscosity solutions of the Hamilton-Jacobi equation

(1.1) H(x,Du(x)) = 0 (x ∈ Rn)

is extremely important for several reasons. In the last two or three decades, remarkable
progress in the broad area of Hamiltonian dynamical systems was achieved by Mather’s
theory for Tonelli systems on compact manifolds in Lagrangian formalism [31, 32], and
Fathi’s weak KAM theory in Hamiltonian formalism [25, 27]. Both these theories suc-
ceeded in the analysis of some hard dynamical problems such as Arnold diffusion. How-
ever, a general variational setting that applies to all the above aspects of Hamiltonian dy-
namics still has to be developed. As is well known, in both Mather’s and Fathi’s theories
various global minimal sets in a variational sense—such as Mather’s set, Aubry’s set and
Mañé’s set—play a crucial role. Similarly, if we want to study the behavior of an orbit
after it loses minimality, then we have to face the hard problem of dealing with the cut loci
and singular sets of the associated viscosity solutions.

Although significant contributions investigating the singularities of viscosity solutions
were already given in [17] and [7], the current approach to this problem goes back to
[3], where the propagation of singularities was studied for general semiconcave functions.
Since any viscosity solution u of (1.1) is locally semiconcave (with linear modulus), we
have that singularities propagate along Lipschitz arcs starting from any singular point x of
u at which the superdifferential D+u(x) satisfies the condition

∂D+u(x) \D∗u(x) 6= ∅,

where ∂D+u(x) denotes the topological boundary of D+u(x) and D∗u(x) the set of all
reachable gradients of u at x. A more specific approach to the problem was developed in
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[4] by solving the generalized characteristic inclusion

ẋ(s) ∈ coHp

(
x(s), D+u(x(s))

)
, a.e. s ∈ [0, τ ] .

More precisely, if the initial point x0 belongs to the singular set of u, hereafter denoted by
Sing (u), and is not a critical point of u relative to H , i.e.,

0 6∈ coHp(x0, D
+u(x0)) ,

then it was proved in [4] that there exists a nonconstant singular arc x from x0 which
is a generalized characteristic. The study of the local propagation of singularities along
generalized characteristics was later refined in [37] and [18]. For weak KAM solutions,
local propagation results were obtained in [19] and the Lasry-Lions regularization proce-
dure was applied in [12] to analyze the critical points of Mather’s barrier functions. An
interesting interpretation of the above singular curves as part of the flow of fluid particles
has been recently proposed in [28] (see also [35] for related results).

Returning to our dynamical motivations, in this paper we try to give an intrinsic in-
terpretation of generalized characteristics and study the relevant global properties of such
curves. For this purpose, we use the Lax-Oleinik semigroups T±t (see, e.g. [25]) defined
as follows:

T+
t u0(x) := sup

y∈Rn

{u0(y)−At(x, y)},

T−t u0(x) := inf
y∈Rn
{u0(y) +At(y, x)},

where u0 : Rn → R is a continuous function and At(x, y) is the fundamental solution
of (1.1). These operators can be also derived from the Moreau-Yosida approximations in
convex analysis ([8]) or the Lasry-Lions regularization technique based on sup- and inf-
convolutions ([29], [36]).

By analyzing the maximizers yt, for sufficiently small t > 0, in the sup-convolution
giving T+

t u0(x) we obtain the global propagation of singularities which represents the
main result of this paper. For such a result we need the following assumptions.

(L1) Uniform convexity: There exists a nonincreasing function ν : [0,+∞) → (0,+∞)
such that

Lvv(x, v) > ν(|v|)I
for all (x, v) ∈ Rn × Rn.

(L2) Growth conditions: There exist two superlinear functions θ, θ : [0,+∞)→ [0,+∞)
and a constant c0 > 0 such that

θ(|v|) > L(x, v) > θ(|v|)− c0 ∀(x, v) ∈ Rn × Rn.

(L3) Uniform regularity: There exists a nondecreasing function K : [0,+∞)→ [0,+∞)
such that, for every multindex |α| = 1, 2,

|DαL(x, v)| 6 K(|v|) ∀(x, v) ∈ Rn × Rn,

Recalling that Sing (u) stands for the singular set of u we now proceed to state our

Propagation result: Let L be a Lagrangian on Rn satisfying conditions (L1)-(L3),
and let u be a globally Lipschitz semiconcave solution of the Hamilton-Jacobi
equation (1.1), where H is the Hamiltonian associated with L. If x belongs to
Sing (u), then there exists a generalized characteristic x : [0,+∞) → Rn such
that x(0) = x and x(s) ∈ Sing (u) for all s ∈ [0,+∞).
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We observe that the study of the global propagation of singularities is much more dif-
ficult than the local one. Indeed, to this date the only known results concern geodesic
systems, see [2] and [5]. More precisely, [2] studies the global propagation of the so-
called C1-singular support of solutions which—in this case—coincides with the closure
of Sing(u), while [5] investigates the propagation of genuine singularities. For time de-
pendent problems, global propagation was addressed in [1] for the C1-singular support of
solutions and, recently, in [15] for singularities of solutions to eikonal equations.

It is worth mentioning that, when considering geodesic systems on Riemannian man-
ifolds, the method of generalized characteristics (or generalized gradient flow) has been
successfully applied to reveal topological relations between a compact domain Ω and the
cut locus enclosed in Ω ([5]). Such relations depend on global results for the propagation
of singularities along the associated generalized characteristics. We will shortly apply our
global propagation results to study singularities on the torus ([13]).

For the proof of the above theorem we need regularity results for the value function of
the action functional (also called fundamental solution of (1.1) in [33])

At(x, y) = inf
γ∈Γt

x,y

∫ t

0

L(γ(s), γ̇(s))ds (t > 0 , x, y ∈ Rn)

where
Γtx,y = {γ ∈W 1,1([0, t],Rn) : γ(0) = x, γ(t) = y}.

More precisely, we need
Convexity and local C1,1 regularity results: SupposeL is a Tonelli Lagrangian sat-

isfying (L1)-(L3). Then the following properties hold true.
(a) For any λ > 0, there exists tλ > 0 such that, for any x ∈ Rn, the function

(t, y) 7→ At(x, y) is semiconvex on the cone

Sλ(x, tλ) :=
{

(t, y) ∈ R× Rn : 0 < t < tλ, |y − x| < λt
}
,

that is, there exists Cλ > 0 such that for all x ∈ Rn, all (t, y) ∈ Sλ(x, tλ), all
h ∈ [0, t/2), and all z ∈ B(0, λt) we have that

At+h(x, y + z) +At−h(x, y − z)− 2At(x, y) > −Cλ
t

(h2 + |z|2).

(b) For all t ∈ (0, tλ], At(x, ·) is uniformly convex on B(x, λt), that is, there
exists C ′λ > 0 such that for all x ∈ Rn, all y ∈ B(x, λt), and all z ∈ B(0, λt)
we have that

At(x, y + z) +At(x, y − z)− 2At(x, y) >
C ′λ
t
|z|2.

(c) For any x ∈ Rn the functions (t, y) 7→ At(x, y) and (t, y) 7→ At(y, x) are of
class C1,1

loc on the cone Sλ(x, tλ) defined above.
Similar regularity results were obtained in [11] by a different approach, under more restric-
tive structural assumptions than those we consider in this paper.

This paper is organized as follows. In section 2, we review basic properties of viscosity
solution of Hamilton-Jacobi equations. In section 3, we discuss connections between sup-
convolutions and generalized characteristics and we give our global result on the propaga-
tion of singularities along generalized characteristics. The paper contains four appendices
that contain technical results and background material which is useful for our approach:
in the first one we give a uniform bound for minimizers of the action functional follow-
ing [6] and [24], in the second one we give detailed proofs of all the required regularity
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results for the fundamental solution, in the third one we adapt the construction of general-
ized characteristics from [4] to the present context, in the fourth one we provide a global
semiconcavity estimate for the weak KAM solution on Rn constructed in [26].
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2. PRELIMINARIES

2.1. Semiconcave functions. Let Ω ⊂ Rn be a convex set. We recall that a function
u : Ω → R is said to be semiconcave (with linear modulus) if there exists a constant
C > 0 such that

(2.1) λu(x) + (1− λ)u(y)− u(λx+ (1− λ)y) 6
C

2
λ(1− λ)|x− y|2

for any x, y ∈ Ω and λ ∈ [0, 1]. Any constant C that satisfies the above inequality is called
a semiconcavity constant for u in Ω.

A function u : Ω→ R is said to be semiconvex if −u is semiconcave.
When u : Ω→ R is continuous, it can be proved that u is semiconcave with constant C

if and only if

u(x) + u(y)− 2u

(
x+ y

2

)
6
C

2
|x− y|2

for any x, y ∈ Ω.
Hereafter, we assume that Ω is a nonempty open subset of Rn.
We recall that a function u : Ω → R is said to be locally semiconcave (resp. locally

semiconvex) if for each x ∈ Ω there exists an open ball B(x, r) ⊂ Ω such that u is a
semiconcave (resp. semiconvex) function on B(x, r).

Let u : Ω ⊂ Rn → R be a continuous function. We recall that, for any x ∈ Ω, the
closed convex sets

D−u(x) =

{
p ∈ Rn : lim inf

y→x

u(y)− u(x)− 〈p, y − x〉
|y − x|

> 0

}
,

D+u(x) =

{
p ∈ Rn : lim sup

y→x

u(y)− u(x)− 〈p, y − x〉
|y − x|

6 0

}
.

are called the (Dini) subdifferential and superdifferential of u at x, respectively.
Let now u : Ω → R be locally Lipschitz. We recall that a vector p ∈ Rn is said to be

a reachable (or limiting) gradient of u at x if there exists a sequence {xn} ⊂ Ω \ {x},
converging to x, such that u is differentiable at xk for each k ∈ N and

lim
k→∞

Du(xk) = p.

The set of all reachable gradients of u at x is denoted by D∗u(x).
Now we list some well known properties of the superdifferential of a semiconcave func-

tion on Ω ⊂ Rn (see, e.g., [16] for the proof).
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Proposition 2.1. Let u : Ω ⊂ Rn → R be a semiconcave function and let x ∈ Ω. Then
the following properties hold.
(a) D+u(x) is a nonempty compact convex set in Rn and D∗u(x) ⊂ ∂D+u(x), where

∂D+u(x) denotes the topological boundary of D+u(x).
(b) The set-valued function x D+u(x) is upper semicontinuous.
(c) If D+u(x) is a singleton, then u is differentiable at x. Moreover, if D+u(x) is a

singleton for every point in Ω, then u ∈ C1(Ω).
(d) D+u(x) = coD∗u(x).

Proposition 2.2 ([16]). Let u : Ω→ R be a continuous function. If there exists a constant
C > 0 such that, for any x ∈ Ω, there exists p ∈ Rn such that

(2.2) u(y) 6 u(x) + 〈p, y − x〉+
C

2
|y − x|2, ∀y ∈ Ω,

then u is semiconcave with constant C and p ∈ D+u(x). Conversely, if u is semiconcave
in Ω with constant C, then (2.2) holds for any x ∈ Ω and p ∈ D+u(x).

A point x ∈ Ω is called a singular point of u if D+u(x) is not a singleton. The set of
all singular points of u, also called the singular set of u, is denoted by Sing (u).

2.2. Tonelli Lagrangians. In this paper, we concentrate on Lagrangians on Euclidean
configuration space Rn. We say that a function θ : [0,+∞) → [0,+∞) is superlinear if
θ(r)/r → +∞ as r → +∞.

Definition 2.3. A function F : Rn×Rn → R is called a generalized Tonelli function if F
is a function of class C2 that satisfies the following conditions:
(T1) Uniform convexity: There exists a nonincreasing function ν : [0,+∞) → (0,+∞)

such that
Fvv(x, v) > ν(|v|)I ∀(x, v) ∈ Rn × Rn.

(T2) Growth condition: There exist two superlinear function θ, θ : [0,+∞) → [0,+∞)
and a constant c0 > 0 such that

θ(|v|) > F (x, v) > θ(|v|)− c0 ∀(x, v) ∈ Rn × Rn.

(T3) Uniform regularity: There exists a nondecreasing function K : [0,+∞)→ [0,+∞)
such that, for every multindex |α| = 1, 2,

|DαF (x, v)| 6 K(|v|) ∀(x, v) ∈ Rn × Rn,

The convex conjugate of a superlinear function θ is defined as

(2.3) θ∗(s) = sup
r>0
{rs− θ(r)}s ∀s > 0.

In view of the superlinear growth of θ it is clear that θ∗ is well defined and satisfies

(2.4) θ(r) + θ∗(s) > rs ∀r, s > 0,

which in turn can be used to show that θ∗(s)/s→∞ as s→∞.

Definition 2.4. A function L : Rn ×Rn → R is called a Tonelli Lagrangian if L is a gen-
eralized Tonelli function as in Definition 2.3. If L is a Tonelli Lagrangian, the associated
Hamiltonian H is the Fenchel-Legendre dual of L is defined by

(2.5) H(x, p) = sup
v∈Rn

{
〈p, v〉 − L(x, v)

}
(x, p) ∈ Rn × Rn .
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The Hamiltonian H is called a Tonelli Hamiltonian if H is a generalized Tonelli func-
tion. We denote by (L1)-(L3) (resp. (H1)-(H3)) the corresponding conditions of a Tonelli
Lagrangian L (resp. Tonelli Hamiltonian H).

Example 2.5. A typical example of a Tonelli Lagrangian L is the one of mechanical sys-
tems which has the form

L(x, v) = f(x)(1 + |v|2)
q
2 + V (x), (x, v ∈ Rn),

where q > 1, f and V are smooth functions on Rn with bounded derivatives up to the
second order, and infRn f > 0.

Lemma 2.6. If L is a Tonelli Lagrangian with H its Fenchel-Legendre dual, then H is a
Tonelli Hamiltonian.

Proof. First, let vx,p ∈ Rn be such that p = Lv(x, vx,p) or, equivalently, vx,p = Hp(x, p).
By assumptions (L1)-(L3), we have that

|p||vx,p| >〈Lv(x, vx,p), vx,p〉 > L(x, vx,p)− L(x, 0) > θ(|vx,p|)− c0 − θ̄(0)

>(|p|+ 1)|vx,p| − c0 − θ̄(0)− θ∗(|p|+ 1).

This shows that

|Hp(x, p)| = |vx,p| 6 c0 + θ̄(0) + θ∗(|p|+ 1) = C1(|p|),
where C1(r) = c0 + θ̄(0) + θ∗(r+ 1). The estimates for the other derivatives in (H3) and
(H1) can be proved by using the relations

Hx(x, p) = −Lx(x,Hp(x, p))

Hpp(x, p) = L−1
vv (x,Hp(x, p))

Hxp(x, p) = −Lxv(x,Hp(x, p))Hpp(x, p)

Hxx(x, p) = −Lxx(x,Hp(x, p))− Lxv(x,Hp(x, p))Hpx(x, p)

and our conditions (L1)-(L3). This completes the verification of (H1) and (H3).
To check (H2), we have that, for all R > 0,

H(x, p) > R|p| − θ̄(R), ∀(x, p) ∈ Rn × Rn

by (2.5) and (L2). Set θ1(r) = supR>0{Rr − θ̄(R)}, r ∈ (0,+∞), which is well defined
by (L2). Thus, θ1 gives the required superlinear function for (H2). �

2.3. Hamilton-Jacobi equations. SupposeH is the Hamiltonian associated with a Tonelli
Lagrangian L and consider the Hamilton-Jacobi equation

(2.6) H(x,Du(x)) = 0 (x ∈ Rn).

We recall that a continuous function u is called a viscosity subsolution of equation (2.6) if,
for any x ∈ Rn,

H(x, p) 6 0, ∀p ∈ D+u(x) .(2.7)

Similarly, u is a viscosity supersolution of equation (2.6) if, for any x ∈ Rn,

H(x, p) > 0, ∀p ∈ D−u(x) .(2.8)

Finally, u is called a viscosity solution of equation (2.6), if it is both a viscosity subsolution
and a supersolution.

Throughout this paper we will be concerned with solutions of the above equation that
are Lipschitz continuous and semiconcave on Rn. The existence of such solution is the
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object of the following proposition which is essentially a consequence of the existence
theorem of [26] and the semiconcavity results of this paper (see also [16] and [34]).

Proposition 2.7. Let L be a Tonelli Lagrangian and let H be the associated Hamiltonian.
Then there exists a constant c(H) ∈ R such that the Hamilton-Jacobi equation

(2.9) H(x,Du(x)) = c, x ∈ Rn,
admits a viscosity solution u : Rn → R for c = c(H) and does not admit any such solution
for c < c(H). Moreover, u is globally Lipschitz continuous and semiconcave on Rn.

The proof of Proposition 2.7 is given in Appendix D.
Let us consider the class of admissible arcs

At,x = {ξ ∈W 1,1([0, t];Rn) : ξ(t) = x}
whereW 1,1([a, b];Rn) denotes the space of all absolutely continuous Rn-valued functions
on [a, b], where −∞ < a < b < +∞. The functional

(2.10) Jt(ξ) :=

∫ t

0

L(ξ(s), ξ̇(s)) ds+ u0(ξ(0)), ξ ∈ At,x,

where u0 ∈ C(Rn) is the initial cost, is usually called the action functional. A classical
problem in the calculus of variations is

(CVt,x) to minimize Jt over all arcs ξ ∈ At,x.
We define the associated value function

(2.11) u(t, x) = min
ξ∈At,x

Jt(ξ).

It is known that u(t, x) is a viscosity solution of the Cauchy problem

(2.12)

{
ut(t, x) +H(x,∇xu(t, x)) = 0, t > 0, x ∈ Rn

u(0, x) = u0(x), x ∈ Rn,

where ∇xu denotes the spatial gradient of u. From the uniqueness of viscosity solutions
of (2.12) if follows that, if the initial datum u0 is a viscosity solution of (2.6), then the
solution u of (2.12) is constant in time and coincides with u0. In this case, because of the
translation invariance of problem (CVt,x), we have that, for all t > 0,

(2.13) u0(x) = min
ξ∈W 1,1([−t,0];Rn)

{∫ 0

−t
L(ξ(s), ξ̇(s)) ds+ u0(ξ(−t)) : ξ(0) = x

}
.

Moreover, suppose L satisfies conditions (L1)-(L3) and let H be the associated Hamilton-
ian. Then we have the following result (see [16] or [34]).

Proposition 2.8. Let u : Rn → R be a viscosity solution of (2.6) and let x ∈ Rn. Then
p ∈ D∗u(x) if and only if there exists a uniqueC2 curve γ : (−∞, 0]→ Rn with γ(0) = x
which is a minimizer of the problem in (2.13) for every t > 0 and p = Lv(x, γ̇(0)).

2.4. Generalized characteristics. The study of the structure of the singular set of a vis-
cosity solution is a very important and hard one in many fields such as Riemannian ge-
ometry, optimal control, classical mechanics, etc. The dynamics of singularities can be
described by using generalized characteristics.

Definition 2.9. A Lipschitz arc x : [0, T ] → Rn, (T > 0), is said to be a generalized
characteristic of the Hamilton-Jacobi equation (2.6) if x satisfies the differential inclusion

(2.14) ẋ(s) ∈ coHp

(
x(s), D+u(x(s))

)
, a.e. s ∈ [0, T ] .



8 PIERMARCO CANNARSA AND WEI CHENG

A basic criterion for the propagation of singularities along generalized characteristics
was given in [4] (see [18, 37] for an improved version and simplified proof of this result).

Proposition 2.10 ([4]). Let u be a viscosity solution of (2.6) and let x0 ∈ Rn. Then
there exists a generalized characteristic x : [0, T ] → Rn with initial point x(0) = x0.
Moreover, if x0 ∈ Sing (u), then τ ∈ (0, T ) exists such that x(s) ∈ Sing (u) for all
s ∈ [0, τ ]. Furthermore, if

(2.15) 0 6∈ coHp(x0, D
+u(x0)) ,

then x(s) 6= x0 for every s ∈ [0, τ ].

Condition (2.15) is the key point to guarantee the propagation of singularities along
generalized characteristics. For the cell problem with L in the form

L(x, v) =
1

2
〈A(x)v, v〉 − V (x) + E,

a local propagation result can be obtained replacing assumption (2.15) by the energy con-
dition E > maxx∈Rn V (x) (see [14]).

3. GENERALIZED CHARACTERISTICS AND LAX-OLEINIK OPERATORS

For any t > 0, given x, y ∈ Rn, we set

Γtx,y = {ξ ∈W 1,1([0, t];Rn) : ξ(0) = x, ξ(t) = y}
and define

(3.1) At(x, y) = min
ξ∈Γt

x,y

∫ t

0

L(ξ(s), ξ̇(s))ds (x, y ∈ Rn).

The existence of the above minimum is a well-known result in Tonelli’s theory (see, for
instance, [25]). Any ξ ∈ Γtx,y at which the minimum in (3.1) will be called a minimizer for
At(x, y) and such a minimizer ξ is of class C2 by classical results. In the PDE literature,
At(x, y) is also called the fundamental solution of (2.6), see, for instance, [33].

Let L be a Tonelli Lagrangian satisfying (L1)-(L3) and let H be the associated Hamil-
tonian. In this section we study the singularities of a Lipschitz continuous semiconcave
solution u of the Hamilton-Jacobi equation

(3.2) H(x,Du(x)) = 0, x ∈ Rn.
The existence of such a solution is guaranteed by Proposition 2.7.

3.1. Lax-Oleinik operators. For any Lipschitz continuous function u : Rn → R we set

(3.3) Lip(u) = sup
y 6=x

|u(y)− u(x)|
|y − x|

.

For all (t, x) ∈ R+ × Rn let

(3.4) φxt (y) = u(y)−At(x, y) and ψxt (y) = u(y) +At(y, x) (y ∈ Rn)

where At is the fundamental solution of (3.2). The Lax-Oleinik operators T−t and T+
t are

defined as follows

T+
t u(x) = sup

y∈Rn

φxt (y), x ∈ Rn,(3.5)

T−t u(x) = inf
y∈Rn

ψxt (y), x ∈ Rn.(3.6)

The functions φxt and ψxt are also called local barrier functions.
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Lemma 3.1. Suppose L is a Tonelli Lagrangian and let u be a Lipschitz function on Rn.
Then the supremum in (3.5) is attained for every (t, x) ∈ R+ ×Rn. Moreover, there exists
a constant λ0 > 0, depending only on Lip(u), such that, for any (t, x) ∈ R+ × Rn and
any maximum point yt,x of φxt , we have

(3.7) |yt,x − x| 6 λ0t .

Proof. Let ku = Lip(u) + 1. Then, for any (t, x) ∈ R+ × Rn and y ∈ Rn, (2.4) yields

At(x, y) > inf
ξ∈Γt

x,y

∫ t

0

θ1(|ξ̇(s)|) ds− c0t > inf
ξ∈Γt

x,y

ku

∫ t

0

|ξ̇(s)| ds−
(
θ∗1(ku) + c0

)
t

>ku|y − x| −
(
θ∗1(ku) + c0

)
t,

where c0 is the constant in assumption (L2). Therefore

φxt (y)− φxt (x) = u(y)− u(x)−At(x, y) +At(x, x)

6 Lip(u)|y − x| − ku|y − x|+ t
(
θ∗1(ku) + c0

)
+ tL(x, 0)

6− |y − x|+ t
(
θ∗1(ku) + c0 + θ2(0)

)
where θ2 is given by condition (L2). Now, taking λ0 = θ∗1(ku) + c0 + θ2(0) it follows that

(3.8) Λxt := {y : φxt (y) > φxt (x)} ⊂ B(x, λ0t).

Therefore Λxt is compact and the supremum in (3.5) is indeed a maximum. Moreover, (3.7)
is a consequence of (3.8). �

A similar result holds for the inf-convolution defined in (3.6). A more detailed study
of the properties of inf/sup-convolutions can be found in [8] with respect to the quadratic
Hamiltonian H(p) = |p|2/2 and, consequently, the kernel At(x, y) = 1

2t |x − y|
2. This

type of regularization, also called Moreau-Yosida regularization in convex analysis, was
developed into a well-known procedure by Lasry and Lions [29]. In our context, we recover
more information from the dynamical systems point of view by replacing quadratic kernels
with the fundamental solutions.

3.2. Propagation of singularities. In this section, we will discuss the connection between
sup-convolutions, singularities, and generalized characteristics. We begin our analysis with
the local propagation of singularities of viscosity solutions along generalized characteris-
tics. For Tonelli systems under rather general conditions, a local propagation result was
obtained in [3] by a different method, without relating singular arcs to generalized char-
acteristics. In the following lemma, we construct a singular arc starting from any singular
point of the solution. A crucial point of this result is the fact that the interval [0, t0] on
which the singular arc is defined turns out to be independent of the starting point x.

Lemma 3.2. Let L be a Tonelli Lagrangian and let H be the associated Hamiltonian.
Suppose u : Rn → R is a Lipschitz continuous semiconcave viscosity solution of (3.2).
Then there exists t0 in (0, 1] such that, for all (t, x) ∈ (0, t0] × Rn, there is a unique
maximum point yt,x of φxt and the curve

(3.9) y(t) :=

{
x if t = 0

yt,x if t ∈ (0, t0]

satisfies limt→0 y(t) = x.
Moreover, if x ∈ Sing (u), then y(t) ∈ Sing (u) for all t ∈ (0, t0].
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Proof. Let C1 > 0 be a semiconcavity constant for u on Rn and let λ0 be the positive
constant in Lemma 3.1. By Proposition B.8 with λ = 1 + λ0, we deduce that there
exists t0 ∈ (0, 1] and a constant C2 > 0 such that for every (t, x) ∈ (0, t0] × Rn, every
y ∈ B(x, λt), and every z ∈ B(0, λt) we have that

At(x, y + z) +At(x, y − z)− 2At(x, y) >
C2

t
|z|2.

Thus, φxt (y) = u(y)−At(x, y) is strictly concave on B(x, λt) for all t ∈ (0, t0] provided
that we further restrict t0 in order to have

(3.10) t0 <
C2

C1
.

Then, for all such numbers t, there exists a unique maximum point yt,x of φxt in B(x, λt).
In fact, yt,x is an interior point of B(x, λt) since, by Lemma 3.1, we have that |yt − x| 6
λ0t.

We now prove that yt,x is a singular point of u for every t ∈ (0, t0]. Let ξt,x ∈ Γtx,yt,x
be the unique minimizer for At(x, yt,x) and let

pt,x(s) := Lv(ξt,x(s), ξ̇t,x(s)), s ∈ [0, t0],

be the associated dual arc. We claim that

(3.11) pt,x(t) ∈ D+u(yt,x) \D∗u(yt,x),

which in turn yields yt,x ∈ Sing (u). Indeed, if pt,x(t) ∈ D∗u(yt,x), then by Proposi-
tion 2.8 there would exist a C2 curve γt,x : (−∞, t]→ Rn solving the minimum problem

min
γ∈W 1,1([τ,t];Rn)

{∫ t

τ

L(γ(s), γ̇(s)) ds+ u(γ(τ)) : γ(t) = yt,x

}
for all τ 6 t. It is easily checked that γt,x and ξt,x coincide on [0, t] since both of them are
extremal curves for L and satisfy the same endpoint condition at yt,x, i.e.,

Lv(ξt,x(t), ξ̇t,x(t)) = pt,x(t) = Lv(γt,x(t), γ̇t,x(t)).

This leads to a contradiction since x ∈ Sing (u) while u should be smooth at γt,x(0). Thus,
(3.11) holds true and yt ∈ Sing (u). �

Next, we proceed to show that the singular arc in Lemma 3.2 is a generalized character-
istic.

Lemma 3.3. Let t0 and y be given by Lemma 3.2 for a given x ∈ Rn. For any t ∈ (0, t0]
let ξt,x ∈ Γtx,y(t) be a minimizer for At(x,y(t)). Then

(3.12) {ξ̇t,x(·)}t∈(0,t0] is an equi-Lipschitz family.

Proof. Since y(t) ∈ B(x, λt) by Lemma 3.1, we have that (ξt,x(s), pt,x(s)) ∈ K∗x,λ0
for

all s ∈ [0, t], where the compact set K∗x,λ0
is defined in (B.2). Therefore, being solutions

of the Hamiltonian system{
ξ̇t,x(s) = Hp(ξt,x(s), pt,x(s))

ṗt,x(s) = −Hx(ξt,x(s), pt,x(s))
s ∈ [0, t],

both {ξ̇t,x(·)}t∈(0,t0] and {ṗt,x(·)}t∈(0,t0] are uniformly bounded. Consequently,

ξ̈t,x(s) = Hpx(ξt,x(s), pt,x(s))ξ̇t,x(s) +Hpp(ξt,x(s), pt,x(s))ṗt,x(s) (s ∈ [0, t])

is also bounded, uniformly for t ∈ (0, t0]. �
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Proposition 3.4. Let L be a Tonelli Lagrangian. Let t0 ∈ (0, 1] be given by Lemma 3.2.
For any fixed x ∈ Rn, let y : [0, t0]→ Rn be the curve constructed in Lemma 3.2. Then
(a) y is Lipschitz on [0, t0].
Moreover, for any t ∈ (0, t0], let ξt,x ∈ Γtx,y(t) be a minimizer for At(x,y(t)). Then the
following properties hold true:
(b) The right derivative ẏ+(0) exists and

(3.13) ẏ+(0) = lim
t→0+

ξ̇t,x(t) = Hp(x, px)

where px is the unique element of D+u(x) such that

H(x, p) > H(x, px), ∀p ∈ D+u(x).

(c) The arc p(t) := Lv(ξt,x(t), ξ̇t,x(t)) is continuos on (0, t0] and limt→0+ p(t) = px.
(d) There exist 0 < ρ 6 t0 and constants C1, C2 > 0 such that

(3.14) H(y(t),p(t)) 6 H(x, px) + C1t− C2|p(t)− px|2, ∀t ∈ (0, ρ].

Proof. Having fixed x ∈ Rn, we shall abbreviate ξt,x = ξt. Let 0 < t, s 6 t0 and let
ξt ∈ Γtx,y(t), ξs ∈ Γsx,y(s) and η ∈ Γtx,y(s) be minimizers for At(x,y(t)), As(x,y(s)),

and At(x,y(s)) respectively. Setting pt = Lv(ξt(t), ξ̇t(t)), ps = Lv(ξs(s), ξ̇s(s)), and
p = Lv(η(t), η̇(t)) we have that

C2

t
|y(t)− y(s)|2

6〈pt − p,y(t)− y(s)〉 = 〈pt − ps,y(t)− y(s)〉+ 〈ps − p,y(t)− y(s)〉
6C1|y(t)− y(s)|2 + 〈ps − p,y(t)− y(s)〉,

where we have used the notation of the proof of Lemma 3.2. By Proposition B.9, the
function (t, y) 7→ At(x, y) is locally C1,1 in the set {(t, y) ∈ R × Rn : 0 < t < t0, |y −
x| < λt}. Moreover, Proposition B.3 together with Proposition B.8 ensures that

|ps − p| 6
C3

t
|s− t|

for some constant C3 > 0. Therefore(
C2

t
− C1

)
|y(t)− y(s)|2 6 C3

t
|s− t||y(t)− y(s)|.

Recalling (3.10) we have that C2/t− C1 > 0 for all 0 < t 6 t0. Thus

|y(t)− y(s)| 6 C3

C2 − C1t0
|t− s|,

and this proves (a).
Now we turn to the proof of (b). Since {ξ̇t(·)}t∈(0,t0] are equi-Lipschitz by Lemma 3.3,

for any sequence tk → 0+ such that vk := (ξtk(tk)− x)/tk converges, we obtain∣∣∣∣ξtk(tk)− x
tk

− ξ̇tk(tk)

∣∣∣∣ 6 1

tk

∫ tk

0

|ξ̇tk(s)− ξ̇tk(tk)| ds

6
C

tk

∫ tk

0

(tk − s) ds =
C

2
tk.

(3.15)

This implies that
v0 := lim

k→∞
vk = lim

k→∞
ξ̇tk(tk).
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By the semiconcavity of u, for any p ∈ D+u(x), we have

u(x) 6 u(y(tk)) + 〈Lv(y(tk), ξ̇tk(tk)), x− y(tk)〉+
C

2
|x− y(tk)|2

6 u(x) + 〈p,y(tk)− x〉+ 〈Lv(y(tk), ξ̇tk(tk)), x− y(tk)〉+ C|x− y(tk)|2.

Then, recalling that ξtk(tk) = y(tk) we have

(3.16) 〈p− Lv(y(tk), ξ̇tk(tk)), vk〉+ tkC|vk|2 > 0, ∀p ∈ D+u(x).

Taking the limit in (3.16) as k →∞ we obtain

(3.17) 〈p, v0〉 > 〈Lv(x, v0), v0〉 = 〈px, v0〉, ∀p ∈ D+u(x),

where px := Lv(x, v0) ∈ D+u(x) by the upper semicontinuity of x D+u(x). So,

(3.18) H(x, p) > 〈Lv(x, v0), v0〉 − L(x, v0) = H(x, px), ∀p ∈ D+u(x),

and px is the unique minimum point of H(x, ·) on D+u(x). The uniqueness of px implies
the uniqueness of v0 since Lv(x, ·) is injective. This leads to the assertion that

v0 = lim
t→0+

ξt(t)− x
t

= lim
t→0+

ξ̇t(t)

and, together with (3.18), implies (3.13). This completes the proof of (b).
The conclusion (c) is a straight consequence of (a), (b) and the locally C1,1 regularity

property of the function (t, y) 7→ At(x, y).
Finally, we turn to prove (d). First, using Tailor’s expansion, we have that

H(x, px)−H(y(s),p(s))

=Hx(y(s),p(s))(x− y(s)) +Hp(y(s),p(s))(px − p(s))

+
1

2
〈(Hxp(y(s),p(s)) +Hpx(y(s),p(s)))(px − p(s)), (x− y(s))〉

+
1

2
〈Hxx(y(s),p(s))(x− y(s)), (x− y(s))〉

+
1

2
〈Hpp(y(s),p(s))(px − p(s)), (px − p(s))〉+ o(|y(s)− x|2 + |p(s)− px|2).

Thus, by (a), (b), (c) and our assumptions on H , there exist ρ > 0 such that, for s ∈ (0, ρ],
we have

H(x, px)−H(y(s),p(s))

>− C1s+ 〈ξ̇s(s), px − p(s)〉 − Cεs2 − ε|p(s)− px|2 + C2|p(s)− px|2

Taking ε > 0 small enough, we have

H(x, px)−H(y(s),p(s)) > −C3s+ 〈ξ̇s(s), px − p(s)〉+ C4|p(s)− px|2.

In view of (3.15), we have

H(x, px)−H(y(s),p(s)) > −C5s+

〈
y(s)− x

s
, px − p(s)

〉
+ C4|p(s)− px|2.

Therefore, by the semiconcavity of u, we obtain

H(x, px)−H(y(s),p(s)) > −C6s+ C4|p(s)− px|2,

which completes the proof of (d). �
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Remark 3.5. Observe that (3.17), that is,

〈p− px, v0〉 > 0, ∀p ∈ D+u(x),

is exactly the key condition for propagation of singularities in [4] and [18].

Theorem 3.6. Let L be a Tonelli Lagrangian and let H be the associated Hamiltonian.
Suppose u : Rn → R is a Lipschitz continuous semiconcave viscosity solution of (3.2)
and x ∈ Sing (u). Then the singular arc y : [0, t0] → Rn defined in Lemma 3.2 is a
generalized characteristic and satisfies

(3.19) ẏ(τ) ∈ coHp(y(τ), D+u(y(τ))), a.e. τ ∈ [0, t0].

Moreover,

(3.20) ẏ+(0) = Hp(x, p0),

where p0 is the unique element of minimal energy:

H(x, p) > H(x, p0), ∀p ∈ D+u(x).

Proof. The conclusion can be derived directly from Lemma 3.2 and Proposition 3.4 except
for (3.19). For the proof of (3.19), see Appendix C. �

To study the genuine propagation of singularities along generalized characteristics, we
have to check that the singular arc y(t) in Lemma 3.2 does not keep constant locally. As
we show below, the following condition can be useful for this purpose:

(3.21) DyAt(x, x) 6∈ D+u(x), for all t ∈ (0, t0].

Proposition 3.7. Let y : [0, t0] → Rn be the singular generalized characteristic in The-
orem 3.6, and let t ∈ (0, t0]. Then y(t) = x if and only if DyAt(x, x) ∈ D+u(x).
Consequently, if (3.21) holds, then y(t) 6= x for every t ∈ (0, t0].

Proof. Let p ∈ D+u(x), p′ = DyAt(x, x), and let t ∈ (0, t0]. Recalling that y(t) is the
unique maximizer of φxt we have

0 6 φxt (y(t))− φxt (x) =[u(y(t))− u(x)− 〈p,y(t)− x〉 − C1

2
|y(t)− x|2]

− [At(x,y(t))−At(x, x)− 〈p′,y(t)− x〉 − C2

2t
|y(t)− x|2]

+ 〈p− p′,y(t)− x〉+
1

2

(
C1 −

C2

t

)
|y(t)− x|2,

6〈p− p′,y(t)− x〉+
1

2

(
C1 −

C2

t

)
|y(t)− x|2,

where—like in the proof of Lemma 3.2—C1 > 0 is a semiconcavity constant for u on Rn
and C2 > 0 a convexity constant for At(x, ·) on B(x, (1 + λ0)t). So,

0 6 |y(t)− x| 6 2|p− p′|
C2/t− C1

.

If DyAt(x, x) ∈ D+u(x), then taking p = p′ in the above inequality yields y(t) = x.
Conversely, if y(t) = x, then the nonsmooth Fermat rule yields 0 ∈ D+u(x)−DyAt(x, x)
which completes the proof. �

Another condition that ensures the genuine propagation of singularities is related to the
notion of critical point.
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Definition 3.8. We say that x ∈ Rn is a critical point of a viscosity solution u of (3.2) if
0 ∈ coHp(x,D

+u(x)), and a strong critical point of u if 0 ∈ Hp(x,D
+u(x)).

Remark 3.9. For a mechanical Lagrangian of the form

(3.22) L(x, v) =
1

2
〈A(x)v, v〉 − V (x),

with 〈A(x)·, ·〉 the matrix associated with a Riemannian metric in Rn and V a smooth
potential, x is a critical point of a semiconcave solution u of the corresponding Hamilton-
Jacobi equation

1

2
〈A(x)−1Du,Du〉+ V (x) = 0

if and only if 0 ∈ D+u(x), i.e., x is a critical point of u in the sense of nonsmooth analysis.

It is already known the condition that x is not a critical point is a key point to guarantee
the genuine propagation of singularities along generalized characteristics (see, for instance,
[4]).

Corollary 3.10. Let y : [0, t0] → Rn be the singular generalized characteristic in The-
orem 3.6. If x is not a strong critical point of u then there exists t ∈ (0, t0] such that
y(s) 6= x for all s ∈ (0, t] .

Proof. It suffices to show that 0 ∈ Hp(x,D
+u(x)) whenever a sequence tk → 0 exists

such that y(tk) = x for all k ∈ N. Indeed, denoting by ξk ∈ Γtkx,y(tk) the unique minimizer
of Atk(x,y(tk)), as in the proof of Proposition 3.4 we have that

lim
k→∞

ξ̇k(tk) = lim
k→∞

ξk(tk)− x
tk

= 0

because ξk(tk) = y(tk). Therefore the dual arc pk(s) = Lv(ξk(s), ξ̇k(s)) satisfies

lim
k→∞

Hp(ξk(tk), pk(tk)) = lim
k→∞

ξ̇k(tk) = 0.

Now, since pk(tk) = DyAtk(x,y(tk)) ∈ D+u(y(tk)) by the nonsmooth Fermat rule, the
upper semicontinuity of z  Hp(x,D

+u(z)) yields 0 ∈ Hp(x,D
+u(x)). �

The above results on the propagation of singularities along generalized characteristics
leads to the following global propagation property.

Theorem 3.11. Let L be a Tonelli Lagrangian and let H be the associated Hamiltonian.
Suppose u : Rn → R is a Lipschitz continuous semiconcave viscosity solution of (3.2). If
x ∈ Sing (u), then there exists a generalized characteristic x : [0,+∞) → Rn such that
x(0) = x and x(s) ∈ Sing (u) for all s ∈ [0,+∞).

For geodesic systems, global propagation results were obtained in [1], [2], and [5] even
on Riemannian manifolds. Theorem 3.11 above applies to mechanical systems with a
Lagrangian L of the form (3.22).

Corollary 3.12. Let L be the Tonelli Lagrangian in (3.22) and let H be the associated
Hamiltonian. Suppose thatA and V are bounded together with and all their derivatives up
to the second order and let u be a viscosity solution of the Hamilton-Jacobi equation (3.2).
If x ∈ Sing (u), then there exists a unique generalized characteristic x : [0,+∞) → Rn
such that x(0) = x and x(s) ∈ Sing (u) for all s ∈ [0,+∞).

Proof. Observing that all the conditions (L1)-(L3) are satisfied, the main part of the con-
clusion is an immediate consequence of Theorem 3.11. The uniqueness of the generalized
characteristic is a well-known consequence of the semiconcavity of u (see, e.g., [16]). �
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APPENDIX A. UNIFORM LIPSCHITZ BOUND FOR MINIMIZERS

In this appendix we adapt to the present context a Lipschitz estimate for minimizers of
the action functional that was obtained in [24] (see also [6]). We give a detailed proof of
this result for the readers’ convenience. We assume that the Lagrangian L : Rn×Rn → R
is a function of class C2 that satisfies the following conditions:
(L1’) Convexity: Lvv(x, v) > 0 for all (x, v) ∈ Rn × Rn.
(L2’) Growth condition: There exists a superlinear function θ : [0,+∞) → [0,+∞) and

a constant c0 > 0 such that

L(x, v) > θ(|v|)− c0 ∀(x, v) ∈ Rn × Rn.
(L3’) Uniform bound: There exists a nondecreasing function K : [0,+∞) → [0,+∞)

such that
L(x, v) 6 K(|v|) ∀(x, v) ∈ Rn × Rn.

Observe that (L1’)-(L3’) are weaker than assumptions (L1)-(L3).
We define the energy function

E(x, v) = 〈v, Lv(x, v)〉 − L(x, v), (x, v) ∈ Rn × Rn.

Proposition A.1. Let t, R > 0 and suppose L satisfies condition (L1’)-(L3’). Given any
x ∈ Rn and y ∈ B(x,R), let ξ ∈ Γtx,y be a minimizer for At(x, y). Then we have that

sup
s∈[0,t]

|ξ̇(s)| 6 κ(R/t),(A.1)

where κ : (0,∞)→ (0,∞) is nondecreasing. Moreover, if t 6 1, then

(A.2) sup
s∈[0,t]

|ξ(s)− x| 6 κ(R/t).

Proof. Fix t > 0, R > 0, x ∈ Rn, let y ∈ B(x,R), and let ξ ∈ Γtx,y be a minimizer for
At(x, y), i.e.,

At(x, y) =

∫ t

0

L(ξ(s), ξ̇(s)) ds.

Denoting by σ ∈ Γtx,y the straight line segment defined by σ(s) = x+ s
t (y−x), s ∈ [0, t],

in view of (L2’) and (L3’) we have that∫ t

0

θ(|ξ̇(s)|) ds− c0t 6
∫ t

0

L(ξ(s), ξ̇(s)) ds 6
∫ t

0

L(σ(s), σ̇(s)) ds

=

∫ t

0

L
(
x+

s

t
(y − x),

y − x
t

)
ds 6 tK(R/t).

Therefore ∫ t

0

θ(|ξ̇(s)|) ds 6 c0t+ tK(R/t) = tC1(R/t)

with C1(r) = K(r) + c0. Since |ξ̇(s)| 6 θ(|ξ̇(s)|) + θ∗(1), where θ∗ is the convex
conjugate of θ defined in (2.3), we have that∫ t

0

|ξ̇(s)| 6 tC2(R/t),

with C2(r) = C1(r) + θ∗(1). Hence

(A.3) |ξ(s)− x| 6
∫ s

0

|ξ̇(s)| ds 6 tC2(R/t), ∀s ∈ [0, t],
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and

(A.4) inf
s∈[0,t]

|ξ̇(s)| 6 1

t

∫ t

0

|ξ̇(s)| ds 6 C2(R/t).

Now, define lξ(s, λ) = L(ξ(s), ξ̇(s)/λ)λ for all s ∈ [0, t] and λ > 0. Then we have

d

dλ
lξ(s, λ)|λ=1 = L(ξ(s), ξ̇(s))− 〈ξ̇(s), Lv(ξ(s), ξ̇(s))〉 = −E(ξ(s), ξ̇(s)).

Since the energy is constant along a minimizer, there exists a constant cξ such that

d

dλ
lξ(s, λ)|λ=1 = cξ, ∀s ∈ [0, t].

Moreover, a simple computation shows that lξ(s, λ) is convex in λ. So, we have

cξ > sup
λ<1

lξ(s, λ)− lξ(s, 1)

λ− 1
, ∀s ∈ [0, t].

Let us now take, in the above inequality, λ = 3/4 and s0 ∈ [0, t] such that |ξ̇(s0)| =

infs∈[0,t] |ξ̇(s)|. Then, by (L2’), (L3’), and (A.4) we conclude that

cξ >4(lξ(s0, 1)− lξ(s0, 3/4)) > 4(−c0 − lξ(s0, 3/4))

=− 4c0 − 3L
(
ξ(s0),

4

3
ξ̇(s0)

)
> −4c0 − 3K

(4

3
|ξ̇(s0)|

)
>− 4c0 − 3K

(4

3
C2(R/t)

)
= −C3(R/t),

(A.5)

where C3(r) = 4c0 + 3K(4C2(r)/3).
By the convexity of lξ(s, ·) we also have, for any ε ∈ (0, 1),

cξ 6
lξ(s, 2− ε)− lξ(s, 1)

1− ε
.

In other words,

(1− ε)cξ + εlξ(s, 1) 6 lξ(s, 2− ε)− (1− ε)lξ(s, 1).

Moreover, again by convexity, we have that

lξ(s, 2− ε) = lξ

(
s, ε · 1

ε
+ (1− ε) · 1

)
6 εlξ

(
s,

1

ε

)
+ (1− ε)lξ(s, 1).

Therefore

(1− ε)cξ + εlξ(s, 1) 6 εlξ
(
s,

1

ε

)
,

that is,
(1− ε)cξ + εL(ξ(s), ξ̇(s)) 6 L(ξ(s), εξ̇(s)).

Hence, combining (A.5) and condition (L2’), we obtain

−(1− ε)C3(R/t) + ε(θ(|ξ̇(s)|)− c0) 6 L(ξ(s), εξ̇(s)).

Set Sξ = {s ∈ [0, t] : |ξ̇(s)| > 2} and ε = ε(s) = 1/|ξ̇(s)| for s ∈ Sξ. Then

−C3(R/t) +
1

|ξ̇(s)|
C3(R/t) +

θ(|ξ̇(s)|)− c0
|ξ̇(s)|

6 L
(
ξ(s),

ξ̇(s)

|ξ̇(s)|

)
6 K(1), ∀s ∈ Sξ.

Thus
θ(|ξ̇(s)|) 6 (K(1) + C3(R/t))|ξ̇(s)|+ (c0 − C3(R/t)), ∀s ∈ Sξ.
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Therefore, by the Young-Fenchel inequality we deduce that

|ξ̇(s)| 6 (c0 − C3(R/t)) + θ∗(K(1) + C3(R/t) + 1) := C4(R/t), ∀s ∈ Sξ.

Consequently,

(A.6) sup
s∈[0,t]

|ξ̇(s)| 6 max{2, C4(R/t)} := C5(R/t).

The conclusion follows from (A.6) and (A.3) taking κ(r) = max{C5(r), C2(r)}. �

Corollary A.2. In Proposition A.1, assume the additional condition:

(L3”) There exists a nondecreasing function K1 : [0,+∞)→ [0,+∞) such that

|Lv(x, v)| 6 K1(|v|) ∀(x, v) ∈ Rn × Rn.

Then the dual arc p(·) associated with ξ(·) satisfies

sup
s∈[0,t]

|p(s)| 6 κ1(R/t),(A.7)

where κ1 : (0,∞)→ (0,∞) is nondecreasing.

Proof. By (L3”) together with (A.1) and (A.7) follows from

sup
s∈[0,t]

|p(s)| = sup
s∈[0,t]

|Lv(ξ(s), ξ̇(s))| 6 K1(κ(R/t)) = κ1(R/t),

where κ1(r) = K1 ◦ κ(r). �

APPENDIX B. CONVEXITY AND C1,1 ESTIMATE OF FUNDAMENTAL SOLUTIONS

Let L be a Tonelli Lagrangian (which implies conditions (L1’)-(L3’) and (L3”) in Ap-
pendix A). Then we have the following fundamental bounds for the velocity of minimizers.

Fix x ∈ Rn and suppose R > 0 and L is a Tonelli Lagrangian. For any 0 < t 6 1 and
y ∈ B(x,R), let ξ ∈ Γtx,y be a minimizer for At(x, y) and let p be its dual arc. Then there
exists a nondecreasing function κ : (0,∞)→ (0,∞) such that

(B.1) sup
s∈[0,t]

|ξ̇(s)| 6 κ(R/t), sup
s∈[0,t]

|p(s)| 6 κ(R/t),

by Proposition A.1 and Corollary A.2. Now, x ∈ Rn and λ > 0 define compact sets

Kx,λ := B(x, κ(4λ))×B(0, κ(4λ)) ⊂ Rn × Rn,

K∗x,λ := B(x, κ(4λ))×B(0, κ(4λ)) ⊂ Rn × (Rn)∗.
(B.2)

The following is one of the key technical points of this paper.

Proposition B.1. Suppose L is a Tonelli Lagrangian. Fix x ∈ Rn, λ > 0, t ∈ (0, 1), and
y ∈ B(x, λt). Let z ∈ Rn and h ∈ R be such that

(B.3) |z| < λt and − t

2
< h < 1− t.

Then any minimizer ξ ∈ Γt+hx,y+z for At+h(x, y + z) and corresponding dual arc p satisfy
the following inclusions

{(ξ(s), ξ̇(s)) : s ∈ [0, t+ h]} ⊂ Kx,λ,

{(ξ(s), p(s)) : s ∈ [0, t+ h]} ⊂ K∗x,λ.
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Proof. Since t/2 < t+h < 1 and y+ z ∈ B(x, 2λt) by (B.3), we can use (A.2) and (B.1)
to obtain

sup
s∈[0,t+h]

|ξ(s)− x| 6 κ
( 2λt

t+ h

)
6 κ(4λ)

and

sup
s∈[0,t]

|ξ̇(s)| 6 κ
( 2λt

t+ h

)
6 κ(4λ).

Since a similar bound holds true for sups∈[0,t] |p(s)|, the conclusion follows. �

Remark B.2. For any x ∈ Rn and y ∈ B(x, λt), condition (B.3) is satisfied when

(B.4) |h| < t/2 and |z| < λt

provided that 0 < t < 2/3.

B.1. Semiconcavity of the fundamental solution. The role of semiconcavity in optimal
control problems has been widely investigated, see [16]. For the minimization problem
in (3.1), the local semiconcavity of At(x, y) with respect to y was proved in [10]. In this
paper, we give a local semiconcavity result of the map (t, y) 7→ At(x, y).

The following result is essentially known.

Proposition B.3 (Semiconcavity of the fundamental solution). Suppose L is a Tonelli La-
grangian. Then for any λ > 0 there exists a constant Cλ > 0 such that for any x ∈ Rn,
t ∈ (0, 2/3), y ∈ B(x, λt), and (h, z) ∈ R × Rn satisfying |h| < t/2 and |z| < λt we
have

(B.5) At+h(x, y + z) +At−h(x, y − z)− 2At(x, y) 6
Cλ
t

(
|h|2 + |z|2

)
.

Consequently, (t, y) 7→ At(x, y) is locally semiconcave in (0, 1) × Rn, uniformly with
respect to x.

Remark B.4. For the purposes of this paper, it suffices to assume 0 < t < 2/3. In the
general case t > 0, a local semiconcavity result holds true for At(x, y) in the same form
as (B.5) with Cλ depending on t.

B.2. Main Regularity Lemma. We begin with the following known properties.

Lemma B.5. Suppose L is a Tonelli Lagrangian on Rn. For any x, y ∈ Rn, t > 0, let
ξ ∈ Γtx,y be a minimizer for At(x, y). Then ξ ∈ C2([0, t]) is an extremal curve1, and the
dual arc p(s) := Lv(ξ(s), ξ̇(s)) satisfies the sensitivity relation

(B.6) p(s) ∈ D+
y At(x, ξ(s)), s ∈ [0, t].

Moreover, At(x, ·) is differentiable at y if and only if there is a unique minimizer ξ ∈ Γtx,y .
In this case, we have

(B.7) DyAt(x, y) = Lv(ξ(t), ξ̇(t)).

Proof. The sensitivity relation (B.6) is obtained in, for instance, [16, Theorem 6.4.8], for
a problem with initial cost. Here the proof is similar. The uniqueness of the minimizer and
regularity are classical results. �

1An arc ξ(s) is called an extremal curve if it satisfies the associated Euler-Lagrange equation.
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Lemma B.6 (Main Regularity Lemma). Suppose L is a Tonelli Lagrangian. Then for any
λ > 0 there exists tλ ∈ (0, 1] and constants Cλ, C ′λ, C

′′
λ > 0 such that, for all t ∈ (0, tλ),

x ∈ Rn, y1, y2 ∈ B(x, λt), and any minimizer ξi (i = 1, 2) for At(x, yi), we have

‖ξ2 − ξ1‖2L∞(0,t) 6
Cλ
t
|y2 − y1|2(B.8) ∫ t

0

|p2 − p1|2ds 6
C ′λ
t
|y2 − y1|2(B.9) ∫ t

0

|ξ̇2 − ξ̇1|2ds 6
C ′′λ
t
|y2 − y1|2,(B.10)

where pi denotes the dual arc of ξi.

Proof. Since L is a Tonelli Lagrangian, we have that ξi(s) (i = 1, 2) of class C2 and, by
Proposition B.1 with h = 0 = z, it follows that

sup
s∈[0,t]

|ξ̇i(s)| 6 κ(4λ), sup
s∈[0,t]

|pi(s)| 6 κ(4λ),

where pi(s) = Lv(ξi(s), ξ̇i(s)). Moreover, the pair (ξi(·), pi(·)) satisfies the Hamiltonian
system {

ξ̇i = Hp(ξi, pi)

ṗi = −Hx(ξi, pi)
on [0, t]

with
ξi(t) = yi, ξi(0) = x.

Furthermore, owing to Lemma B.5,

pi(s) ∈ D+
y At(x, ξi(s)), ∀s ∈ [0, t].

Therefore
1

2

d

ds
|ξ2 − ξ1|2 = 〈Hp(ξ2, p2)−Hp(ξ1, p1), ξ2 − ξ1〉.

Integrating over [s, t], we conclude that

|ξ2(t)− ξ1(t)|2 − |ξ2(s)− ξ1(s)|2 >− C1

∫ t

s

(
|ξ2 − ξ1|2 + |p2 − p1| · |ξ2 − ξ1|

)
dτ

>− C1

∫ t

s

|p2 − p1|2dτ − 2C1

∫ t

s

|ξ2 − ξ1|2dτ,

where C1 = C1(λ) > 0 is an upper bound for D2H(x, p) on {(x, p) : |p| 6 κ(4λ)}. So,

(B.11) ‖ξ2 − ξ1‖2L∞(0,t) 6 |y2 − y1|2 + C1

∫ t

s

|p2 − p1|2dτ + 2C1t‖ξ2 − ξ1‖2L∞(0,t).

Now,
d

ds
〈p2 − p1, ξ2 − ξ1〉

=〈p2 − p1, Hp(ξ2, p2)−Hp(ξ1, p1)〉 − 〈Hx(ξ2, p2)−Hx(ξ1, p1), ξ2 − ξ1〉

=〈p2 − p1, Ĥpx(ξ2 − ξ1) + Ĥpp(p2 − p1)〉 − 〈Ĥxp(p2 − p0) + Ĥxx(ξ2 − ξ1), ξ2 − ξ1〉,
where

Ĥpx(s) =

∫ 1

0

Hpx

(
λξ2(s) + (1− λ)ξ1(s), λp2(s) + (1− λ)p1(s)

)
dλ,
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and Ĥpp, Ĥxp, Ĥxx are defined in a similar way. Thus, owing to (L1)-(L3), and since
(Ĥpx(s))∗ = Ĥxp(s) where (Ĥpx)∗ stands for the adjoint matrix, we have

d

ds
〈p2 − p1, ξ2 − ξ1〉 > ν|p2 − p1|2 − C2|ξ2 − ξ1|2

for some positive constants ν = ν(λ) and C2 = C2(λ). Now, by (B.5),

ν

∫ t

0

|p2 − p1|2ds 6 C2

∫ t

0

|ξ2 − ξ1|2ds+ 〈p2(t)− p1(t), ξ2(t)− ξ1(t)〉

6C2

∫ t

0

|ξ2 − ξ1|2ds+
C3

t
|y2 − y1|2.

Therefore,

(B.12)
∫ t

0

|p2 − p1|2ds 6
C2t

ν
‖ξ2 − ξ1‖2L∞(0,t) +

C3

νt
|y2 − y1|2.

Combining (B.11) and (B.12), we obtain

‖ξ2 − ξ1‖2L∞(0,t) 6 |y2 − y1|2 +
C1C2t

ν
‖ξ2 − ξ1‖2L∞(0,t) +

C1C3

νt
|y2 − y1|2

+ 2C1t‖ξ2 − ξ1‖2L∞(0,t),

=
(C2

ν
+ 2
)
C1t‖ξ2 − ξ1‖2L∞(0,t) +

(
1 +

C1C3

νt

)
|y2 − y1|2

Then, taking

tλ = min
{

1 ,
ν

2C1(C2 + 2ν)

}
,

for all t ∈ (0, tλ) we conclude that

‖ξ2 − ξ1‖2L∞(0,t) 6 2
(

1 +
C1C3

νt

)
|y2 − y1|2 6

C

t
|y2 − y1|2.

This proves (B.8) and also (B.9) owing to (B.12). Finally, observing that∫ t

0

|ξ̇2 − ξ̇1|2ds =

∫ t

0

|Hp(ξ2, p2)−Hp(ξ1, p1)|2ds

62

∫ t

0

|Hp(ξ2, p2)−Hp(ξ2, p1)|2ds+

∫ t

0

|Hp(ξ2, p1)−Hp(ξ1, p1)|2ds

62C4

(∫ t

0

|p2 − p1|2ds+

∫ t

0

|ξ2 − ξ1|2ds
)

we obtain (B.10) by appealing to (B.8) and (B.9). �

B.3. Convexity of the fundamental solution for small time. For any t > 0, x, y, z ∈
Rn, and any h ∈ [0, t), let ξ+ ∈ Γt+hx,y+z and ξ− ∈ Γt−hx,y−z be given. Define ξ̃± ∈ Γtx,y±z
by

(B.13) ξ̃+(τ) = ξ+

( t+ h

t
τ
)
, ξ̃−(τ) = ξ−

( t− h
t

τ
)
, τ ∈ [0, t].
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Obviously,

ξ̃+(0) = ξ̃−(0) = x, ξ̃+(t) = y + z, ξ̃−(t) = y − z,

ξ̃+ + ξ̃−
2

(0) = x,
ξ̃+ + ξ̃−

2
(t) = y,(B.14)

ξ̃+ − ξ̃−
2

(0) = 0,
ξ̃+ − ξ̃−

2
(t) = z.(B.15)

Lemma B.7. Suppose L is a Tonelli Lagrangian. For any λ > 0 let tλ > 0 be given by
Lemma B.6 and define t′λ = min{tλ, 2/3}. Then there exist constants Cλ, C ′λ > 0 such
that, for any t ∈ (0, t′λ), any x ∈ Rn, any y ∈ B(x, λt), any (h, z) ∈ [0, t/2)× B(0, λt),
and any pair of minimizers, ξ± ∈ Γt±hx,y±z , for At±h(x, y ± z) we have

‖ξ̃+ − ξ̃−‖2L∞(0,t) 6
Cλ
t

(h2 + |z|2),(B.16) ∫ t

0

| ˙̃ξ+ − ˙̃
ξ−|2 dτ 6

C ′λ
t

(h2 + |z|2),(B.17)

where ξ̃± ∈ Γtx,y±z are defined in (B.13).

Proof. In view of Proposition B.1 and Remark B.2 we have that {(ξ±(s), ξ̇±(s))}s∈[0,t±h]

is contained in the convex compact set Kx,λ. So, for any τ ∈ [0, t],

|ξ̃+(τ)− ξ̃−(τ)| =
∣∣∣ξ+( t+ h

t
τ
)
− ξ−

( t− h
t

τ
)∣∣∣

6
∣∣∣ξ+( t+ h

t
τ
)
− ξ+

( t− h
t

τ
)∣∣∣+

∣∣∣ξ+( t− h
t

τ
)
− ξ−

( t− h
t

τ
)∣∣∣

6C1h+
∣∣∣ξ+( t− h

t
τ
)
− ξ−

( t− h
t

τ
)∣∣∣ 6 κ(4λ)h+ max

s∈[0,t−h]
|ξ+(s)− ξ−(s)|.

Since

|ξ+(t− h)− ξ−(t− h)| 6|ξ+(t− h)− ξ+(t+ h)|+ |ξ+(t+ h)− ξ−(t− h)|
62
(
κ(4λ)h+ |z|

)
,

by (B.8) applied to ξ+, ξ− on [0, t− h] we obtain

max
s∈[0,t−h]

|ξ+(s)− ξ−(s)|2 6 C1

t
(h2 + |z|2),

for some constant C1 = C1(λ) > 0. Similarly, we have

∣∣ ˙̃
ξ+(τ)− ˙̃

ξ−(τ)
∣∣ =

∣∣∣ t+ h

t
ξ̇+

( t+ h

t
τ
)
− t− h

t
ξ̇−

( t− h
t

τ
)∣∣∣

6
∣∣∣ t+ h

t
ξ̇+

( t+ h

t
τ
)
− t+ h

t
ξ̇−

( t− h
t

τ
)∣∣∣+

∣∣∣ t+ h

t
ξ̇−

( t− h
t

τ
)
− t− h

t
ξ̇−

( t− h
t

τ
)∣∣∣

6
t+ h

t

∣∣∣ξ̇+( t+ h

t
τ
)
− ξ̇−

( t− h
t

τ
)∣∣∣+ κ(4λ)

h

t
.
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On the other hand,

∣∣∣ξ̇+( t+ h

t
τ
)
− ξ̇−

( t− h
t

τ
)∣∣∣

6
∣∣∣ξ̇+( t+ h

t
τ
)
− ξ̇+

( t− h
t

τ
)∣∣∣+

∣∣∣ξ̇+( t− h
t

τ
)
− ξ̇−

( t− h
t

τ
)∣∣∣

6C2
h

t
+
∣∣∣ξ̇+( t− h

t
τ
)
− ξ̇−

( t− h
t

τ
)∣∣∣.

Thus, for t ∈ (0, t′λ) the bound in (B.10) yields

∫ t

0

| ˙̃ξ+(τ)− ˙̃
ξ−(τ)|2 dτ 6C3

h2

t
+

(t+ h)2

t2

∫ t

0

∣∣∣ξ̇+( t− h
t

τ
)
− ξ̇−

( t− h
t

τ
)∣∣∣2 dτ

=C3
h2

t
+

(t+ h)2

t2
· t

t− h

∫ t−h

0

|ξ̇+(s)− ξ̇−(s)|2 ds

6C3
h2

t
+

(t+ h)2

t2
· t

t− h
· C4

t− h
(h2 + |z|2).

This leads to our conclusion. �

Proposition B.8. Suppose L is a Tonelli Lagrangian and, for any λ > 0, let t′λ > 0 be
the number given by Lemma B.7. Then, for any x ∈ Rn, the function (t, y) 7→ At(x, y) is
semiconvex on the cone

(B.18) Sλ(x, t′λ) :=
{

(t, y) ∈ R× Rn : 0 < t < t′λ, |y − x| < λt
}
,

and there exists a constant C ′′λ > 0 such that for all (t, y) ∈ Sλ(x, t′λ), all h ∈ [0, t/2),
and all z ∈ B(0, λt) we have that

(B.19) At+h(x, y + z) +At−h(x, y − z)− 2At(x, y) > −C
′′
λ

t
(h2 + |z|2).

Moreover, there exists t′′λ ∈ (0, t′λ] and C ′′′λ > 0 such that for all t ∈ (0, t′′λ] the function
At(x, ·) is uniformly convex on B(x, λt) and for all y ∈ B(x, λt) and z ∈ B(0, λt) we
have that

(B.20) At(x, y + z) +At(x, y − z)− 2At(x, y) >
C ′′′λ
t
|z|2.

Proof. Let x ∈ Rn and fix (t, y) ∈ Sλ(x, t′λ), h ∈ [0, t/2), and z ∈ B(0, λt). Let
ξ+ ∈ Γt+hx,y+z and ξ− ∈ Γt−hx,y−z be minimizers for At+h(x, y + z) and At−h(x, y − z)

respectively, and define ξ̃± as in (B.13). In view of Proposition B.1 and Remark B.2 we
have that {(ξ±(s), ξ̇±(s))}s∈[0,t±h] and {(ξ̃±(s),

˙̃
ξ±(s))}s∈[0,t] are all contained in the
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convex compact set Kx,λ. Moreover

At+h(x, y + z) +At−h(x, y − z)

=

∫ t+h

0

L(ξ+(s), ξ̇+(s)) ds+

∫ t−h

0

L(ξ−(s), ξ̇−(s)) ds

=
t+ h

t

∫ t

0

L
(
ξ+

( t+ h

t
τ
)
, ξ̇+

( t+ h

t
τ
))

dτ

+
t− h
t

∫ t

0

L
(
ξ−

( t− h
t

τ
)
, ξ̇−

( t− h
t

τ
))

dτ

=
t+ h

t

∫ t

0

L
(
ξ̃+(τ),

t

t+ h
˙̃
ξ+(τ)

)
dτ +

t− h
t

∫ t

0

L
(
ξ̃−(τ),

t

t− h
˙̃
ξ−(τ)

)
dτ

=

∫ t

0

L
(
ξ̃+(τ),

t

t+ h
˙̃
ξ+(τ)

)
dτ +

∫ t

0

L
(
ξ̃−(τ),

t

t− h
˙̃
ξ−(τ)

)
dτ + I1,

where

I1 =
h

t

∫ t

0

{
L
(
ξ̃+(τ),

t

t+ h
˙̃
ξ+(τ)

)
− L

(
ξ̃−(τ),

t

t− h
˙̃
ξ−(τ)

)}
dτ.

Set

I2 =

∫ t

0

L(ξ̃+(τ),
˙̃
ξ+(τ)) dτ +

∫ t

0

L(ξ̃−(τ),
˙̃
ξ−(τ)) dτ − 2At(x, y),

I3 =

∫ t

0

L
(
ξ̃+(τ),

t

t+ h
˙̃
ξ+(τ)

)
dτ −

∫ t

0

L(ξ̃+(τ),
˙̃
ξ+(τ)) dτ

+

∫ t

0

L
(
ξ̃−(τ),

t

t− h
˙̃
ξ−(τ)

)
dτ −

∫ t

0

L(ξ̃−(τ),
˙̃
ξ−(τ)) dτ.

Then
At+h(x, y + z) +At−h(x, y − z)− 2At(x, y) = I1 + I2 + I3.

Now we turn to the estimates of I1, I2 and I3.

Estimate of I1: Let C0 = C0(λ) > 0 be an upper bound for |Lv| on Kx,λ. Then

I1 =
h

t

∫ t

0

{
L
(
ξ̃+,

t

t+ h
˙̃
ξ+

)
− L

(
ξ̃+,

t

t− h
˙̃
ξ+

)}
dτ

+
h

t

∫ t

0

{
L
(
ξ̃+,

t

t− h
˙̃
ξ+

)
− L

(
ξ̃+,

t

t− h
˙̃
ξ−

)}
dτ

+
h

t

∫ t

0

{
L
(
ξ̃+,

t

t− h
˙̃
ξ−

)
− L

(
ξ̃−,

t

t− h
˙̃
ξ−

)}
dτ

>− C0
th2

t2 − h2
− C0

h

t− h

∫ t

0

| ˙̃ξ+ − ˙̃
ξ−|dτ − C0

h

t

∫ t

0

|ξ̃+ − ξ̃−|dτ

By (B.17) it is easy to check that∫ t

0

| ˙̃ξ+ − ˙̃
ξ−|dτ 6

(∫ t

0

| ˙̃ξ+ − ˙̃
ξ−|2dτ

) 1
2

t
1
2 6

√
C ′λ(h2 + |z|2).

Similarly, by (B.16), ∫ t

0

|ξ̃+ − ξ̃−|dτ 6
√
Cλt(h2 + |z|2).
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Thus, recalling that h ∈ [0, t/2) and z ∈ B(0, λt), we conclude that

I1 > −2C0

t
h2 − 2C0

t
h
√
C ′λ(h2 + |z|2)− C0

t
h
√
Cλt(h2 + |z|2)(B.21)

> −C1

t
(h2 + |z|2),(B.22)

for some constant C1 = C1(λ) > 0.

Estimate of I2: Let νλ := ν
(
κ(4λ)

)
> 0 be the lower bound for Lvv on Kx,λ provided

by assumption (L1). Then

I2 =

∫ t

0

L(ξ̃+(τ),
˙̃
ξ+(τ)) dτ +

∫ t

0

L(ξ̃−(τ),
˙̃
ξ−(τ)) dτ − 2At(x, y),

>
∫ t

0

{
L(ξ̃+,

˙̃
ξ+) + L(ξ̃−,

˙̃
ξ−)− 2L

( ξ̃+ + ξ̃−
2

,
˙̃
ξ+ +

˙̃
ξ−

2

)}
dτ

=

∫ t

0

{
L
( ξ̃+ + ξ̃−

2
,

˙̃
ξ+

)
+ L

( ξ̃+ + ξ̃−
2

,
˙̃
ξ−

)
− 2L

( ξ̃+ + ξ̃−
2

,
˙̃
ξ+ +

˙̃
ξ−

2

)}
dτ

+

∫ t

0

{
L(ξ̃+,

˙̃
ξ+)− L

( ξ̃+ + ξ̃−
2

,
˙̃
ξ+

)}
dτ +

∫ t

0

{
L(ξ̃−,

˙̃
ξ−)− L

( ξ̃+ + ξ̃−
2

,
˙̃
ξ−

)}
dτ

> νλ

∫ t

0

∣∣∣ ˙̃
ξ+ − ˙̃

ξ−
2

∣∣∣2 dτ +

∫ t

0

∫ 1

0

〈
Lx

(
λξ̃+ + (1− λ)

ξ̃+ + ξ̃−
2

,
˙̃
ξ+

)
,
ξ̃+ − ξ̃−

2

〉
dλdτ

+

∫ t

0

∫ 1

0

〈
Lx

(
λξ̃− + (1− λ)

ξ̃+ + ξ̃−
2

,
˙̃
ξ−

)
,− ξ̃+ − ξ̃−

2

〉
dλdτ

Setting

L̂x(λ, τ) = Lx

(
λξ̃+ + (1− λ)

ξ̃+ + ξ̃−
2

,
˙̃
ξ+

)
− Lx

(
λξ̃− + (1− λ)

ξ̃+ + ξ̃−
2

,
˙̃
ξ−

)
,

we have that

I2 > νλ

∫ t

0

∣∣∣ ˙̃
ξ+ − ˙̃

ξ−
2

∣∣∣2 dτ +

∫ t

0

∫ 1

0

〈
L̂x,

ξ̃+ − ξ̃−
2

〉
dλdτ

> νλ

∫ t

0

∣∣∣ ˙̃
ξ+ − ˙̃

ξ−
2

∣∣∣2 dτ − C2

∫ t

0

(∣∣ξ̃+ − ξ̃−∣∣2 +
∣∣ ˙̃
ξ+ − ˙̃

ξ−
∣∣ · ∣∣ξ̃+ − ξ̃−∣∣) dτ,(B.23)

where C2 = C2(λ) > 0 is such that

(B.24) |Lv|, |Lxx|, |Lxv|, |Lvv| 6 C2 on Kx,λ.

Estimate of I3: As above, let νλ = ν
(
κ(4λ)

)
> 0. Then

I3 =

∫ t

0

L
(
ξ̃+(τ),

t

t+ h
˙̃
ξ+(τ)

)
dτ −

∫ t

0

L(ξ̃+(τ),
˙̃
ξ+(τ)) dτ

+

∫ t

0

L
(
ξ̃−(τ),

t

t− h
˙̃
ξ−(τ)

)
dτ −

∫ t

0

L(ξ̃−(τ),
˙̃
ξ−(τ)) dτ

>
∫ t

0

{〈
Lv(ξ̃+,

˙̃
ξ+),− h

t+ h
˙̃
ξ+
〉

+
νλh

2

|t+ h|2
| ˙̃ξ+|2

}
dτ

+

∫ t

0

{〈
Lv(ξ̃−,

˙̃
ξ−),

h

t− h
˙̃
ξ−
〉

+
νλh

2

|t− h|2
| ˙̃ξ−|2

}
dτ.

(B.25)



GENERALIZED CHARACTERISTICS AND LAX-OLEINIK OPERATORS 25

Since 2
(
| ˙̃ξ+|2 + | ˙̃ξ−|2

)
>
∣∣ ˙̃
ξ+ ± ˙̃

ξ−|2 and

1

|t± h|2
>
( 2

3t

)2

,

(B.25) yields

I3 > νλh
2
( 2

3t

)2{∫ t

0

∣∣∣ ˙̃
ξ+ − ˙̃

ξ−
2

∣∣∣2 dτ +

∫ t

0

∣∣∣ ˙̃
ξ+ +

˙̃
ξ−

2

∣∣∣2 dτ}
+

∫ t

0

{〈
Lv(ξ̃−,

˙̃
ξ−),

h

t− h
˙̃
ξ−
〉
−
〈
Lv(ξ̃+,

˙̃
ξ+),

h

t+ h
˙̃
ξ+
〉}
dτ := I4 + I5

(B.26)

Now, since ξ̃+ − ξ̃− is an arc connecting 0 to z, comparison with s 7→ s
t z yields

(B.27)
∫ t

0

∣∣ ˙̃
ξ+ − ˙̃

ξ−
∣∣2 dτ > |z|2

t
.

Similarly, ∫ t

0

∣∣ ˙̃
ξ+ +

˙̃
ξ−
∣∣2 dτ > |y − x|2

t
.

So,

(B.28) I4 >
νλh

2

9t3
(|z|2 + |y − x|2).

As for I5, we have

I5 =
h

t− h

∫ t

0

〈
Lv(ξ̃−,

˙̃
ξ−),

˙̃
ξ− − ˙̃

ξ+
〉
dτ +

( h

t− h
− h

t+ h

)∫ t

0

〈
Lv(ξ̃−,

˙̃
ξ−),

˙̃
ξ+
〉
dτ

+
h

t+ h

∫ t

0

〈
Lv(ξ̃−,

˙̃
ξ−)− Lv(ξ̃−, ˙̃

ξ+),
˙̃
ξ+
〉
dτ

+
h

t+ h

∫ t

0

〈
Lv(ξ̃−,

˙̃
ξ+)− Lv(ξ̃+, ˙̃

ξ+),
˙̃
ξ+
〉
dτ.

Thus, by (B.24) and Lemma B.7 we have

I5 >− C2
2h

t

∫ t

0

| ˙̃ξ− − ˙̃
ξ+| dτ − C2κ(4λ)

2h2t

t2 − h2

− C2κ(4λ)
h

t+ h

{∫ t

0

| ˙̃ξ− − ˙̃
ξ+| dτ +

∫ t

0

|ξ̃− − ξ̃+| dτ
}

>− 4C2κ(4λ)
h2

t
− C2

[
2 + κ(4λ)

] h√
t

(∫ t

0

| ˙̃ξ− − ˙̃
ξ+|2 dτ

) 1
2 − C2κ(4λ)h

√
Cλ
t

(h2 + |z|2)

>− C3
h

t
(h+ |z|)

for some constant C3 = C3(λ) > 0. By the last inequality, (B.26), and (B.28) we get

(B.29) I3 >
νλh

2

9t3
(|z|2 + |y − x|2)− C3

h

t
(h+ |z|).
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We are now ready to prove (B.19). Indeed, by combining (B.22), (B.23), and (B.29) we
obtain, thanks to Lemma B.7,

At+h(x, y + z) +At−h(x, y − z)− 2At(x, y) > −C1

t
(h2 + |z|2)

−C2

∫ t

0

(∣∣ξ̃+ − ξ̃−∣∣2 +
∣∣ ˙̃
ξ+ − ˙̃

ξ−
∣∣ · ∣∣ξ̃+ − ξ̃−∣∣) dτ − C3

h

t
(h+ |z|)

> −C1

t
(h2 + |z|2)− C2

2

(
3Cλ +

C ′λ
t

)
(h2 + |z|2)− C3

t

(3

2
h2 + |z|2

)
.

Finally, in order to prove (B.20) observe that taking h = 0 in (B.21) and (B.29) we
conclude that I1, I3 > 0. Therefore, for any ε > 0, (B.23) yields the lower bound

At(x, y + z) +At(x, y − z)− 2At(x, y)

>
νλ
4

∫ t

0

∣∣ ˙̃
ξ+ − ˙̃

ξ−
∣∣2 dτ − C2

∫ t

0

(∣∣ξ̃+ − ξ̃−∣∣2 +
∣∣ ˙̃
ξ+ − ˙̃

ξ−
∣∣ · ∣∣ξ̃+ − ξ̃−∣∣) dτ

>
(νλ

4
− ε

2

)∫ t

0

∣∣ ˙̃
ξ+ − ˙̃

ξ−
∣∣2 dτ − (C2 +

C2
2

2ε

)∫ t

0

∣∣ξ̃+ − ξ̃−∣∣2 dτ.
Hence, taking ε = νλ/4, recalling (B.27), and appealing to Lemma B.7 it follows that

At(x, y + z) +At(x, y − z)− 2At(x, y) >
{νλ

8t
−
(
C2 +

2C2
2

νλ

)
Cλ

}
|z|2.

Now, choosing t′′λ ∈ (0, t′λ] such that

νλ
8t′′λ

>
(
C2 +

2C2
2

νλ

)
Cλ

one completes the proof. �

B.4. C1,1
loc regularity of the fundamental solution.

Proposition B.9. Suppose L is a Tonelli Lagrangian and, for any λ > 0, let t′λ > 0 be the
number given by Lemma B.7.

Then, for any x ∈ Rn the functions (t, y) 7→ At(x, y) and (t, y) 7→ At(y, x) are of
class C1,1

loc on the cone Sλ(x, t′λ) defined in (B.18). Moreover, for all (t, y) ∈ S(x, t′λ)

DyAt(x, y) =Lv(ξ(t), ξ̇(t)),(B.30)

DxAt(x, y) =− Lv(ξ(0), ξ̇(0)),(B.31)

DtAt(x, y) =− Et,x,y,(B.32)

where ξ ∈ Γtx,y is the unique minimizer for At(x, y) and

Et,x,y := H(ξ(s), p(s)) ∀ s ∈ [0, t]

is the energy of the Hamiltonian trajectory (ξ, p) with

(B.33) p(s) = Lv(ξ(s), ξ̇(s)).

Proof. C1,1-regularity on S(x, t′λ) is a corollary of propositions B.3 and B.8. (B.30) fol-
lows from Lemma B.5 and (B.31) can be proved by a similar argument.

For the proof of (B.32), first, we define for h > 0 small enough

ξ+(τ) = ξ
( t

t+ h
τ
)
, τ ∈ [0, t+ h].
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Then

At+h(x, y)−At(x, y) 6
∫ t+h

0

L(ξ+(τ), ξ̇+(τ)) dτ −
∫ t

0

L(ξ(s), ξ̇(s)) ds

=
t+ h

t

∫ t

0

L
(
ξ(s),

t

t+ h
ξ̇(s)

)
−
∫ t

0

L(ξ(s), ξ̇(s)) ds.

Therefore

lim sup
h→0

At+h(x, y)−At(x, y)

h

6 lim
h→0

1

t

∫ t

0

L
(
ξ(s),

t

t+ h
ξ̇(s)

)
ds

+ lim
h→0

1

h

∫ t

0

{
L
(
ξ(s),

t

t+ h
ξ̇(s)

)
− L(ξ(s), ξ̇(s))

}
ds

=
1

t

∫ t

0

{
L(ξ(s), ξ̇(s))−

〈
Lv(ξ(s), ξ̇(s)), ξ̇(s)

〉}
ds = −1

t

∫ t

0

H(ξ(s), p(s)) ds,

where p(·) is given by (B.33). The study of the function (t, y) 7→ At(y, x) is similar. �

APPENDIX C. y IS A GENERALIZED CHARACTERISTIC

The existence of singular generalized characteristics was first proved in [4] (see also
[16]) in a constructive way, and then a simplified proof was given in [37] using an approx-
imation method. Here, in order to prove that the curve y(t), t ∈ [0, t0], in Lemma 3.2 is a
generalized characteristic, we follow the idea of the original proof from [4]. We sketch the
proof for completeness. The following result is an analogy to Lemma 5.5.6 in [16].

Lemma C.1. Let L be a Tonelli Lagrangian, and t0 ∈ (0, 1] be given by Lemma 3.2. For
any fixed x ∈ Rn, let y : [0, t0] → Rn be the curve constructed in Lemma 3.2, and let
p : [0, t0] → Rn be the arc defined in Proposition 3.4. Then, for any ε > 0, there exist
arcs xε : [0, t0]→ Rn, pε : [0, t0]→ Rn, with xε(0) = x and pε(0) = px where px is the
unique element in arg minp∈D+u(x)H(x, p), and a partition 0 = s0 < s1 < · < sk−1 <
sk = t0 with the following properties:

(i) max{|sj+1 − sj | : 0 6 j 6 k − 1} < ε;
(ii) pε(s) ∈ D+u(xε(s)) for all s ∈ [0, t0];

(iii) For each j ∈ {0, . . . , k − 1}, pε(·) is continuous on [sj , sj+1);
(iv) |xε(t)− xε(s)| 6 C1|t− s| for all t, s ∈ [0, t0];
(v) |pε(s)− pε(s

′)| 6 C2
√
ε for all s, s′ ∈ [sj , sj+1), j ∈ {0, . . . , k − 1}.

(vi) The number of the nodes satisfies k 6 [C3

ε ] + 1.

Proof. The construction of the arcs xε and pε follows the reasoning of Lemma 5.5.6 in
[16]. The proof of properties (i)-(vi) also goes as in [16], except for the use of the essential
inequality (5.64) in [16], which can be replaced by property (d) in Proposition 3.4. �

Lemma C.2. Let the arcs xε and pε be defined as in Lemma C.1. Then there exists a
constant C > 0, independent of ε, such that

(C.1)
∣∣∣∣xε(r)− xε(s)−

∫ r

s

Hp(xε(τ),pε(τ)) dτ

∣∣∣∣ 6 C√ε.
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Proof. In view of property (vi) in Lemma C.1, it is sufficient to prove (C.1) under the extra
assumption that s = 0 and r < s1. Thus, we have∣∣∣∣xε(r)− xε(s)−

∫ r

s

Hp(xε(τ),pε(τ)) dτ

∣∣∣∣ =

∣∣∣∣y(r)− y(0)−
∫ r

0

Hp(y(τ),p(τ)) dτ

∣∣∣∣
=

∣∣∣∣ξr(r)− x− ∫ r

0

Hp(ξτ (τ), pτ (τ)) dτ

∣∣∣∣ =

∣∣∣∣∫ r

0

ξ̇r(τ)−Hp(ξτ (τ), pτ (τ)) dτ

∣∣∣∣
=

∣∣∣∣∫ r

0

Hp(ξr(τ), pr(τ))−Hp(ξτ (τ), pτ (τ)) dτ

∣∣∣∣ ,
where ξt ∈ Γtx,y(t) is a minimizer forAt(x,y(t)), t ∈ (0, s1) and pt(τ) := Lv(ξt(τ), ξ̇t(τ)),
τ ∈ [0, t]. Then, by Lemma 3.3, Proposition 3.4 (a) and Lemma C.1, we have

|Hp(ξr(τ), pr(τ))−Hp(ξτ (τ), pτ (τ))|
6|Hp(ξr(τ), pr(τ))−Hp(ξr(τ), pτ (τ))|+ |Hp(ξr(τ), pτ (τ))−Hp(ξτ (τ), pτ (τ))|
6C1|pr(τ))− pτ (τ))|+ C2|ξr(τ)− ξτ (τ)|
6C1(|pr(τ))− pr(r))|+ |pr(r))− pτ (τ))|) + C2(|ξr(τ)− ξr(r)|+ |ξr(r)− ξτ (τ)|)
6C1(C3ε+ |p(r)− p(τ)|) + C2(C4ε+ |y(r′)− y(τ)|)
6C5ε+ C6

√
ε 6 C7

√
ε,

which leads to (C.1). �

The rest of the proof is standard, see, e.g., [4] or [16]. As ε→ 0 in (C.1), we obtain

ẏ(s) ∈ coHp(y(s), D+u(y(s))).

We omit the rest of the proof. The reader can refer to, for instance, [16, Page 133-135].

APPENDIX D. GLOBAL VISCOSITY SOLUTIONS ON Rn

In this section we prove Proposition 2.7.

Proof. The first part of the conclusion, that is, the fact that there exists a constant c(H) ∈ R
such that the Hamilton-Jacobi equation (2.9) admits a viscosity solution u : Rn → R for
c = c(H) and does not admit any such solution for c < c(H) is guaranteed by Theorem 1.1
in [26]. Moreover, in view of Proposition 4.1 in [26], we have that

u = T−t u+ c(H)t ∀ t > 0,

where T−t is defined in (3.6). Therefore, u is Lipschitz continuous on Rn on account of
Proposition 3.2 in [26].

We proceed to show that u is also semiconcave. Let At(x, y) be the fundamental solu-
tion of (2.9) with c = c(H) and fix t0 ∈ (0, 2/3). For every x ∈ Rn we have that

u(x) = min
y∈Rn

{
u(y) +At0(y, x)

}
+ c(H)t0.

Let yx ∈ Rn be a point at which the above minimum is attained. Then taking λ = 1 in
Proposition B.3 we conclude that, for all y ∈ B(yx, t0) and all z ∈ B(0, t0),

At0(yx, y + z) +At0(yx, y − z)− 2At0(yx, y) 6
C1

t0
|z|2
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for some constant C1 > 0 independent of yx. Therefore, taking y = x in the above
inequality we obtain

u(x+ z) + u(x− z)− 2u(x)

6 At0(yx, x+ z) +At0(yx, x− z)− 2At0(yx, x) 6
C1

t0
|z|2

all z ∈ B(0, t0). So, being Lipschitz, u is semiconcave on Rn. �
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