A ROBUST NUMERICAL ALGORITHM FOR COMPUTING MAXWELL’S TRANSMISSION EIGENVALUE PROBLEMS
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Abstract. We study a robust and efficient eigensolver for computing a few smallest positive eigenvalues of the three-dimensional Maxwell’s transmission eigenvalue problem. The discretized governing equations by the Nédélec edge element result in a large-scale quadratic eigenvalue problem (QEP) for which the spectrum contains many zero eigenvalues and the coefficient matrices consist of patterns in the matrix form $XY^{-1}Z$, both of which prevent existing eigenvalue solvers from being efficient. To remedy these difficulties, we rewrite the QEP as a particular nonlinear eigenvalue problem and develop a secant-type iteration, together with an indefinite locally optimal block preconditioned conjugate gradient method (LOBPCG), to sequentially compute the desired positive eigenvalues. Furthermore, we propose a novel method to solve the linear systems in each iteration of LOBPCG. Intensive numerical experiments show that our proposed method is robust, although the desired real eigenvalues are surrounded by complex eigenvalues.
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1. Introduction. The transmission eigenvalue problem has recently attracted much attention in the area of inverse scattering theory, as it is important for the study of the direct/inverse scattering problem for non-absorbing inhomogeneous media [6, 8, 9, 10, 11, 12, 13, 20, 30]. As shown in [3, 4, 5, 6, 7, 8, 31], transmission eigenvalues can be determined from the far-field pattern of the scattered wave or from the near-field data, and used to estimate the material properties of the scattering object. In addition, transmission eigenvalues are also related to the validity of some recently developed reconstruction methods for scattering problems such as the linear sampling method and factorization method [11]. For recent progress in the theories and applications of transmission eigenvalue problems, we refer to [10] and the references therein.

Efficient numerical methods to determine transmission eigenvalues are required in estimating the index of refraction [6, 31], and numerical evidence from the discrete system may contribute to the progress of further theoretical developments such as the distribution of real eigenvalues for the original infinite dimensional system. Nonetheless, numerical techniques for solving the transmission eigenvalues are limited and only a few papers have addressed the issues of numerical computation on this topic in the past few years, partly because the transmission eigenvalue problem is neither elliptic nor self-adjoint and as a consequence, it cannot be addressed by the standard theory of elliptic partial differential equations.

Recently, there have been some papers [12, 15, 18, 19, 21, 25, 28, 32, 33] addressing numerical computations in transmission eigenvalue problems. In [12], three FEMs were proposed for solving the two dimensional (2D) transmission eigenvalue problem. A coupled boundary element method and FEM was introduced for the interior transmission problem in [15]. Then, Sun [32] proposed two iterative methods together with convergence analysis based on the existence theory of the fourth-order
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reformulation for the transmission eigenvalues [9, 30]. A mixed FEM for 2D transmission eigenvalue problems was proposed in [18] and the corresponding non-Hermitian quadratic eigenvalue problem (QEP) was solved by the classical secant iteration with an adaptive Arnoldi method. In [19], Ji, Sun, and Xie used the multilevel correction method to transform the solution of the transmission problem into a series of solutions corresponding to linear boundary value problems and solved them by the multigrid method. The authors in [25] rewrote the QEP as a particular parameterized generalized eigenvalue problem (GEP) for which the eigenvalue curves are arranged in a monotonic order so that the desired curves can be sequentially solved with a new secant-type iteration.

For a three dimensional (3D) Maxwell’s transmission eigenvalue problem, two FEMs with an adaptive Arnoldi method were proposed in [28]. The resulting GEPs are large, sparse and non-Hermitian. The numerical challenges for solving the corresponding GEPs are (i) a few of the smallest positive eigenvalues, which may be surrounded by complex eigenvalues, are of interest; (ii) the number of zero eigenvalues of the GEP is huge because the nullity of the discrete double curl operator equals the number of edges in the spanning tree of a finite element mesh [2]; (iii) how to efficiently solve the associated large sparse linear system in each iteration of the eigensolver. To tackle drawbacks (i) and (ii), in [33], a mixed FEM was applied to an equivalent quad-curl eigenvalue problem, and the resulting QEP can be solved by a classical secant iterative method by introducing a sequence of the parameterized GEPs with symmetric positive definite and semidefinite coefficient matrices. However, in [33], there is no theoretical guarantee for why the desired positive transmission values would not be lost. Moreover, due to the complexity of the matrix structures, the mesh is rather coarse, and thus more efficient eigensolvers for solving the QEP and the associated parameterized GEPs are desirable for larger problems [33]. Note that, for the vector case, Kleefeld [21] presented an accurate numerical method, based on a surface integral formulation of the interior transmission problem, for solving corresponding nonlinear eigenvalue problems for many different obstacles in three dimensions. However, only constant index of refraction and smooth domains can be treated.

In this paper, we focus on the 3D Maxwell’s transmission eigenvalue problem and make the following contributions.

- We show that the QEP in [33] can be deduced from the GEP in [28] via a suitable equivalence transformation. In fact, the QEP and GEP have the same spectrum except for nonphysical zero eigenvalues.
- Rewriting the QEP as a particular parameterized GEP with symmetric and symmetric positive semidefinite coefficient matrices, we then use the secant-type iteration (SecTypIt) method in [25] to sequentially compute the desired positive eigenvalues.
- To efficiently solve the parameterized GEP, we introduce the locally optimal block preconditioned conjugate gradient method (LOBPCG) [1, 22, 23] with some modification schemes to accelerate the convergence rate. Numerical results show that the convergence of LOBPCG is not affected by the huge nullity.
- To solve the linear system appearing in LOBPCG, due to the complicated matrix formulations of the parameterized GEP, we propose a new augmented linear system so that it can be solved by the direct/iterative method for a large-size problem.
• In practice, we propose some adaptive strategies for determining initial data and stopping tolerance. Intensive numerical experiments show that our method is robust although the desired eigenvalues are surrounded by complex eigenvalues.

Throughout this paper, the notations \( \cdot^\top \) and \( \cdot^* \) are used to represent the transpose and conjugate transpose of vectors or matrices, respectively. Given a real square matrix \( A \), we write \( A \succ 0 \) (\( A \succeq 0 \)) if \( A \) is symmetric and positive definite (semidefinite).

We organize this paper as follows. In Section 2, we review the 3D Maxwell’s transmission eigenvalue problem and two discretization schemes proposed in [28, 33]. In Section 3, we introduce the SecTypIt in [25] to address a parameterized GEP of the QEP for computing a few desired positive eigenvalues of the QEP. Sections 4 and 5 focus on the LOBPCG method and its detailed implementation for the purpose of providing an efficient and robust eigensolver to address the parameterized GEP. Numerical experiments with different indices of refraction on the unit ball and the unit square are presented in Section 6. Finally, we give concluding remarks in Section 7.

2. The 3D Maxwell’s transmission eigenvalue problem and its discretization. Let \( D \subset \mathbb{R}^3 \) be a bounded simply connected domain with a piecewise smooth boundary \( \partial D \) and \( \nu \) denote the unit outer normal vector to \( \partial D \). Following [14], we introduce the Hilbert spaces

\[
H(\text{curl}, D) := \{ u \in (L^2(D))^3 : \nabla \times u \in (L^2(D))^3 \},
\]

\[
H(\text{curl}^2, D) := \{ u \in H(\text{curl}, D) : \nabla \times u \in H(\text{curl}, D) \},
\]

equipped with the scalar products

\[
(u, v)_{\text{curl}} := (u, v) + (\nabla \times u, \nabla \times v),
\]

\[
(u, v)_{\text{curl}^2} := (u, v) + (\nabla \times u, \nabla \times v)_{\text{curl}},
\]

respectively. Here, \((\cdot, \cdot)\) is the \( L^2 \) scalar product on \( D \). Furthermore, \( H_0(\text{curl}, D) \) and \( H_0(\text{curl}^2, D) \) are, respectively, two subspaces of \( H(\text{curl}, D) \) and \( H(\text{curl}^2, D) \) defined by

\[
H_0(\text{curl}, D) := \{ u \in H(\text{curl}, D) : u \times \nu = 0 \text{ on } \partial D \},
\]

\[
H_0(\text{curl}^2, D) := \{ u \in H_0(\text{curl}, D) : \nabla \times u \in H_0(\text{curl}, D) \}.
\]

Assuming that \( N, N^{-1} \) and either \( (N - I)^{-1} \) or \( (I - N)^{-1} \) are bounded positive definite real matrix fields on \( D \), then, in terms of the electric field, the so-called transmission eigenvalue problem for the Maxwell’s equations is to find \( 0 \neq \lambda \in \mathbb{C} \) and non-trivial fields \( E, E_0 \in (L^2(D))^3 \) with \( E - E_0 \in H_0(\text{curl}^2, D) \) satisfying

\[
\begin{align*}
(2.1a) \quad & \nabla \times \nabla \times E - \lambda N E = 0 \quad \text{in } D, \\
(2.1b) \quad & \nabla \times \nabla \times E_0 - \lambda E_0 = 0 \quad \text{in } D, \\
(2.1c) \quad & E \times \nu = E_0 \times \nu \quad \text{on } \partial D, \\
(2.1d) \quad & (\nabla \times E) \times \nu = (\nabla \times E_0) \times \nu \quad \text{on } \partial D.
\end{align*}
\]

The nonzero (complex) values \( \lambda \) such that (2.1) has non-trivial solutions \( E \) and \( E_0 \) are called Maxwell’s transmission eigenvalues.
where the block matrix entries are given in Table 1. Moreover, we let

\begin{align}
(\nabla \times E, \nabla \times \phi) - \lambda(NE, \phi) &= 0, \\
(\nabla \times E_0, \nabla \times \phi) - \lambda(E_0, \phi) &= 0, \\
(\nabla \times (E - E_0), \nabla \times \psi) - \lambda(NE - E_0, \psi) &= 0,
\end{align}

for all \( \phi \in H_0(\text{curl}, D) \) and \( \psi \in H(\text{curl}, D) \) with the essential boundary condition \( E \times \nu = E_0 \times \nu \) on \( \partial D \) [28]. Note that in (2.2c), the boundary condition (2.1d) has been enforced weakly.

On the other hand, as shown in [9], (2.1) is equivalent to a quad-curl problem

\[
(\nabla \times \nabla \times \lambda) (N-I)^{-1} (\nabla \times \nabla \times -\lambda) (E-E_0) = 0.
\]

A variational form of (2.3) is to find a \( 0 \neq \lambda \in \mathbb{C} \) and a nontrivial field \( u \in H_0(\text{curl}^2, D) \) satisfying

\[
((N-I)^{-1}(\nabla \times \nabla \times u - \lambda u), (\nabla \times \nabla \times \phi - \lambda \phi)) + \lambda^2(u, \phi) - \lambda(\nabla \times u, \nabla \times \phi) = 0
\]

for all \( \phi \in H_0(\text{curl}^2, D) \). Following the approach of a mixed formulation proposed in [33], the equation (2.4) can be further transformed into another weak formulation for finding \( 0 \neq \lambda \in \mathbb{C}, \ p \in H_0(\text{curl}, D) \) and \( \tilde{\nu} \in H(\text{curl}, D) \) such that

\begin{align}
(\nabla \times \tilde{\nu}, \nabla \times \phi) - \lambda(\tilde{\nu}, \phi) + \lambda^2(p, \phi) &= \lambda(\nabla \times p, \nabla \times \phi), \\
(\nabla \times p, \nabla \times \xi) - \lambda(p, \xi) &= ((N-I)\tilde{\nu}, \xi),
\end{align}

for all \( \phi \in H_0(\text{curl}, D) \) and \( \xi \in H(\text{curl}, D) \).

Now, we use the lowest order curl-conforming Nédélec edge elements [27, 29] to discretize (2.1) and (2.3). Given a regular tetrahedral mesh of \( D \), we define the space \( S_h \) and the subspace \( S_h^0 \) of \( S_h \) as

\[
S_h = \{ \text{the lowest order edge elements on } D \} \subset H(\text{curl}, D),
\]

\[
S_h^0 = S_h \cap H_0(\text{curl}, D) \subset H_0(\text{curl}, D)
\]

\( = \{ \text{the functions in } S_h \text{ that have vanishing DoFs on } \partial D \} \),

where DoFs are the degrees of freedom. Let \( \{ \phi_1, \ldots, \phi_n \} \) be a basis of \( S_h^0 \) and \( \{ \phi_1, \ldots, \phi_n, \psi_1, \ldots, \psi_m \} \) a basis for \( S_h \). In addition, we define \( S_h^N = \text{span} \{ \psi_j \}_{j=1}^m \). Then, the mass and stiffness matrices based on linear edge elements are given by

\[
K = \begin{bmatrix} K & E \end{bmatrix}, \quad M_1 = \begin{bmatrix} M_1 & F_1 \\ F_1^\top & G_1 \end{bmatrix}, \quad M_N = \begin{bmatrix} M_N & F_N \\ F_N^\top & G_N \end{bmatrix},
\]

where the block matrix entries are given in Table 1. Moreover, we let

\[
\mathcal{S} := \begin{bmatrix} K & E \end{bmatrix}, \quad \mathcal{T}_1 := \begin{bmatrix} M_1 & F_1 \end{bmatrix},
\]

\[
\mathcal{M} = \begin{bmatrix} M & F \\ F^\top & G \end{bmatrix} := \begin{bmatrix} M_N - M_1 & F_N - F_1 \\ F_N^\top - F_1^\top & G_N - G_1 \end{bmatrix} = \mathcal{M}_N - \mathcal{M}_1.
\]

Note that \( \dim(\text{Null}(\mathcal{S}^\top)) > 0 \) as the matrices \( K \) and \( E \) are assembled from the discretization of the degenerate curl operators. Here, \( \text{Null}(\mathcal{S}^\top) \) denotes the null space of the matrix \( \mathcal{S}^\top \). Moreover, \( \mathcal{M} \succ 0, \ M \succ 0 \) and \( G \succ 0 \) because of the positivity of \( N \) and \( (N-I)^{-1} \).
the Nédélec edge elements, we let \( u \) and plugging it into (2.10a), we end up with the QEP
\[
(2.10b)
\]
notations. Let show that (2.11) can be deduced from the GEP (2.9) via a suitable equivalence transformation. To make the following discussion more concise, we first introduce some convenient notations. Let

\[
\begin{align*}
\tilde{K} & := K - E G^{-1} F^T, \\
\tilde{M} & := M - F G^{-1} F^T, \\
\tilde{M}_1 & := M_1 - F_1 G^{-1} F_1^T, \\
K & = (\nabla \times \phi_i, \nabla \times \phi_j), \\
E & = (\nabla \times \phi_i, \nabla \times \psi_j), \\
H & = (\nabla \times \psi_i, \nabla \times \psi_j), \\
M_1, M_N & = (\phi_i, \phi_j), (\phi_i, \phi_j) \\
F_1, F_N & = (\phi_i, \psi_j), (\phi_i, \psi_j) \\
G_1, G_N & = (\psi_i, \psi_j), (\psi_i, \psi_j)
\end{align*}
\]

### Table 1

<table>
<thead>
<tr>
<th>Matrix</th>
<th>Dimension</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K )</td>
<td>( n \times n )</td>
<td>interior space stiffness matrix.</td>
</tr>
<tr>
<td>( E )</td>
<td>( n \times m )</td>
<td>interior/boundary stiffness matrix.</td>
</tr>
<tr>
<td>( H )</td>
<td>( m \times m )</td>
<td>boundary space stiffness matrix.</td>
</tr>
<tr>
<td>( M_1, M_N )</td>
<td>( n \times n )</td>
<td>interior space mass matrices.</td>
</tr>
<tr>
<td>( F_1, F_N )</td>
<td>( n \times m )</td>
<td>interior/boundary mass matrices.</td>
</tr>
<tr>
<td>( G_1, G_N )</td>
<td>( m \times m )</td>
<td>boundary space mass matrices.</td>
</tr>
</tbody>
</table>

### 2.1. The resulting generalized eigenvalue problem from (2.2).
Based on the Nédélec edge elements, we let \( \mathbf{u}_{0,h} = \sum_{i=1}^{n} u_i \phi_i \in S_h^0, \mathbf{v}_{0,h} = \sum_{i=1}^{n} v_i \phi_i \in S_h^0 \) and \( u_{B,h} = \sum_{i=1}^{m} \psi_i \phi_i \in S_h^B \) so that \( \mathbf{u}_h = \mathbf{u}_{0,h} + \mathbf{u}_{B,h} \) and \( \mathbf{v}_h = \mathbf{v}_{0,h} + \mathbf{u}_{B,h} \) are the discrete approximations for \( \mathbf{E} \) and \( \mathbf{E}_0 \), respectively. In addition, we set \( \mathbf{u} = [u_1, \ldots, u_n]^T \), \( \mathbf{v} = [v_1, \ldots, v_n]^T \), and \( \mathbf{w} = [w_1, \ldots, w_m]^T \), and then, the discretization of (2.2) gives rise to a GEP
\[
\mathcal{L}(\lambda) \mathbf{z} := \left( \begin{array}{cc}
K & 0 \\
0 & E
\end{array} \right) \mathbf{z} = \lambda \left( \begin{array}{cc}
0 & M_N \\
F_N & 0
\end{array} \right) \mathbf{z} \quad \text{or} \quad \left( \begin{array}{cc}
M_1 & 0 \\
0 & F_1
\end{array} \right) \mathbf{z} = \lambda \left( \begin{array}{cc}
F_1 & 0 \\
0 & M_1
\end{array} \right) \mathbf{z}
\]
\[
\mathbf{u} = \mathbf{w} = 0.
\]

### 2.2. The resulting quadratic eigenvalue problem from (2.5).
Let \( \mathbf{p}_h = \sum_{i=1}^{n} \psi_i \phi_i \) and \( \tilde{\mathbf{v}}_h = \sum_{i=1}^{n} \tilde{v}_i \phi_i \) and \( \mathbf{v} = [\tilde{v}_1, \ldots, \tilde{v}_n, \tilde{w}_1, \ldots, \tilde{w}_m]^T \). Then, with the notations in (2.6), (2.8) and Table 1, the matrix problem corresponding to (2.5) is given by
\[
\begin{align*}
(2.10a) \quad & \mathcal{S} \tilde{\mathbf{v}} - \lambda \mathcal{T}_1 \tilde{\mathbf{v}} + \lambda^2 \mathcal{M}_1 \mathbf{p} = \lambda \mathcal{K} \mathbf{p} \\
(2.10b) \quad & \mathcal{S}^T \mathbf{p} - \lambda \mathcal{T}_1^T \mathbf{p} = \lambda \mathcal{K} \mathbf{p}
\end{align*}
\]
where \( \mathcal{S} \) and \( \mathcal{T}_1 \) are the matrices given in (2.7). Expressing \( \tilde{\mathbf{v}} \) in terms of \( \mathbf{p} \) by (2.10b) and plugging it into (2.10a), we end up with the QEP
\[
\begin{align*}
(2.11) \quad & \lambda^2 \mathcal{M}_1 + (\mathcal{S} - \lambda \mathcal{T}_1) \mathcal{M}^{-1}(\mathcal{S} - \lambda \mathcal{T}_1)^T \mathbf{p} = \lambda \mathcal{K} \mathbf{p}.
\end{align*}
\]

### 2.3. Relation between GEP (2.9) and QEP (2.11).
In this subsection, we first present explicit representations for the coefficient matrices of (2.11). Then, we show that (2.11) can be deduced from the GEP (2.9) via a suitable equivalence transformation.

To make the following discussion more concise, we first introduce some convenient notations. Let
\[
\begin{align*}
\tilde{M}_1 & := M_1 - F_1 G^{-1} F_1^T, \\
\tilde{M} & := M - F G^{-1} F^T, \\
\tilde{K} & := K - E G^{-1} F^T,
\end{align*}
\]
where $M$, $F$ and $G$ are defined as in (2.8). Note that $\hat{M}$ is symmetric positive definite because $M \succ 0$ and $G \succ 0$.

**Lemma 2.1.** The QEP (2.11) can be expressed as

\[(2.12a) \quad Q(\lambda) p := (\lambda^2 A_2 + \lambda A_1 + A_0) p = 0,\]

where $A_2$, $A_1$ and $A_0$ are all $n \times n$ symmetric matrices given by

\[(2.12b) \quad A_2 = M_1 + T_1 M^{-1} T_1^T = M_1 + \hat{M}_1 \hat{M}_1^T + F_1 G^{-1} F_1^T, \]
\[(2.12c) \quad A_1 = -K - S M^{-1} T_1^T - T_1 M^{-1} S^T = -K - \hat{K} \hat{M}_1 \hat{M}_1^T - \hat{M}_1 \hat{M}_1^T \hat{K}^T - E G^{-1} F_1^T - F_1 G^{-1} E^T, \]
\[(2.12d) \quad A_0 = S M^{-1} S^T = \hat{K} \hat{M}_1 \hat{M}_1^T + E G^{-1} E^T. \]

In particular, $A_2$ is positive definite, and $A_0$ is positive semidefinite.

**Proof.** Rewriting (2.11) as

\[(2.13) \quad |\lambda|^2 \left( M_1 + T_1 M^{-1} T_1^T \right) + \lambda \left( -K - S M^{-1} T_1^T - T_1 M^{-1} S^T \right) + S M^{-1} S^T p = 0 \]

and using the fact that

\[
M^{-1} = \begin{bmatrix} M & F \\ F^T & G \end{bmatrix}^{-1} = \begin{bmatrix} \hat{M}^{-1} & 0 \\ -G^{-1} F^T \hat{M}^{-1} & G^{-1} \end{bmatrix} \begin{bmatrix} I & -F G^{-1} \\ 0 & I \end{bmatrix},
\]

we can show, by routine calculation, that the coefficient matrices in (2.13) are equal to those of (2.12) (see also Section 2.2 in [25] for the related results). Moreover, it is obvious to see that the coefficient matrices of (2.12) are symmetric. In addition, $A_2$ and $A_0$ are positive definite and positive semidefinite, respectively, which follows from the fact that $M_1 \succ 0$, $M \succ 0$ and $\dim(\text{Null}(S^T)) > 0$.

**Theorem 2.2.** Let $L(\lambda)$ and $Q(\lambda)$ be defined in (2.9) and (2.12), respectively. Then

\[
\sigma(L(\lambda)) = \{0, \ldots, 0\} \cup \sigma(Q(\lambda)).
\]

Here, $\sigma(\cdot)$ denotes the spectrum of the associated matrix pencil.

**Proof.** We first note from (2.8) that $M_N = M + M_1$, $F_N = F + F_1$ and $G = G_N - G_1$. The $\lambda$-matrix $L(\lambda)$ in (2.9) can then be rewritten as

\[(2.14) \quad L(\lambda) = \begin{bmatrix} K - \lambda (M + M_1) & 0 & E - \lambda (F + F_1) \\ 0 & K - \lambda M_1 & E - \lambda F_1 \\ E^T - \lambda (F^T + F_1^T) & -E^T + \lambda F_1^T & -\lambda G \end{bmatrix}. \]

Letting

\[
J := \begin{bmatrix} I_n & 0 & 0 \\ 0 & -I_n & 0 \\ 0 & 0 & I_m \end{bmatrix}, \quad P := \begin{bmatrix} 0 & I_n & 0 \\ -I_n & I_n & 0 \\ 0 & 0 & I_m \end{bmatrix},
\]
we can further transform $\mathcal{L}(\lambda)$ in (2.14) to a symmetric $\lambda$-matrix:

$$(2.15) \quad \mathcal{J}\mathcal{P}\mathcal{L}(\lambda)\mathcal{P} = \begin{bmatrix}
-K + \lambda M_1 & K - \lambda M_1 & E - \lambda F_1 \\
K - \lambda M_1 & -\lambda M & -\lambda F \\
E^T - \lambda F_1^T & -\lambda F^T & -\lambda G
\end{bmatrix}
= \begin{bmatrix}
-K + \lambda M_1 & S - \lambda T_1 \\
0 & (S - \lambda T_1)^T & -\lambda M
\end{bmatrix},$$

where $S$, $T_1$ and $M$ are the matrices defined in (2.7) and (2.8).

Next, we will show that (2.15) can be reduced to a block diagonal form using Gaussian eliminations. In fact, by considering the $\lambda$-matrix

$$\mathcal{C}(\lambda) := \begin{bmatrix} I_n & 0 \\
\frac{1}{\lambda} M^{-1} (S - \lambda T_1)^T & I_{n+m}
\end{bmatrix},$$

and setting $\mathcal{E}(\lambda) := (\mathcal{C}(\lambda))^T \mathcal{J}\mathcal{P}$ and $\mathcal{F}(\lambda) := \mathcal{P}\mathcal{C}(\lambda)$, we can compute that

$$(2.16) \quad \mathcal{E}(\lambda)\mathcal{L}(\lambda)\mathcal{F}(\lambda) = (\mathcal{C}(\lambda))^T (\mathcal{J}\mathcal{P}\mathcal{L}(\lambda)\mathcal{P})\mathcal{C}(\lambda)
= \begin{bmatrix}
-K + \lambda M_1 + \frac{1}{\lambda} (S - \lambda T_1) M^{-1} (S - \lambda T_1)^T & 0 \\
0 & -\lambda M
\end{bmatrix},$$

where the last equality follows from equations (2.11) and (2.12).

Thanks to $\det(\mathcal{E}(\lambda)) = 1 = \det(\mathcal{F}(\lambda))$ and the nonsingularity of $M$, we have

$$\det(\mathcal{L}(\lambda)) = \det(\mathcal{E}(\lambda)\mathcal{L}(\lambda)\mathcal{F}(\lambda)) = \det(\frac{1}{\lambda} Q(\lambda)) \det(-\lambda M) = 0
\Leftrightarrow \frac{1}{\lambda^n} \det(Q(\lambda)) \lambda^{n+m} \det(-M) = 0 \Leftrightarrow \lambda^n \det(Q(\lambda)) = 0.$$

This implies that $Q(\lambda)$ preserves $2n$ eigenvalues of $\mathcal{L}(\lambda)$ and throws away $m$ nonphysical zero eigenvalues.

**Remark 2.3.** A similar result as in Theorem 2.2 for the 2D transmission eigenvalue problems has been discussed in [25]. Due to the singularity of $S^T$, we know that the matrix $K$ in (2.6) is singular. However, for the 2D transmission eigenvalue problems, $K$ obtained from the discretization of the Laplacian operator is nonsingular. Therefore, the proof technique in [25] based on the nonsingularity of $K$ cannot be directly applied to Theorem 2.2. In Theorem 2.2, we provide a more general proof.

The result in (2.16) indicates that the QEP (2.12) obtained by applying the mixed FEM for the quad-curl problem (2.3) can be directly deduced from the GEP (2.9) discretized by a curl-conforming FEM of (2.1). It is worth considering the QEP (2.12) compared with the GEP (2.9) as the former eliminates $m$ nonphysical zero eigenvalues and maintains the other ones of the later equation. However, the QEP (2.12) still contains a huge number of zero eigenvalues due to the large null space of $S$ in (2.12d) associated with the curl operator [2]. Because the smallest positive eigenvalues are interesting, these zero eigenvalues leads to the numerical difficulties in computing the desired eigenpairs. Additionally, to find the desired positive eigenvalues surrounded by complex eigenvalues is another challenge.

To remedy these difficulties, in what follows, we will introduce a secant-based iterative method [25] in Section 3 so that we can sequentially compute the wanted positive eigenvalues without computing any complex ones. In addition, the locally optimal block preconditioned conjugate gradient method (LOBPCG) [23] will be introduced in Section 4 to prevent the disturbance from the huge presence of zero eigenvalues.
3. A secant-type method for computing positive transmission eigenvalues. In this section, we focus on the numerical method for finding a few smallest positive transmission eigenvalues of (2.12), which are of great interest for estimating the index of refraction in inverse scattering theory.

To avoid the influence of complex and zero eigenvalues, we first consider a particular symmetric definite GEP with a parameter $\mu$ ($\mu$-SDGEP) for the QEP (2.12)

\[
A(\mu)p(\mu) = \beta(\mu)A_0p(\mu), \quad A(\mu) := -A_1 - \mu A_2,
\]

where $A(\mu)$ is symmetric and $A_0$ is symmetric positive semidefinite.

**Theorem 3.1.** Consider the $\mu$-SDGEP (3.1). Let $\beta(\mu)$ be the eigenvalue curve of the matrix pair $(A(\mu), A_0)$, $i = 1, \ldots, n$. Then

(i) $\beta_i(\mu)$ is either real or infinity for any $\mu \in \mathbb{R}$, $i = 1, \ldots, n$.

(ii) Each real eigenvalue curve $\beta_i(\mu)$ is strictly decreasing in $\mu$.

(iii) $(\lambda, p)$ is a real eigenpair of the QEP (2.12) with $p^T A_0 p = 1$ if and only if $(\beta(\lambda), p)$ is a real eigenpair of the $\mu$-SDGEP (3.1) and

\[
\beta(\lambda) = \frac{1}{\lambda}.
\]

**Proof.** The proof is similar to Lemma 1 in [25] but with the positive definiteness of $A_0$ replaced by $A_0 \succeq 0$.\[\Box\]

**Remark 3.2.** There is another $\mu$-SDGEP of the form in [33]

\[
\tilde{A}(\mu)p(\mu) = \alpha(\mu)Kp(\mu), \quad \tilde{A}(\mu) := \mu^2 M_1 + (S - \mu T_1)M^{-1}(S - \mu T_1)^T \succ 0.
\]

to be considered for solving the QEP (2.12). From this viewpoint, $\mu$ is an eigenvalue of (2.12) if and only if it is a fixed-point of the eigenvalue curve $\alpha(\mu)$, i.e., $\alpha(\mu) = \mu$. Although the eigenvalue curves $\alpha(\mu)$ are still real, so that solving the corresponding fixed point problem can avoid capturing complex eigenvalues, it cannot guarantee, in this case, that $\alpha(\mu)$ is monotonically increasing because the differentiation of $\alpha(\mu)p(\mu)$ with respect to $\mu$ is, in general, indefinite. This indicates that eigenvalue curves $\alpha(\mu)$ could cross each other and the fixed-points may not appear in order. Such uncertainty makes the associated fixed-point problem much more complicated, and the traditional secant iteration or Newton’s method may lose some desired real eigenvalues.

Based on Theorem 3.1, we see that any real eigenvalue $\lambda$ of the QEP (2.12) is a fixed point of the eigenvalue curve $1/\beta(\mu)$, which means $\beta(\lambda) = 1/\lambda$. In addition, the monotonicity of $\beta(\mu)$ motivates us to exploit the secant-type iteration (SecTypIt) in [25] for sequentially computing desired positive transmission eigenvalues.

We simply explain the idea of the SecTypIt and summarize this update process in Algorithm 1. For details on the SecTypIt algorithm and its implementation, we refer to [25].

Suppose that $0 < \mu_l < \mu_r$ are two approximate values for a positive eigenvalue $\lambda$ of (2.12). Let $\beta_l := \beta(\mu_l)$ and $\beta_r := \beta(\mu_r)$ be the corresponding points on the strictly decreasing eigenvalue curve $\beta(\mu)$ passing through the point $(\lambda, 1/\lambda)$. Here, $\mu_l \beta_l < 1$ is required to ensure that $(\mu_l, \beta_l)$ can always converge to $(\lambda, 1/\lambda)$.

- **Update of $(\mu^+, \beta^+)$**. At each iteration, SecTypIt first updates $(\mu_l, \beta_l)$ according to the location of $(\mu_r, \beta_r)$. If $\mu_r \beta_r < 1$, the new $(\mu^+, \beta^+_l)$ is set to be $(\mu_r, \beta_r)$ (see Figure 1(a)); otherwise, for $\mu_r \beta_r > 1$, $\mu^+_l$ is updated by a fixed-point iteration from
Algorithm 1 [25] \([\mu^+_r, \beta^+_r, \beta^+_l, \text{flag}] = \text{SecTypIt}(\mu_l, \mu_r, \beta_l, \beta_r)\)

Input: Two approximate solutions \((\mu_l, \beta_l)\) and \((\mu_r, \beta_r)\) to the fixed-point \((\lambda, 1/\lambda)\)

Output: The updated values \((\mu^+_l, \beta^+_l)\) and \(\mu^+_r\)

1. if \(\mu_r \beta_r \leq 1\) then
2. Set flag = 0
3. \(\mu^+_l = \mu_r \) and \(\beta^+_l = \beta_r\)
4. else
5. Set flag = 1
6. \(\mu^+_l = 1/\beta_l \) and \(\beta^+_l = \emptyset\)
7. end if
8. Compute \(\alpha_2 = \frac{\beta_r - \beta_l}{\mu_r - \mu_l}\) and \(\alpha_1 = \beta_l - \alpha_2 \mu_l\)
9. Set \(\Delta = \alpha_2^2 + 4 \alpha_2\)
10. if \(\Delta > 0\) then
11. Set \(\mu^+_r = -\alpha_1 + \frac{\text{sign}(\alpha_1) \sqrt{\Delta}}{2 \alpha_2}\)
12. else
13. Set \(\mu^+_r = \frac{1}{\beta_r} + \frac{\sqrt{1 - \beta_r \mu_r}}{\beta_r}\)
14. end if

\((\mu_l, \beta_l)\) to the hyperbola curve, that is \(\mu^+_l = 1/\beta_l\), while \(\beta^+_l\) is left to be determined by solving (3.1) with \(\mu = \mu^+_l\) (see Figure 1(c)).

- **Update of \((\mu^+_r, \beta^+_r)\).** The correction of \(\mu^+_r\) depends on the secant line through the points \((\mu_l, \beta_l)\) to \((\mu_r, \beta_r)\). When this secant line intersects with the hyperbola curve, \(\mu^+_r\) is shifted to the \(\mu\)-coordinate of the intersection point closer to the vertical axis (see also Figure 1(a)). For the case in which the secant line and the hyperbola do not intersect each other, we solve the intersection point \(\mu_s > \mu_r\) from the point \((\mu_r, \beta_r)\) tangent to the hyperbola curve and modify \(\mu^+_r\) by \(\mu_s\). Finally, we compute the associated \(\beta^+_r\) by solving (3.1) with \(\mu = \mu^+_r\) so that we end up with a one-step iteration for capturing the fixed point \((\lambda, 1/\lambda)\) (see Figure 1(b)).

Note that, no matter what the case may be, we have to solve a corresponding \(\mu\)-SDGEP (3.1) with an updated \(\mu\) parameter, and the cost as well as the technique for solving (3.1) dominate the efficiency and accuracy of this iterative method for capturing the desired positive transmission eigenvalues. In fact, for any fixed \(\mu > 0\), one can see that the desired positive eigenvalues of (3.1) suffer from the disturbance of a cluster of infinite eigenvalues. This is because (3.1) consists of an indefinite matrix \(A(\mu)\) and a positive semidefinite matrix \(A_0\), and the nullity of \(A_0\) is quite large. To study this issue, in the following two sections, we will introduce an efficient and robust eigensolver, called LOBPCG [22, 23], that can exclude the disturbance of infinite eigenvalues when solving the \(\mu\)-SDGEP (3.1).

**Remark 3.3.** The \(\mu\)-SDGEP (3.1) has been studied in [25]. As stated in Remark 2.3, the matrices \(A_0\) and \(K\) in [25] are nonsingular. So, one can solve the \(\mu\)-SDGEP (3.1) by the invert Lanczos method and the associated linear system by the direct method with the Sherman-Morrison-Woodbury formula. However, these techniques fail when \(A_0\) and \(K\) are singular matrices. That is why we need to introduce the LOBPCG method for solving (3.1).

4. Locally optimal block preconditioned conjugate gradient method. Solving (3.1) is a very crucial point for using the secant-type iteration to update the approximate eigenvalue \(\mu\). An appropriate choice of the eigensolver will help to
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At first glance, the shift-and-invert Lanczos method (SILM) seems a feasible approach as we are interested in finding a few desired eigenvalues of (3.1). However, we can immediately note that applying the SILM to solve (3.1) has some drawbacks. (i) The nullity of $A_0$ in (3.1) is huge, and the large dimension of the null space leads to several numerical difficulties [16, 17]. (ii) When the desired eigenpairs of (3.1) are convergent, it is natural to use the associated eigenvectors as the initial vectors for the next $\mu$-SDGEP to accelerate the convergence. However, only one vector in the convergent eigen-subspace can be used as an initial vector when the SILM is applied to solve (3.1).
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At first glance, the shift-and-invert Lanczos method (SILM) seems a feasible approach as we are interested in finding a few desired eigenvalues of (3.1). However, we can immediately note that applying the SILM to solve (3.1) has some drawbacks. (i) The nullity of $A_0$ in (3.1) is huge, and the large dimension of the null space leads to several numerical difficulties [16, 17]. (ii) When the desired eigenpairs of (3.1) are convergent, it is natural to use the associated eigenvectors as the initial vectors for the next $\mu$-SDGEP to accelerate the convergence. However, only one vector in the convergent eigen-subspace can be used as an initial vector when the SILM is applied to solve (3.1).
To settle these drawbacks, we apply the LOBPCG method to solve (3.1). LOBPCG was proposed by Knyazev [22] to compute the smallest eigenvalues of matrix pencil $A - \lambda B$, where $A$ is Hermitian and $B$ is Hermitian positive definite. For the case in which $B$ is an indefinite matrix, two variants of LOBPCG are recently studied in [23].

In what follows, we will show that the LOBPCG method can dramatically exclude the influence of the infinite eigenvalues and efficiently find some largest positive eigenvalue of (3.1). To begin with, we briefly recall some fundamental properties.

**Definition 4.1.** Let $A$ and $B$ be $n \times n$ Hermitian matrices.

(i) $\ln(A) = (s_+, s_-, s_0)$ is defined to be the inertia of $A$, i.e., $s_+$, $s_-$ and $s_0$ are the numbers of positive, negative and zero eigenvalues of $A$, respectively.

(ii) The matrix pencil $A - \lambda B$ is called a positive definite matrix pencil if there is a shift $\lambda_0 \in \mathbb{R}$ such that $A - \lambda_0 B$ is positive definite.

**Theorem 4.2** ([23, 24, 26]). Let $A - \lambda B$ be a positive definite matrix pencil. Then, there is an invertible matrix $W$ such that

$$
W^* AW = \lambda W^* BW = \text{diag} (\Lambda_+, -\Lambda_-, I_{s_0}) - \lambda \text{diag} (I_{s_+}, -I_{s_-, 0}),
$$

where $\Lambda_+ = \text{diag}(\lambda_1^+, \ldots, \lambda_{s_+}^+)$ and $\Lambda_- = \text{diag}(\lambda_1^-, \ldots, \lambda_{s_-}^-)$ with

$$
\lambda_{s_-}^- \leq \cdots \leq \lambda_1^- < \lambda_{s_+}^+ \leq \cdots \leq \lambda_{s_+}^+.
$$

From the factorization of (4.1), it is clear that $A - \lambda_0 B$ is positive definite if and only if $\lambda_1^- < \lambda_0 < \lambda_1^+$. The next theorem is an extension of the classical Cauchy interlacing theorem for definite pencils.

**Theorem 4.3** ([23, Theorem 2.3]). Let $A - \lambda B$ be a positive definite matrix pencil and $U \in \mathbb{C}^{n \times p}$ have full column rank. Then, the eigenvalues of the matrix pencil $(U^* A U, U^* B U)$ are real and can be ordered as

$$
\theta_{p_-}^- \leq \cdots \leq \theta_1^- < \theta_1^+ \leq \cdots \leq \theta_{p_+}^+,
$$

with $\ln(U^* B U) = (p_+, p_-, p_0)$. Moreover,

$$
\lambda_i^+ \leq \theta_i^+ \leq \lambda_{i+n-p}^+ \quad \text{for} \ 1 \leq i \leq p_+,
$$

$$
\lambda_j^- \geq \theta_j^- \geq \lambda_{j+n-p}^- \quad \text{for} \ 1 \leq j \leq p_-
$$

Based on the results in Theorem 4.3, Kressner, Pandur and Shao [23] obtained a corresponding Ky-Fan-type theorem (trace minimization principle) and used it to develop two indefinite variants of the LOBPCG method. Algorithm 2 is the indefinite LOBPCG method with one preconditioner for computing the smallest positive eigenvalues of a positive definite pencil $A - \lambda B$.

Note that some largest, although non-infinite, positive eigenvalues of (3.1) are of interest for the modification of $\mu$. So, to solve it with LOBPCG, which benefits for computing some smallest eigenvalues, we need to rewrite (3.1) as follows

$$
A_0 p(\mu) = \lambda(\mu) A(\mu) p(\mu) \quad \lambda(\mu) := \frac{1}{\beta(\mu)}.
$$

Suppose that we are interested in finding $\ell$ smallest positive eigenvalues of (4.3), which has a large number of zero eigenvalues due to the singularity of $A_0$. To satisfy
By Theorem 4.2, it holds that the matrix
\[ \text{Null}(A) \subseteq \text{Null}(A_0) \]
and the requirement for using the LOBPCG method, we assume, for a given \( \mu_i > 0 \), that there exists a sufficiently small \( \lambda_{i,0} > 0 \) such that \( A_0 - \lambda_{i,0} A(\mu_i) \) is a positive definite matrix pencil. In general, this assumption is reasonable because the norm of \( A_0 \) dominates those of \( A_1 \) and \( A_2 \). Let \( \lambda_{i,s}^- \leq \cdots \leq \lambda_{i,1}^- < \lambda_{i,1}^+ \leq \cdots \leq \lambda_{i,s}^+ \) be the eigenvalues of \( A_0 - \lambda(\mu_i) A(\mu_i) \). As shown in Lemma 2.1 and its proof, we know that \( A_2 > 0, A_1 = -K - S M^{-1} T_1^T - T_2 M^{-1} S^T \) and \( A_0 = S M^{-1} S^T \geq 0 \). Consider the matrix \( U \), for which the columns form a basis of \( \text{Null}(S^T) \) with the orthogonality condition \( U^T A_2 U = I \). Because \( \text{Null}(S^T) \subseteq \text{Null}(K) \) (by the definition of \( S \) in (2.7)) and \( \text{Null}(S^T) \subseteq \text{Null}(A_0) \), we obtain

\[ U^T A_0 U = 0 \quad \text{and} \quad U^T A(\mu_i) U = U^T (-A_1 - \mu_i A_2) U = -\mu U^T A_2 U = -\mu I. \]

By Theorem 4.2, it holds that \( \lambda_{i,j_0}^- = 0 \) for some \( j_0 \).

From the assumption that a sufficiently small \( \lambda_{i,0} > 0 \) can always be found, we observe, by Theorem 4.2 again, that the zero and positive eigenvalues of (4.3) are separated by \( \lambda_{i,0} \), i.e., \( \lambda_{i,1}^- = \lambda_{i,j_0}^- = 0 < \lambda_{i,0} < \lambda_{i,1}^+ \). This also shows that \( \lambda_{i,0}^+, \lambda_{i,1}^+, \ldots, \lambda_{i,\ell}^+ \) are the \( \ell \) desired smallest positive eigenvalues. The above discussion leads to the following theorem.

**Theorem 4.4.** Suppose, for a given \( \mu_i > 0 \), \( A_0 - \lambda(\mu_i) A(\mu_i) \) is a positive definite matrix pencil with eigenvalues ordered as in (4.2). Then, there is a sufficiently small \( \lambda_{i,0} > 0 \) such that \( A_0 - \lambda_{i,0} A(\mu_i) \geq 0 \) and

\[ \lambda_{i,s}^- \leq \cdots \leq \lambda_{i,1}^- = 0 < \lambda_{i,0} < \lambda_{i,1}^+ \leq \cdots \leq \lambda_{i,s}^+. \]

Together with the results in Theorem 4.3, we conclude that the Ritz values

\[ \lambda_i = \frac{1}{\epsilon} \| U_k \| \|
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$$\ell$$ the smallest positive eigenvalues
$$\ell$$+1 from one step of the inverse power iteration on the residual $$R_k$$. In SecTypIt, we need to compute $$d$$ smallest positive eigenvalues $$\lambda_{i,1} \leq \cdots \leq \lambda_{i,d}$$ for (5.1) and use $$\lambda_{i,d}^{(d)}$$ to produce the new $$\mu_{i+1}^{(d)}$$. This indicates that we can focus on the improvement of the convergence for computing $$\lambda_{i,d}^{(d)}$$. Therefore, the shift value $$\tau$$ in (5.2) can be chosen as closer to the desired eigenvalue $$\lambda_{i,d}^{(d)}$$.

Here, we take $$\tau = 0.85\theta_{k,d}$$, where $$\theta_{k,1} \leq \cdots \leq \theta_{k,d}$$ are the smallest positive Ritz values in the $$k$$th iteration of LOBPCG for solving (5.1). In computing the first eigenvalue $$\lambda_1$$ of (2.12), the initial vectors of (5.1) with the initial guess $$\mu_0^{(1)}$$ are randomly constructed. We can see that, in the first few iterations of LOBPCG, the Ritz values are far away from $$\lambda_{1,1}^{(1)}$$. In practice, $$\tau$$ is kept fixed as a given target value for the first few iterations of LOBPCG.

From (5.2), computing $$W_k = TR_k$$ is equivalent to solving linear systems

$$A_0 p = \lambda A(\mu_1^{(d)}) p, \quad A(\mu_1^{(d)}) := -A_1 - \mu_1^{(d)} A_2$$

for $$i = 0, 1, 2, \ldots$$. The sequence of $$\mu$$-SDGEPs (5.1) are then solved by LOBPCG. In this section, we will propose heuristic strategies for (i) the choice of the preconditioner, (ii) the setting of the initial vectors, and (iii) the criterion of the stopping tolerance to accelerate the convergence of LOBPCG and SecTypIt.

Table 2 collects the notations employed in the next two sections. Note that if the SecTypIt converges to $$\lambda_d$$ at the $$i$$th step, we have $$\lambda_{i,d}^{(d)} = \mu_d^{(d)} = \lambda_d$$.

### 5.1. Solving linear systems

As presented in Line 7 of Algorithm 2, we have to solve a linear system $$W_k = TR_k$$ with an appropriate preconditioner $$T$$, which is an essential factor dominating the convergence of the LOBPCG method. As mentioned in [1], we take $$T$$ as

$$T = \left( A_0 - \tau A(\mu_1^{(d)}) \right)^{-1} = \left( A_0 - \tau (-A_1 - \mu_1^{(d)} A_2) \right)^{-1},$$

where $$\tau$$ is a shift value. That is, the modified directions from computing $$W_k$$ parallel to those obtained from one step of the inverse power iteration on the residual $$R_k$$. In SecTypIt, we need to compute $$d$$ smallest positive eigenvalues $$\lambda_{i,1} \leq \cdots \leq \lambda_{i,d}$$ for (5.1) and use $$\lambda_{i,d}^{(d)}$$ to produce the new $$\mu_{i+1}^{(d)}$$. This indicates that we can focus on the improvement of the convergence for computing $$\lambda_{i,d}^{(d)}$$. Therefore, the shift value $$\tau$$ in (5.2) can be chosen as closer to the desired eigenvalue $$\lambda_{i,d}^{(d)}$$.

### Table 2

Notations for the $$\mu$$-SDGEP (5.1).

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$$\lambda_d$$</td>
<td>the $$d$$th desired positive eigenvalue of the QEP (2.12), $$d = 1, \ldots, \ell$$.</td>
</tr>
<tr>
<td>$$\mu_i^{(d)}$$</td>
<td>the approximate value for $$\lambda_d$$ at the $$i$$th SecTypIt, $$i = 0, 1, \ldots$$</td>
</tr>
<tr>
<td>$$(\lambda_{i,j}, \mu_{i,j}^{(d)})$$</td>
<td>the eigenvectors of (5.1) with a given $$\mu_i^{(d)}$$, $$j = 1, \ldots, n$$.</td>
</tr>
</tbody>
</table>

$$\theta_1^+, \ldots, \theta_{\ell+}^+$$ for each iteration of the LOBPCG method (Algorithm 2) satisfy

$$0 < \lambda_{i,0} < \lambda_j^+ \leq \lambda_{i,j}^+ \leq \lambda_{i,j+n-\ell}, \quad 1 \leq j \leq \ell.$$ 

This indicates that the zero eigenvalues will not degrade the computational efficiency.
where \((R_k)_j\) is the \(j\)th column of the residual matrix \(R_k\). However, due to the complexity of \(A_2, A_1\) and \(A_0\) in (2.12b)–(2.12d), it is still challenging to solve (5.3). The difficulties are: (i) the direct methods can hardly be directly applied to solve (5.3) because the matrices \(A_0, A_1\) and \(A_2\) are fully dense; (ii) the iterative methods for solving (5.3) are not efficient because a suitable preconditioner is, in general, not available. To remedy these drawbacks, we enlarge the linear system (5.3) to augmented linear systems (see (5.6) and (5.7), respectively, below) according to the cases of the refractive indices so that the augmented systems can then be solved by the direct methods.

We first consider \(N(x) = n_0 I_3\) for some positive constant \(n_0 > 1\). In this case, the QEP (2.12) can be further simplified as follows

\[
\begin{bmatrix}
\lambda^2 n_0 M_1 \\
\lambda (n_0 + 1) K + S M_1^{-1} S^T
\end{bmatrix} \begin{bmatrix} n_0 M_1 \\ A_1 \end{bmatrix} = 0
\]

and we have

\[
A_0 + \tau (A_1 + \mu_i^{(d)} A_2) = SM_1^{-1} S^T - \tau (n_0 + 1) K + \tau \mu_i^{(d)} n_0 M_1.
\]

Let

\[
\tilde{u} := M_1^{-1} S^T y \Rightarrow M_1 \tilde{u} - S^T y = 0.
\]

Then, equation (5.3) implies that

\[
S \tilde{u} + \left( -\tau (n_0 + 1) K + \tau \mu_i^{(d)} n_0 M_1 \right) y = (R_k)_j.
\]

Combining (5.4) and (5.5), we obtain the augmented linear system as

\[
\begin{bmatrix}
-\tau (n_0 + 1) K + \tau \mu_i^{(d)} n_0 M_1 \\
-S^T
\end{bmatrix}
\begin{bmatrix}
S \\ M_1
\end{bmatrix}
\begin{bmatrix}
y \\
\tilde{u}
\end{bmatrix} = \begin{bmatrix}
(R_k)_j \\
0
\end{bmatrix}.
\]

Proceeding similarly, for general non-constant index of refraction, we enlarge (5.3) into the augmented linear system:

\[
\begin{bmatrix}
M \\
0 \\
S - \tau T_1 \\
\tau (\mu_i^{(d)} T_1 - S) \\
\tau (\mu_i^{(d)} M_1 - K)
\end{bmatrix}
\begin{bmatrix}
\tilde{u} \\
\tilde{v}
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
(R_k)_j
\end{bmatrix}.
\]

### 5.2. Initializations of the LOBPCG

When the LOBPCG is applied to solve (5.1), we compute the first \(\ell_d = \min\{d + 2, \ell\}\) smallest positive eigenvalues \(\lambda_{i,1}^{(d)} \leq \cdots \leq \lambda_{i,\ell_d}^{(d)}\) and the associated eigenvectors \(p_{i,1}^{(d)}, \ldots, p_{i,\ell_d}^{(d)}\) of (5.1). Because the new \(\mu_{i+1}^{(d)}\) is produced by SecTypIt with \(\mu_i^{(d)}\), we naturally use \(p_{i,1}^{(d)}, \ldots, p_{i,\ell_d}^{(d)}\) as the initial vectors of LOBPCG for solving the \(\mu\)-SDGEP (5.1) with the new \(\mu_{i+1}^{(d)}\). Moreover, when the sequence \(\{\lambda_{i,1}^{(d)}\}_i\) converges to \(\lambda_d\) at \(i = i_d\), the eigenvalue \(\lambda_{i,d+1}^{(d)}\) and the eigenvector matrix \(\left[p_{i,d+1}^{(d)}, \ldots, p_{i,d+1}^{(d)}\right]\) can also be chosen as good initial approximations for \(\mu_l\) in SecTypIt and for \(X_0\) in LOBPCG, respectively, for finding the next \(\lambda_{d+1}\).
5.3. Stopping tolerance for the $\mu$-SDGEP (5.1). The stopping criteria can be divided into outer (SecTypIt) and inner (LOBPCG) criteria.

For each SecTypIt procedure, we inspect if the sequence $\{\mu_i^{(d)}\}$ converges to the desired eigenvalue $\lambda_d$ by checking

$$\frac{|\mu_i^{(d)} - \mu_{i-1}^{(d)}|}{\mu_i^{(d)}} = \frac{|\lambda_i^{(d)} - \lambda_{i-1,d}^{(d)}|}{\lambda_i^{(d)}} < \text{tol} := 10^{-8}.$$  (5.8)

On the other hand, the LOBPCG method, as an inner iteration, aims to compute the $d$th desired eigenpair $(\lambda_i,d^{(d)}, p_i,d^{(d)})$ of (5.1) for the update of $(\mu_i^{(d)}, \beta_i^{(d)})$ with $\beta_i^{(d)} = 1/\lambda_i^{(d)}$. So, at each step of LOBPCG, we only need to measure the magnitude of the relative residual of $(\lambda_i^{(d)}, p_i^{(d)})$ in Line 6 of Algorithm 2. From the definition of the matrices $A_2, A_1$ and $A_0$ in (2.12b)-(2.12d), the quantity $\|A_0\|_F + |\lambda_i||A_1\|_F + |\mu_i||A_2\|_F$ is roughly approximate by $\|[K E]\|_F^2 + |\lambda_i||[K E]\|_F$, where $\|\cdot\|_F$ is the Frobenius norm. Therefore, to verify the convergence of the $d$th Ritz eigenpair $(\lambda_i^{(d)}, p_i^{(d)})$, we use the normalized residual norm defined by

$$\text{NRes}^{(d)}_{i,d} = \frac{\|A_0 p_{i,d}^{(d)} + \lambda_i^{(d)} (A_1 + \mu_i^{(d)} A_2) p_{i,d}^{(d)}\|_F}{(|[K E]|_F + |\lambda_i^{(d)}|)[K E]|_F \|p_{i,d}^{(d)}\|_F}.$$

We then introduce an adaptive stopping criterion for the LOBPCG method according to the step number $i$ of the SecTypIt approach. Given a suitable initial guess $\mu_0^{(d)}$, we will choose a corresponding tolerance $\varepsilon_i^{(d)}$ for computing $\beta_0^{(d)} = 1/\lambda_0^{(d)}$ from (5.1) with $i = 0$. For the subsequent iterations, we tighten the tolerance of LOBPCG according to the outer iteration number $i$ given by

$$\varepsilon_i^{(d)} = \max\{10^{-13}, \varepsilon_{i-1}^{(d)}/10\}, \text{ for } i = 1, 2, \ldots.$$  

In other words, when the sequence of approximate eigenvalues $\{\mu_i^{(d)}\}$ is getting closer to the exact solution $\lambda_d$, the stopping criterion becomes increasingly tight to ensure that the SecTypIt is applied on the exact eigencurve passing through $(\lambda_d, 1/\lambda_d)$. So, how to determine the initial tolerance $\varepsilon_0^{(d)}$ for each $d \geq 1$?

At the very beginning of the SecTypIt, $\mu_0^{(1)}$ can be selected by any positive number sufficiently small that it may be far away from the exact eigenvalue $\lambda_1$, and to save the computational cost of LOBPCG, we only need a rough approximation of $\beta_0^{(1)} = 1/\lambda_0^{(1)}$ from (5.1) with $d = 1$ and $i = 0$. For $d \geq 2$, to correct the accuracy of $\mu_0^{(d)}$, the corresponding tolerance is dependent on the NRes$_{(i_{d-1},d)}$ from above, where $i_{d-1}$ denotes the iteration number of SecTypIt satisfying (5.8). Based on the above description, we set

$$\varepsilon_0^{(d)} = \begin{cases} 10^{-7}, & \text{if } d = 1, \\ \min(10^{-7}, \text{NRes}_{i_{d-1},d}^{(d-1)}), & \text{if } d \geq 2. \end{cases}$$

Now, we have Algorithm 3, which summarizes the practical procedure for solving a few positive eigenvalues of the QEP (2.12) by SecTypIt [25] combined with the indefinite LOBPCG with one preconditioner [23].
Algorithm 3 The SecTypIt with LOBPCG for Solving the QEP (2.12)

**Input:** Matrices $(A_2, A_1, A_0)$ in (2.12), the number of desired smallest positive eigenvalues $\ell$, an initial matrix $P_0 \in \mathbb{R}^{n \times 3}$, tolerance $tol$, initial values $\mu_0 > 0$ and $\tau > 0$.

**Output:** The desired eigenpairs $(\lambda_d, p_d)$ for $d = 1, \ldots, \ell$ with $0 < \lambda_1 \leq \cdots \leq \lambda_\ell$.

1: \textbf{for} $d = 1, \ldots, \ell$ \textbf{do}
2: \hspace{1em} Set $\ell_d = \min(d + 2, \ell)$ and $\varepsilon = \min(10^{-7}, 50 \times \text{NRes}_{d})$ where NRes$_d = 1$.
3: \hspace{1em} \% Fixed point iteration to generate $\mu_1$ and $\mu_2$
4: \hspace{1em} \textbf{for} $i = 0, 1$ \textbf{do}
5: \hspace{2em} Set $B = -A_1 - \mu_i A_2$.
6: \hspace{2em} Call $[\lambda_1^+, \ldots, \lambda_{\ell_d}^+, p_1^+, \ldots, p_{\ell_d}^+] = \text{LOBPCG}(A_0, B, \ell_d, P_i, \varepsilon)$ with solving an augmented linear system (5.6) or (5.7) to compute $W_k$ in Line 7 of Algorithm 2.
7: \hspace{2em} Set $\mu_{i+1} = \lambda_1^+$, $P_{i+1} = [p_1^+, \ldots, p_{\ell_d}^+]$ and $\varepsilon = \max\{10^{-13}, \varepsilon/10\}$.
8: \hspace{2em} \textbf{if} $i = 0$ \textbf{then}
9: \hspace{3em} Set $\mu_i = \lambda_1^+$ and $\beta_1 = 1/\lambda_1^+$.
10: \hspace{2em} \textbf{else}
11: \hspace{3em} Set $\mu_i = \lambda_1^+ = \lambda_\ell^+$ and $\beta_i = 1/\lambda_\ell^+$ and $i = 2$.
12: \hspace{2em} \textbf{end if}
13: \hspace{2em} \textbf{end for}
14: \hspace{1em} \textbf{while} $(|\mu_{i-1} - \mu_{i-2}|/\mu_{i-2} \leq tol)$ \textbf{do}
15: \hspace{2em} Call $[\mu_l, \mu_r, \beta_l, \beta_r, \text{flag}] = \text{SecTypIt}(\mu_l, \mu_r, \beta_l, \beta_r)$.
16: \hspace{1em} \textbf{if} flag = 1 \textbf{then}
17: \hspace{2em} Set $\mu_i = \mu_l$ and $B = -A_1 - \mu_i A_2$.
18: \hspace{2em} Call $[\lambda_1^+, \ldots, \lambda_{\ell_d}^+, p_1^+, \ldots, p_{\ell_d}^+] = \text{LOBPCG}(A_0, B, \ell_d, P_i, \varepsilon)$ with solving an augmented linear system (5.6) or (5.7) to compute $W_k$ in Line 7 of Algorithm 2.
19: \hspace{2em} Set $\beta_l = 1/\lambda_1^+$, $P_{i+1} = [p_1^+, \ldots, p_{\ell_d}^+]$.
20: \hspace{2em} \textbf{end if}
21: \hspace{2em} Set $\mu_i = \mu_r$ and $B = -A_1 - \mu_i A_2$.
22: \hspace{2em} Call $[\lambda_1^+, \ldots, \lambda_{\ell_d}^+, p_1^+, \ldots, p_{\ell_d}^+] = \text{LOBPCG}(A_0, B, \ell_d, P_i, \varepsilon)$ with solving an augmented linear system (5.6) or (5.7) to compute $W_k$ in Line 7 of Algorithm 2.
23: \hspace{2em} Set $\beta_r = 1/\lambda_{\ell_d}^+$, $P_{i+1} = [p_1^+, \ldots, p_{\ell_d}^+]$ and $i = i + 1$.
24: \hspace{2em} Set $\varepsilon = \max\{10^{-13}, \varepsilon/10\}$.
25: \hspace{2em} \textbf{end while}
26: \hspace{1em} Compute the normalized residual norm NRes$_{d+1}$ for $(\lambda_{d+1}^+, p_{d+1}^+)$.
27: \hspace{1em} Set $\mu_0 = \lambda_{d+1}^+$ and $P_0 = [p_1^+, \ldots, p_{\ell_d}^+, p]$ with a given random vector $p$.
28: \textbf{end for}

6. Numerical results. In this section, we demonstrate some numerical results for computing the 6 smallest positive eigenvalues on two domains [33]: (i) the unit ball $D_1$ centered at the origin and (ii) the unit cube $D_2$ defined as $[0, 1] \times [0, 1] \times [0, 1]$. The tetrahedra mesh is used to construct the meshes for $D_1$ and $D_2$.

All computations in this section are carried out in MATLAB 2014b. The systems in (5.6) and (5.7) are solved by direct method. For the hardware configuration, we use a HP workstation that is equipped with two Intel Quad-Core Xeon E5-2643 3.33 GHz CPUs, 96 GB of main memory, and the RedHat Linux operating system.
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6.1. Numerical correctness validation. We validate the correctness of the proposed algorithm by solving the benchmark problem for domain $D_1$ with mesh size $h \approx 0.05$ and $N(x) = N_1(n_0) = 16I_3$. The matrix sizes of the associated matrices $K$ and $G$ are 216,468 and 12,705, respectively. The number of nonzeros of each matrix can be found in Table 3. The values $\sqrt{\lambda}$ of the 6 smallest positive eigenvalues produced by Algorithm 3 are 1.1669, 1.1670, 1.1670, 1.4623, 1.4623 and 1.4624. Monk and Sun in [28] show the 6 smallest positive eigenvalues by locating the zeros of the determinants in TM and TE modes as 1.1654 with multiplicity 3 and 1.4608 with multiplicity 3, respectively. This shows that our results coincide rather well with these exact transmission eigenvalues.
6.2. Convergence of LOBPCG. We apply indefinite LOBPCG to compute some smallest positive eigenvalues of (5.1) and use one step of the inverse power method to accelerate the convergence. The convergence of LOBPCG will affect the efficiency of Algorithm 3. Now, we demonstrate the convergence from the views of the Ritz values and normalized residual norms. The matrix sizes of $K$ and $G$ with $N_3(8)$ in this benchmark problem are 130,989 and 13,434, respectively, for the domain $D_2$. The number of nonzeros of each matrix can be found in Table 3. The 6 smallest positive eigenvalues are computed.

The Ritz values and the associated normalized residuals for computing the first and second smallest positive eigenvalues are shown in Figure 3. In this figure, we demonstrate the iteration number of SecTypIt, i.e., the number $i$ of $\mu_0^{(d)}$, $\mu_1^{(d)}$, ..., $\mu_i^{(d)}$, and stack the iteration number of LOBPCG for solving (5.1) with $\mu_0^{(d)}, \mu_1^{(d)}, ..., \mu_i^{(d)}$ in the horizontal axis. Because the initial data for (5.1) with $\mu_0^{(1)}$ are randomly constructed, as shown in Figure 3(a), it needs 25 iterations of LOBPCG to compute the first approximate eigenvalue $\lambda_1^{(1)}$. After $\mu_0^{(1)}$ has been computed, according to the initialization scheme in Subsection 5.2, the good initial vectors obviously reduce the iteration number of LOBPCG as shown in the horizontal axis of Figure 3. The associated NRes of the Ritz pairs in Figures 3(b) and 3(d) are monotonically convergent to the stopping tolerance in a few iterations for other $\mu_i^{(d)}$.

Note that when $\lambda_1$ is computed, we add an extra random initial vector to the initial subspace. This random vector leads to corresponding NRes larger than those of others, as shown in Figure 3(d). On the other hand, the locking technique is also applied to deflate the convergent eigenpair if needed. When the Ritz vector is deflated, a random vector is added to the searching subspace. (See the first smallest Ritz value in Figure 3(c).)

For different indices of refraction $N(x)$, we also obtain the same behaviour about the iteration numbers of LOBPCG. The results are presented in Figure 4. From these numerical results, we see that it is efficient to solve the $\mu$-SDGEP (5.1) by using LOBPCG with our adaptive strategies proposed in Section 5.

---

Table 3
The matrix dimension $m, n$ ($K \in \mathbb{R}^{n \times n}$, $E \in \mathbb{R}^{n \times m}$) and the numbers of the nonzero elements of the matrices for the benchmark problems.

<table>
<thead>
<tr>
<th>$N_1(n_0)$</th>
<th>$N_2(n_0)$</th>
<th>$N_3(n_0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m, n$</td>
<td>$K$</td>
<td>$E$</td>
</tr>
<tr>
<td>$D_1$</td>
<td>(12705, 216468)</td>
<td>3476268</td>
</tr>
<tr>
<td>$D_2$</td>
<td>(9312, 136833)</td>
<td>2189097</td>
</tr>
<tr>
<td>$D_1$</td>
<td>(13434, 130989)</td>
<td>142037</td>
</tr>
<tr>
<td>$D_2$</td>
<td>(9312, 136833)</td>
<td>2189097</td>
</tr>
<tr>
<td>$D_2$</td>
<td>(13434, 130989)</td>
<td>142037</td>
</tr>
</tbody>
</table>
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6.3. Convergence of the SecTypIt method. In this subsection, we will discuss the convergence of the SecTypIt with stopping tolerance $10^{-8}$ as introduced in Subsection 5.3. First, the iteration numbers of SecTypIt in computing the 6 smallest positive eigenvalues for $D_1$ with $N_2(16)$, $N_3(8)$, $N_3(4)$ and $D_2$ with $N_3(16)$, $N_3(8)$, $N_2(4)$ are shown in Figure 5. For each index of refraction, the iteration number is less than or equal to 16 to compute one desired eigenvalue. This shows that regardless of whether the desired eigenvalues are obviously far away from the complex eigenvalues (see Figures 2(a)-2(b)) or are surrounded by the complex eigenvalues (see Figures 2(c)-2(d)), Algorithm 3 can be used to compute the desired eigenpairs efficiently and robustly.

7. Conclusions. This paper focuses on computing a few smallest positive eigenvalues of the three-dimensional Maxwell’s transmission eigenvalue problem, which plays an important role in inverse scattering theory. Its discretized matrix eigenvalue problems are related to a non-Hermitian generalized eigenvalue problem (GEP) in (2.9) and a symmetric quadratic eigenvalue problem (QEP) in (2.12), which are deduced from two finite element methods in [28] and [33], respectively, using the lowest Nédélec edge elements. We first show that these two problems have the same spectrum, except for the nonphysical zero eigenvalues. However, owing to the degenerate
double-curl operator, the QEP still has a large number of zeros. To compute the desired smallest positive eigenvalues, we propose a SecTypIt by rewriting the QEP as a sequence of $\mu$-SDGEPs.

To avoid the effect of the large nullity of the $\mu$-SDGEP inherited from the QEP, we apply LOBPCG with one preconditioner [23] to solve the $\mu$-SDGEP. Due to the complexity of the coefficient matrices of the QEP, solving the preconditioning linear system becomes a challenging problem. To this end, we propose a novel method to en-
large the preconditioning linear system so that one can solve it by the direct/iterative method. Furthermore, some important heuristic strategies for the determination of initial data and stopping tolerances for the SecTypIt and LOBPCG are introduced to accelerate the convergence. The numerical results demonstrate that Algorithm 3 is robust, although the desired eigenvalues are surrounded by complex eigenvalues.
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