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Abstract. From a variational perspective, we derive a series of magnetization and quantum spin
current systems coupled via an “s-d” potential term, including the Schrödinger–Landau–Lifshitz–
Maxwell system, the Pauli–Landau–Lifshitz system, and the Schrödinger–Landau–Lifshitz system
with successive simplifications. For the latter two systems, we propose using the time splitting
spectral method for the quantum spin current and the Gauss–Seidel projection method for the
magnetization. Accuracy of the time splitting spectral method applied to the Pauli equation is
analyzed and verified by numerous examples. Moreover, behaviors of the Schrödinger–Landau–
Lifshitz system in different “s-d” coupling regimes are explored numerically.
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1. Introduction. Magnetic materials have been successfully used to record and
store data for a long time. These materials produce their own persistent magnetic
orders even in the absence of an external magnetic field. Magnetization is the vector
field which describes the intrinsic magnetic order. Its dynamics was first modeled
by Landau and Lifshitz in 1935 [18]. Even though the Landau–Lifshitz equation is
a phenomenological model, it is still widely used in micromagnetics [4, 13]. While a
rigorous microscopic derivation of the equation is still lacking, magnetization dynamics
can be viewed as the collective dynamics of atomic magnetic moments.

In recent years, various techniques have been developed to ease magnetization re-
versal and switching; see [3, 14, 23] for examples and references therein. One effective
way is to control the spin degrees of freedom (dofs) of electrons, which in turn affect
the dynamics of magnetization. This is known as spin transfer torque (STT), observed
independently by Fert [1] and Grünberg [11]. The presence of STT can reduce the
characteristic time scale of data recording and storage processes by orders of magni-
tude. Models at different levels are proposed to understand magnetization dynamics
in the presence of spin dofs. Numerous models have been developed to describe the
dynamics of spin. One type of model adds an additional torque accounting for spin
dynamics in the Landau–Lifshitz equation; see, for example, [8, 26]. The other type
of model treats spin dynamics and magnetization dynamics on an equal footing; see,
for example, [7, 22, 25]. In [25], linear response theory is used to derive a diffusion
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equation for spin dynamics. A more microscopic justification for the diffusion-type
equation is derived from the Boltzmann equation in [22]. Connections between these
two types of models are made under certain assumptions [26].

In [7], a Schrödinger equation in the spinor form was used to model spin at
the quantum level. Using the Wigner transform and moment closure, the authors
derived a diffusion equation for spin dynamics. It recovers the model in [25] in the
regime of weak spin-magnetization coupling. The model has been successfully used for
magnetization switching [7] and domain wall dynamics [6] with both qualitative and
quantitative agreements with experimental results. The passage from the Schrödinger
equation to the diffusion equation relies on three main assumptions: (1) a BGK-type
operator for the relaxation term in the Boltzmann equation; (2) certain moment
closure to get a closed spin-magnetization coupled system; and (3) a quasi-static
approximation to get the constitutive relation between the applied current density
and the spin current density. These assumptions are difficult to verify except the
last one, since its validity comes from the diffusive regime which can be checked from
material constants.

Nevertheless, spin dynamics in the general case will be of great interest due to
its universality. Therefore, we shall consider the Schrödinger equation in the spinor
form and couple it to the Landau–Lifshitz equation. The purpose of the current
paper is two-fold: (1) derive the coupled system and its analogue from a variational
perspective (2) propose efficient algorithms for the coupled system and its analogue.
In subsequent papers, we will analyze the variational models and show the existence
of (weak) solutions. As a byproduct, we propose the time splitting spectral method
for the Pauli equation, and rigorous convergence results are presented. This method
has spectral accuracy in space and, in theory, high order temporal accuracy can be
naturally achieved by the operator splitting method. It also allows large time steps
to compute correct physical observables, which is ideal for hybrid simulation. The
time splitting spectral method for the Pauli equation itself is of significance in terms
of numerical analysis and scientific computations.

The rest of the paper is organized as follows. We derive the Schrödinger–Landau–
Lifshitz–Maxwell system from a space-time total action, and the Pauli–Landau–
Lifshitz system from a free energy formulation in section 2, where the Schrödinger–
Landau–Lifshitz system can be considered as a simplified model of either case. In
section 3, the time splitting spectral method for the Pauli equation is given analyzed in
detail, and the Gauss–Seidel projection method of the Landau–Lifshitz equation is re-
viewed. Extensive numerical tests are provided in section 4, some of which are devoted
to carefully verifying the numerical properties of the time splitting spectral method to
the Pauli equation, while the rest are numerical examples of the Schrödinger–Landau–
Lifshitz system in different coupling regimes.

2. Models and variational structures. In this section, we first describe the
semiclassical spin dynamics by the Schrödinger equation in the spinor form coupled
with the Landau–Lifshitz equation. The total space-time action is introduced to derive
the Pauli–Landau–Lifshitz–Maxwell system and the Pauli–Landau–Lifshitz system is
derived from construction of the free energy, whereas the Schrödinger–Landau–Lifshitz
system can be viewed as a simplified model from each scenario.

2.1. The Schrödinger–Landau–Lifshitz system. For x ∈ R3 and t ∈ R,
we denote the quantum wavefunction for spin ± 1

2 electrons by ψ(x, t) ∈ C2 and the
magnetization by m(x, t) ∈ R3. The Schrödinger–Landau–Lifshitz system reads as



ON A SCHRÖDINGER–LANDAU–LIFSHITZ SYSTEM 1465

iε∂tψ(x, t) = −ε
2

2
∆xψ(x, t) + V (x)ψ(x, t)− ηm(x, t) · σ̂ψ(x, t), x ∈ R3,(1)

∂tm(x, t) = −m(x, t)× (Heff + ηs(x, t))

− αm(x, t)× (m(x, t)× (Heff + ηs(x, t))), x ∈ Ω,(2)

ψ(x, 0) = ψ0(x), x ∈ R3,(3)
m(x, 0) = m0(x), x ∈ Ω.(4)

Here Ω is the domain occupied by the magnetic material. The effective field Heff has
the form

(5) Heff = ∆m− (m2e2 +m3e3) + (Hs +H0)

and can be calculated as − δFLL
δm , where FLL is the Landau–Lifshitz energy given by

(6) FLL =
1

2

ˆ
Ω

(
m2

2 +m2
3

)
+

1

2

ˆ
Ω

|∇m|2 − 1

2

ˆ
Ω

Hs ·m−
ˆ

Ω

H0 ·m.

Due to the presence of the spin density s, it is natural to introduce the modified
effective field

(7) H̃eff = Heff + ηs.

In (5), {ej}3j=1 are the standard bases of R3. In (2), ηs plays as an additional
torque. H0 is the externally applied magnetic field and Hs is the stray field given by
Hs = −∇U , where U satisfies

(8) U(x) =

ˆ
Ω

∇N(x− y) ·m(y, t) dy

with N(x) = −1/(4π|x|) denoting the Newtonian potential.
Here, (1) is the one-body Schrödinger equation, in which ψ = (ψ+, ψ−)T is

called the spinor, ε ∈ (0, 1] is the semiclassical parameter, V (x) is the external scalar
potential, and σ̂ = σxe1 + σye2 + σze3 gives the Pauli matrices

σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
.

The last term in the Hamiltonian of the Schrödinger equation describes the spin-
magnetization interaction, i.e., the coupling between spin dofs of the applied current
and magnetization. η is the corresponding coupling strength. This model neglects
the self-induced electromagnetic fields generated by the applied current.

To extract macroscopic quantities, we define the density matrix

D = ψψ† =

(
ψ+ψ+ ψ+ψ−
ψ−ψ+ ψ−ψ−

)
,

then the associated position density ρ is defined as

ρ(x, t) = Tr{D} = ψ+ψ+ + ψ−ψ−

and the spin density s is defined as

s(x, t) = Tr{Dσ̂} = Tr{Dσx}e1 + Tr{Dσy}e2 + Tr{Dσz}e3.
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From (1), by direct calculation, the total mass of the quantum wavefunction, denoted
by

‖ψ‖(t) =

(ˆ
R3

|ψ+(x, t)|2 + |ψ−(x, t)|2dx
) 1

2

,

is conserved, i.e.,
d

dt
‖ψ‖ = 0.

As for the magnetization dynamics (2), the magnetization m(x, t) is normalized
|m| = 1 in the pointwise sense over Ω. A Neumann boundary condition is imposed
for (2):

∂m

∂ν
= 0 on ∂Ω,

where ν is the unit normal vector on the domain boundary ∂Ω.
By taking the inner product with m, (2) becomes

∂t|m|2 = 0,

where we have used the fact that both terms on the right-hand side of (2) are per-
pendicular to m. Hence, in the Schrödinger–Landau–Lifshitz system, both ψ and m
stay normalized through time evolution. It is worth mentioning that the second term
in (2) is known as the Gilbert damping [9], where α > 0 is the damping constant.

This particular type of spin-magnetization interaction is the so-called “s-d” cou-
pling model [7, 8], which is relatively well studied and widely used in the physics
community. There are extensive experimental studies for many magnetic devices [14].
Other effects, such as the Rashba spin-orbit coupling and the Dzyaloshinskii–Moriya
interaction, are also of great significance. These will also be considered in subsequent
papers.

2.2. The total action and the Schrödinger–Landau–Lifshitz–Maxwell
system. In this section, we aim to formulate the Schrödinger–Landau–Lifshitz–
Maxwell system with the least action principle by constructing the total action. Pre-
viously, the variational structure of the Schrödinger equation has been widely known
and well studied, and various Landau–Lifshitz models have been derived by the least
action principle or the free energy approach (the reader may refer to [12] for a general
discussion). However, the formulation becomes more challenging when the magnetic
field is complicated, for example, when the self-induced electromagnetic field is con-
sidered, or when the external magnetic field is dominant. We aim to discuss these
scenarios in the following, emphasizing their relations to the simplified Schrödinger–
Landau–Lifshitz system.

For simplicity, we suppress the appearance of the parameters, since for the varia-
tion problem we only consider the case when all the parameters are fixed. In general,
we consider the Schrödinger–Landau–Lifshitz–Maxwell action, which consists of the
Schrödinger part SS, the Landau–Lifshitz part SLL, the Maxwell part Sm, and the
spin-magnetization coupling part SC:

S = SS + SLL + Sm + SC,

where

SS =

ˆ
Ω

dx

ˆ
dt

[
Re
(
iψ
∂ψ

∂t
− ϕ|ψ|2

)
− 1

2
|−i∇xψ −Aψ|2 − V (x)|ψ|2

]
,
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Sm =

ˆ
R3

dx

ˆ
dt

1

2

(∣∣∣∣∂A∂t +∇ϕ
∣∣∣∣2 − |∇ ×A−m|2

)
,

SLL = −
ˆ
dtFLL,

and
SC =

ˆ
Ω

dx

ˆ
dt s ·m.

Note that SS, SLL, and SC are defined on the material domain Ω, while Sm is defined
on the whole space R3 since the electromagnetic field is induced even outside the
material. Here A is the electromagnetic vector potential and ϕ is the self-induced
scalar potential. To clarify the notation, we use

|−i∇xψ −Aψ|2 = |−i∇xψ+ −Aψ+|2 + |−i∇xψ− −Aψ−|2 ,

which is a scalar. In the above expressions, SS includes the time derivative contribu-
tion, the modified kinetic term, the electric scalar potential term, and the external
potential term. SLL describes the Landau–Lifshitz part. Sm includes the electric field
contribution and the magnetic field contribution. SC describes the coupling between
the charged current and the magnetization of the ferromagnetic material by the “s-d”
model.

In the absence of the Schrödinger equation, the action S = Sm + SLL with re-
spect to ϕ, A, and m gives the Landau–Lifshitz–Maxwell system; see [12]. With
the presence of the polarized current described by the Schrödinger equation and due
to the self-induced electromagnetic field, the vector potential modifies the quantum
momentum operator by

−i∇ → −i∇−A,

which is referred to as the Peierls substitution [20, 21]. Also, the polarized current
generates a spin density s, which modifies the dynamics of the magnetization. For
simplicity, we only keep a first order correction with respect to s, given by SC. In other
words, SC defines the interaction between the spin current and the magnetization in
the system.

By taking variations with respect to ψ, A, ϕ, and m, one can derive the cou-
pled Schrödinger equation, the Maxwell equations, and the Landau–Lifshitz equation,
respectively. Note that, although the vector potential A contains the partial contri-
bution from the magnetization m, we treat these two as independent variables.

The Schrödinger equation is obtained by the least action principle

δS

δψ
= 0,

which leads to

i∂tψ =
1

2
(−i∇x −A)

2
ψ + (ϕ+ V )ψ −m(x, t) · σ̂ψ(x, t).

Next, to obtain the Maxwell equations, we consider the following two variational
equations:

δS

δϕ
= 0,

δS

δA
= 0.
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Then, we get

(9) ∇ ·
(
∂A

∂t
+∇ϕ

)
= −ρ,

(10) ∇× (∇×A−m) +
∂

∂t

(
∂A

∂t
+∇ϕ

)
= j,

where
j = Im(ψ†∇ψ)−Aρ

is the flux density.
We use the change of variables

E = −
(
∂A

∂t
+∇ϕ

)
,

B = ∇×A, B = H + m

and immediately get

(11) ∇×E + ∂tB = 0,

(12) ∇ ·B = 0.

Also, (9) and (10) can be written as

(13) ∇ ·E = ρ,

(14) ∇×H− ∂tE = j.

Therefore, E and B can be interpreted, respectively, as the electric and the magnetic
field. Equations (11), (12), (13), and (14) are precisely the Maxwell equations.

As in the original derivation of the Landau–Lifshitz equation, we cannot use the
least action principle. Instead, we can first compute the modified effective field and
then write the Landau–Lifshitz equation in the same way as in [18]:

H̃eff =
δS

δm
, ∂tm = −m× H̃eff − αm×

(
m× H̃eff

)
.

2.3. Regarding the self-induced electromagnetic field. In general, in the
absence of the external magnetic field, the H field has two sources: the self-induced
field of the magnetization and the self-induced field by the charged current. In prac-
tice, the self-induced electromagnetic field can be neglected. In that case, the H field
reduces to the stray field, or the demagnetization field, denoted by Hs. The magnetic
energy reduces to the stray field energy

1

2

ˆ
R3

dx|Hs|2.

To clarify the relations between the magnetic field B, the magnetization m, and
the stray field Hs, we carry out the following heuristic arguments. Inside the ferro-
magnetic material, the magnetic field B consists of two parts:

(15) B = Hs +m.
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But outside the material, the magnetic field B reduces to the stray field Hs. By the
Maxwell equations, we obtain that

(16) ∇ ·B = 0, ∇×Hs = 0.

The second equation implies Hs = −∇U for some scalar function U , often referred to
as the magnetostatic potential. Then the first equation in (16) can be rewritten as

∇ · (−∇U + m) = 0, x ∈ R3,

which shall be understood in the sense of distributions, i.e., U ∈ H1(R3) satisfies, for
arbitrary test function u ∈ H1(R3),

(17)
ˆ
R3

∇U · ∇u dx =

ˆ
Ω

m · ∇u dx.

This explains why the stray field Hs can be solved by solving the magnetostatic
potential (8). The reader may refer to [4] for more details.

We want to point out that the formulation above can be viewed as the Helmholtz
decomposition of the zero extension of the magnetization m to R3. With a bit of
abuse of notation, we would still denote the extension of the magnetization by m.

By Helmholtz’s theorem, the vector field m : R3 → R3 can be resolved into the
sum of an irrotational vector field and a divergence-free vector field

m = B−Hs, ∇ ·B = 0, ∇×Hs = 0.

Due to the zero extension of the magnetization from Ω to R3, the decomposition has
to be viewed in a weak sense, and the scalar potential of the divergence-free vector
field is obtained by (17).

Moreover, with the curl-free part Hs defined in (17), the divergence-free part B
is defined simultaneously by B = m + Hs. One can easily check that the condition
∇ ·B = 0 is satisfied automatically.

2.4. The free energy and the Pauli–Landau–Lifshitz system. In the pre-
vious part, we formulated the coupling model between the magnetization and the
quantum spin density with interplay of the self-induced electromagnetic waves. In
this section, we aim to explore a different scenario, that is, when the interaction be-
tween the magnetization and the quantum spin density is exposed to strong external
electromagnetic fields.

In the presence of the external scalar potential V and the vector potential A, we
neglect the self-induced electromagnetic field, and consider the Pauli–Landau–Lifshitz
free energy

(18) F =

ˆ
Ω

[
1

2
|−i∇xψ −Aψ|2 + V |ψ|2 − s · (m+ H)

]
dx+ FLL.

In this formulation, the external electromagnetic field is dominant, and thus the scalar
and vector potentials no longer satisfy the Maxwell equations. The free energy consists
of the quantum kinetic energy, the quantum potential energy, the Landau–Lifshitz
energy, and the spin magnetic field coupling energy.

Here, since the dominant magnetic field is treated as a prescribed function, the
vector potentialA itself is not considered an independent variable. The total magnetic
field B = ∇ ×A = m + H consists of the background magnetization m and the H
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field, where m is still an independent variable since its dynamics is governed by the
Landau–Lifshitz equation. In theory, the H field includes the stray field and the
external magnetic field, but we assume it is dominated by the external field, and we
treat it as a given function. That is why we do not include the magnetic field energy
in (18).

The Pauli (Schrödinger–Pauli) equation is obtained by

i∂tψ =
δF
δψ

=
1

2
(−i∇x + A)

2
ψ + Vψ − σ̂ ·Bψ,(19)

where σ̂ ·Bψ is the so-called Stern–Gerlach term. Equivalently, we can write the Pauli
equation as

i∂tψ =
1

2
(σ̂ · (−i∇x + A))

2
ψ + Vψ.

In the Landau–Lifshitz equation, the modified effective field H̃eff can be obtained
in the same way as before, i.e., H̃eff = − δF

δm . Therefore, we have obtained the Pauli–
Landau–Lifshitz system coupled by the spin magnetic field interaction.

2.5. The simplified model. So far, we have defined the total action which leads
to the Schrödinger–Landau–Lifshitz–Maxwell system and the free energy which leads
to the Pauli–Landau–Lifshitz system. To obtain the Schrödinger–Landau–Lifshitz sys-
tem, we could either switch off the external magnetic field in the Pauli–Landau–
Lifshitz system, i.e., reduce the spin magnetic field coupling energy to the
spin-magnetization interaction energy, or we could neglect the self-induced electro-
magnetic field in the Schrödinger–Landau–Lifshitz–Maxwell system. We further ex-
plain the former approach in the following and the latter can be done in a similar
fashion.

Assume that the self-induced electromagnetic field is negligible. The total energy
functional of the Schrödinger–Landau–Lifshitz system simplifies to

F =

ˆ
Ω

1

2
|−iε∇xψ|2 + V (x)|ψ|2dx+ FLL −

ˆ
Ω

ηs ·mdx.

In other words, we only keep the kinetic and potential energy of the charged current,
the Landau–Lifshitz energy, and the spin-magnetization coupling energy. Here, we
have rescaled the quantum kinetic operator to −iε∇x for ε ∈ (0, 1]. When ε� 1, the
wavefunction of the charged current is in the highly oscillatory regime, which presents
challenges both in analysis and computation. Also, the coupling strength η is included
in the spin magnetic field coupling energy, which is an ad hoc parameter which may
come from the procedure of nondimensionalization [6, 7].

Finally, we are ready to derive the system (1)–(2). Obviously, the effective field
H̃eff can be obtained by

H̃eff = − δF
δm

= Heff + ηs.

Also, by direct calculation, the Schrödinger equation (1) can be rewritten as

iε∂tψ =
δF
δψ

= Ĥψ = −ε
2

2
∆xψ(x, t) + V (x)ψ(x, t)− ηm(x, t) · σ̂ψ(x, t).

Similarly, we have

iε∂tψ =
δF
δψ

= Ĥψ.
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Next, we show that the total energy F is nonincreasing in time. A straightforward
calculation produces

d

dt
F =

ˆ
Ω

(
δF
δψ
· ∂tψ +

δF
δψ
· ∂tψ +

δF
δm
· ∂tm

)
dx

=

ˆ
Ω

(
2Re

[
δF
δψ
· ∂tψ

]
+
δF
δm
· ∂tm

)
dx

=

ˆ
Ω

(
δF
δm
· ∂tm

)
dx.

In the last line, we use the fact that δF
δψ · ∂tψ = 1

iε |Ĥψ|
2 is purely imaginary.

For the remaining term, we calculate that

δF
δm
· ∂tm = −H̃eff · ∂tm

= αH̃eff · (m× (m× H̃eff))

= α(m× H̃eff) · (H̃eff ×m)

= −α
∣∣∣m× H̃eff

∣∣∣2 .
Finally, we conclude that

d

dt
F = −α

ˆ
Ω

∣∣∣m× H̃eff

∣∣∣2 dx 6 0.

3. Numerical methods.

3.1. Time splitting spectral method for the Pauli equation. In the
Schrödinger–Landau–Lifshitz system, the Schrödinger equation (1) can be consid-
ered as a simplified version of the Pauli equation (19), where the vector potential A
vanishes and the magnetic field B reduces to the magnetization m. In this section,
we propose a time splitting spectral method (see [2, 15, 16, 19]) for the Pauli equation
in the semiclassical regime

iε∂tψ =
1

2
(−iε∇x + A)

2
ψ + Vψ − ησ̂ ·Bψ,(20)

where the vector potential A and the scalar potential V are prescribed functions, and
the magnetic field B is given by

(21) B = ∇×A.

For simplicity, we assume A and V are time-independent functions. The extension to
time-dependent potential cases is straightforward.

Here, the coefficient η defines the strength of the Stern–Gerlach term, which is
reminiscent of the “s-d” coupling strength in the Schrödinger–Landau–Lifshitz system.
We aim to design a numerical method for the system for wide ranges of parameters
ε and η. In particular, the method should work for the semiclassical regime, namely,
ε� 1 and for the strong coupling regime, namely, η = O(1).

Without loss of generality, we assume the Coulomb gauge ∇ ·A = 0; the Pauli
equation can be formulated as

(22) iε∂tψ = −ε
2

2
∆ψ + iεA · ∇ψ +

(
1

2
|A|2 + V − ησ̂ ·B

)
ψ.
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By the operator splitting technique, for every time step t ∈ [tn, tn+1], one solves the
kinetic step

(23) iε∂tψ = −ε
2

2
∆ψ, t ∈ [tn, tn+1],

followed by the potential step

(24) iε∂tψ =

(
1

2
|A|2 + V − ησ̂ ·B

)
ψ, t ∈ [tn, tn+1],

and followed by the convection step

(25) ∂tψ = A · ∇ψ, t ∈ [tn, tn+1].

For clarity, we rewrite the equation as

(26) ∂tψ = (A+ B + C)ψ,

where

A =
iε

2
∆, B = − i

ε

(
1

2
|A|2 + V − ησ̂ ·B

)
, and C = A · ∇.

For simplicity, we consider the Pauli equation in one dimension with periodic
boundary conditions. The extension to multidimensional cases is straightforward.
In the one-dimensional case, the vector potential A reduces to a scalar function, so
the relation (21) is no longer satisfied. Hence, to demonstrate the construction of the
numerical method, we supposeB to be a three-component vector which is independent
of A.

We assume, on computation domain [a, b], a uniform spatial grid xj = a + j∆x,
j = 0, . . . , N − 1, where N = 2n0 , n0 is a positive integer, and ∆x = b−a

N . We also
assume uniform time steps tk = k∆t, k = 0, . . . ,K. The construction of numerical
methods is based on the following (first order) operator splitting technique.

Let ψ(tn) be the exact solution at t = tn, which implies

ψ(tn+1) = e(A+B+C)∆tψ(tn).

Let ψnj be the numerical approximation of ψ(xj , tn) and let ψn be the numerical
approximation of ψ(tn), which means ψn has ψnj as its components.

Define the solution obtained by the (first order) operator splitting (without spatial
discretization) as

(27) wn+1 = eC∆teB∆teA∆tψ(tn).

Note that wn+1 differs from ψ(tn+1) due to the operator splitting error.
After operator splitting, the kinetic step can be solved analytically in time in the

Fourier space:

(28) ψ∗j =
1

N

N/2−1∑
l=−N/2

e−iε∆tµ
2
l /2ψ̂

n

l e
iµl(xj−a),
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where ψ̂
n

l are Fourier coefficients of ψnj defined by

ψ̂
n

l =

N−1∑
j=0

ψnj e
−iµl(xj−a), µl =

2πl

b− a
, l = −M

2
, . . . ,

M

2
− 1.

For the potential step, due to the presence of σ̂ · B, the whole potential is a
2× 2 matrix. Fortunately, we have the following identity for the exponential of Pauli
matrices, for any ~a = an̂, |n̂| = 1:

eia(n̂·σ̂) = I cos a+ i(n̂ · σ̂) sin a,

which is analogous to Euler’s formula. I is the 2 × 2 identity matrix. Thus, by the
method of integration factor, we can derive the explicit solution of the potential step:
(29)

ψ∗∗j = exp

(
− i∆t

ε

(
1

2
|Aj |2 + Vj

))(
I cos

(
∆tη|Bj |

ε

)
+ i(B̂j · σ̂) sin

(
∆tη|Bj |

ε

))
ψ∗j .

Here, we denote

A(xj) = Aj , B(xj) = Bj = |Bj |B̂j , and V (xj) = Vj .

Since we have used the analytical solutions in the kinetic step and in the potential
step, there is no numerical error in time discretization of these two substeps.

In general, if we consider the potential step with a time-independent Hermitian
matrix potential M, we have

(30) iε∂tψ = Mψ, t ∈ [tn, tn+1].

In particular, we can obviously check that 1
2 |A|

2 +V −ησ̂ ·B is Hermitian. Moreover,
we express the analytical solution as

ψ(tn+1) = exp

(
− iM∆t

ε

)
ψ(tn).

Numerically, this matrix exponential can be computed by the eigenvalue decomposi-
tion with minimal error. However, in the Pauli equation, or when the matrix potential
consists of the Pauli matrices, the analytical expression (29) is superior in both effi-
ciency and accuracy.

For the convection step, however, there is no obvious way to solve it analytically
based on discrete data for a variable A(x). We propose a semi-Lagrangian method to
solve the convection equation (25) as in [16, 19].

This method consists of two parts: backward characteristic tracing and interpo-
lation. We compute the data ψn+1

j by first tracing backwards along the characteristic
line

(31)
dx(t)

dt
= −A (x(t)) , x(tn+1) = xj ,

for time interval [tn, tn+1]. Denote x(tn) = x0
j , obtained by numerically solving the

ODE (31) backwards in time as shown in Figure 1.
We call the point set

{
x0
j

}
the shifted point set. By the method of characteristics,

ψn+1
j = ψ∗∗

(
x0
j

)
. But ψ∗∗

(
x0
j

)
in general are not known, since x0

j are not necessarily



1474 JINGRUN CHEN, JIAN-GUO LIU, AND ZHENNAN ZHOU

t
n

t
n+1

x
j−1
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x
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x
j−1

x
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x
j+1

x
j

x
j+1

Fig. 1. Backward tracing: xj are the grid points; x0j are the shifted grid points, which are the
solutions to problem (31) backwards in time at t = tn; and the dotted line indicates characteristics.

grid points. Therefore, interpolation is needed to approximate ψn+1
j = ψ∗∗

(
x0
j

)
based

on ψ∗∗. We compare the following two choices: the spectral interpolation and the
Mth order polynomial interpolation.

For the spectral approximation, the interpolant ΠNψ
∗∗(x) =

∑N/2−1
k=−N/2 cke

ikx is
a global approximation to ψ∗∗(x) based on ψ∗∗. One needs O(N logN) operations to
get the Fourier coefficients ck via the FFT method. But one needs O(N) operations to
evaluate the interpolant at each point x0

j , since the shifted points x0
j are not necessarily

the grid points, which means the inverse FFT does not apply. Hence, the total cost
is O(N2) in each time step. This will make the whole scheme very costly. However,
one can make use of the recently developed methodology nonuniform FFT (NUFFT)
(see [10]) to implement this interpolation with O(N logN) cost. The details of this
implementation and the corresponding stability analysis have been given in [19].

For the Mth order Lagrange polynomial interpolation, one needs to establish a
polynomial interpolant for each shifted point x0

j with the discrete data on the closest
M grid points xj1 , . . . , xjM . For each shifted point x0

j , one uses M grid points near x0
j

to form a Lagrange polynomial interpolant to approximate U(x0
j ) with error of order

O(∆xM ). But certain stability constraints need to be satisfied for different interpo-
lation methods. The extensive stability study of this method has been carried out in
[16]. The total cost of the semi-Lagrangian method with the polynomial interpolation
is O(N) for each time step.

By either interpolation option, we have shown that the method for the convection
step is unconditionally stable. In the following, we continue our analysis with the
spectral interpolation option. The analysis with polynomial interpolations can be
carried out in a similar fashion. For simplicity, we name this method the first order
time splitting spectral (TSSP) method.

We conclude this section with the following remark.

Remark 3.1. The first order operator splitting implies first order convergence in
time. One can make use of Strang’s splitting to obtain a second order time dis-
cretization method. If one wants to apply the second order Strang’s splitting to three
operators, one can first group A + B together as a single operator, and then apply
Strang’s splitting to A+B and C, while in the steps corresponding to A+B, one also
uses Strang’s splitting.

3.2. Error analysis of the TSSP method. To analyze the convergence of the
TSSP method for the Pauli equation, it is worth noting that the Pauli equation and
the Schrödinger equation with vector potential share many similarities. The TSSP
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method for the Schrödinger equation has been analyzed in [16, 19], so we will only
highlight the differences.

We further assume that the wavefunctions are ε-oscillatory in space and time but
the potentials are not oscillatory. So there are t, ε, x independent positive constants
Cm that

(32)
∥∥∥∥ ∂m1+m2

∂xm1∂tm2
ψ±(t, ·)

∥∥∥∥C([0,T ];L2(a,b)) 6
1

εm1+m2
Cm1+m2 ,

(33)
∥∥∥∥ ∂m∂xmA

∥∥∥∥ L2(a,b) 6 Cm,

∥∥∥∥ ∂m∂xmV
∥∥∥∥ L2(a,b) 6 Cm

(34)
∥∥∥∥ ∂m∂xmBl

∥∥∥∥ L2(a,b) 6 Cm, l = 1, 2, 3.

Note that the differentiation operator is unbounded for general smooth func-
tions, but it is bounded in the subspace of smooth L2 functions which are at most
ε-oscillatory.

Since in the Pauli equation there is the additional Stern–Gerlach term, we need
to study the resulting error in the operator splitting. We show, by studying the
commutators between the three operators in (26), when the potentials are spatially
variant, that the local splitting error in the first order splitting (23)–(25) for (22) is

(35) ψ(tn+1)− wn+1 = ψ(tn+1)− eC∆teB∆teA∆tψ(tn) = O

(
∆t2

ε

)
.

Clearly, the exact solution to (22) at t = tn+1 with initial data ψ(tn) is given by

ψ(tn+1) = e(A+B+C)∆tψ(tn).

The operator splitting error results from the noncommutativity of the operators A,
B, and C. In previous literature (see [2, 16]), the commutator was analyzed for scalar
Schrödinger equations. The Pauli equation, on the other hand, is in the vector form,
whereas the kinetic part A and the convection part C are still scalar operators. But
in the potential part, due to the presence of σ̂ ·B, the total potential is in a Hermitian
matrix. As in [16, 19], it was shown that

[A∆t, C∆t]ψ = O

(
∆t2

ε

)
,

where [·, ·] denotes the commutator. Direct computation gives

[A∆t, B∆t]ψ = (∆t)
2

[
1

2
(∆xM) +

1

2
∂xM∂x

]
ψ = O

(
∆t2

ε

)
,

[B∆t, C∆t]ψ = (∆t)
2

(
− i
ε

)
(A∂xM)ψ = O

(
∆t2

ε

)
,

where again we denote

M =
1

2
|A|2 + V − ησ̂ ·B.
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Therefore, we have formally shown that the local operator splitting error is O(∆t2

ε )
as in (35). Actually, the proof can be made completely rigorous if we give more
assumptions on the wavefunction and the potentials similar to those in [2, 16, 19].

We use fI to denote the spectral approximation based on the discrete data fj or
f(xj). Now we are ready to state the following error estimate for the first order TSSP
method. The proof will be very similar to those in [2, 16, 19], except for the splitting
error analysis which we have presented. Therefore, we would like to omit the proof.

Theorem 3.1. Let ψ(t, x) be the exact solution of (22) and let ψn be the dis-
crete approximation by the first order TSSP method. We assume that the character-
istic equations (31) are numerically solved with minimal error in the preprocessed
step, and that the spectral interpolation with the NUFFT technique is taken in the
semi-Lagrangian method for the convection step, where the extra error introduced by
NUFFT is negligible. Under assumption (34), we further assume ∆x/ε = O(1) and
∆t/ε = O(1); then, for all positive integers m > 1 and t ∈ [0, T ],

(36) ||ψ(tn)−ψnI ||L2 6 Gm
T

∆t

(
∆x

ε

)
m +

CT∆t

ε
,

where C is a positive constant independent of ∆t, ∆x, ε, m, and M , and Gm are
positive constants independent of ∆t, ∆x, and ε.

3.3. Review of the Gauss–Seidel projection method for the Landau–
Lifshitz equation. For the purpose of numerical simulation, we describe the Gauss–
Seidel projection method for the Landau–Lifshitz equation, which was originally in-
troduced by Wang, García-Cervera, and E in [24]. Here, we present a brief review of
this method for completeness.

Consider the Landau–Lifshitz equation

∂tm(x, t) = −m(x, t)× (∆xm(x, t) + f(m, t))(37)
− αm(x, t)× (m(x, t)× (∆xm(x, t) + f(m, t)))

with
f(m, t) = Heff −∆xm(x, t) + ηs(x, t).

Given mn and sn, it solves (37) in three steps.
1. Implicit Gauss-Seidel step:

gni = (I −∆t∆h)−1(mn
i + ∆tfni ),(38)

g∗i = (I −∆t∆h)−1(m∗i + ∆tf∗i ), i = 1, 2, 3,(39)  m∗1
m∗2
m∗3

 =

mn
1 + (gn2m

n
3 − gn3mn

2 )
mn

2 + (gn3m
∗
1 − g∗1mn

3 )
mn

3 + (g∗1m
∗
2 − g∗2m∗1)

 ,(40)

where fni = fi(m
n, sn) and f∗i = fi(m

∗, sn), i.e., the most current values for
m are used in f∗. Note that the value of s is frozen at t = tn.

2. Heat flow without constraints:

(41)

 m∗∗1
m∗∗2
m∗∗3

 =

 m∗1 + α∆t(∆hm
∗∗
1 + f∗1 )

m∗2 + α∆t(∆hm
∗∗
2 + f∗2 )

m∗3 + α∆t(∆hm
∗∗
3 + f∗3 )

 .
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3. Projection onto S2:

(42)

 mn+1
1

mn+1
2

mn+1
3

 =
1

|m∗∗|

 m∗∗1
m∗∗2
m∗∗3

 .

The Gauss–Seidel projection method is stable and has first order accuracy in
time. Even though it is an implicit method, it only requires solving linear systems of
equations of the heat-equation type with constant coefficients, and thus is computa-
tionally much cheaper than other implicit methods for the Landau–Lifshitz equation,
such as the backward Euler method.

3.4. Discussion on the numerical method for the coupled model. In the
previous sections, we respectively established the TSSP method for the Pauli equa-
tion and reviewed the Gauss–Seidel projection method for the Landau–Lifshitz equa-
tion. In section, we combine these two methods and apply them to the Schrödinger–
Landau–Lifshitz system (1)–(2). The Pauli–Landau–Lifshitz system can be solved in
a similar way.

From time step tn to tn+1, we first freeze the coupling terms on the right-hand
side of each equation to tn, which is a first order approximation in time, and the
continuous model is given by

iε∂tψ(x, t) = −ε
2

2
∆xψ(x, t) + V (x)ψ(x, t)− ηmn

I (x) · σ̂ψ(x, t),(43)

∂tm(x, t) = −m(x, t)× (Heff + ηsnI (x))

− αm(x, t)× (m(x, t)× (Heff + ηsnI (x))),(44)
ψ(x, tn) = ψnI (x), m(x, tn) = mn

I (x).(45)

Here, mn
I (x) is the interpolation function based on mn

j , ψ
n
I (x) is the spectral inter-

polation function base on ψnj , and snI (x) is the spin density of ψnI (x). Then, we apply
the TSSP method to (43) to obtain ψn+1

j , and the Gauss–Seidel projection method
for (44) to get mn+1

j .
In this paper, we do not focus on rigorous numerical analysis of the combined

method for this system, nor do we aim for high accuracy schemes. Instead, we would
like to numerically understand the physical significance of the coupling mechanism.
We conclude this section with some remarks.

Remark 3.2. This combined scheme is first order accurate in time because the
coupling term is treated explicitly and the method for each equation is first order
accurate in time. In principle, the coupling terms can be approximated with better
accuracy (for example, extrapolation) and the Schrödinger equation can be solved
with the high order operator splitting method. However, it is highly nontrivial to
improve the accuracy of the Gauss–Seidel projection method in time. This is one of
the possible future directions we could work on.

Remark 3.3. For the first order approximate system (43)–(44), since the TSSP
method and the Gauss–Seidel projection method have different accuracies, we can
apply different spatial meshes and time steps for each equation. Roughly speaking,
due to the high oscillatory nature of the wavefunction to the Schrödinger equation, we
can apply finer time steps and resolved spatial meshes in the TSSP method, while we
can take ε-independent time steps and spatial meshes in the Gauss–Seidel projection
method. Actually, we show in Example 4.1 that, even when the coupling strength
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η = 1, the TSSP method is able to capture the correct physical observables with ε-
independent ∆t. Also, we show in Example 4.2, providing the snapshots of the position
density and the spin density, that, while the wavefunctions are highly oscillatory, the
physical observables are rather smooth. So far, the mesh sizes for the Schrödinger
equation and the Landau–Lifshitz equation are still chosen empirically. The optimal
choice of the mesh sizes is an interesting topic, which we may explore in the future.

Remark 3.4. It has been well understood that for many types of Schrödinger
equations [2, 15, 16, 19], one can take ε-independent time steps to capture the correct
physical observables, which are a macroscopic quantity associated with the wave-
function. The analysis requires an understanding of the semiclassical limit of the
Schrödinger equation in the framework of Wigner transforms. However, the semiclas-
sical equation of this model is only partially understood. The reader may refer to
Chai’s recent work on the semiclassical limit when the coupling strength η = O(ε)
[5]. In this paper, we shall test only numerically whether this feature extends to the
Pauli equation in the next section.

4. Numerical examples.

4.1. The Pauli equation. In this section, we test the TSSP method for the
Pauli equation in one dimension and in two dimensions. In the one-dimensional test,
we examine the numerical convergence in time step and spatial mesh size, respectively.
In the two-dimensional test, some snapshots of the wavefunctions and related physical
observables are presented to demonstrate the accuracy of this method.

Also, we numerically investigate whether we can take ε independent of time steps
to capture the correct physical observables. This property is a well-studied feature of
TSSP methods applied to most linear and some nonlinear Schrödinger equations by
the semiclassical analysis of the related Wigner transforms; see [2, 16]. However, the
semiclassical limit of the Pauli equation in the framework of Wigner transforms is not
yet well understood. It is worth pointing out that a recent work by Chai, García–
Cervera, and Yang [5] has rigorously justified the semiclassical limit of a Schrödinger–
Landau–Lifshitz system in the weak coupling regime, namely, the coupling strength
η = O(ε). This implies that at least when η = O(ε), ε-independent time steps are
allowed to compute the correct physical observables.

Example 4.1. In this example, we aim to carry out extensive numerical tests to
verify the properties of the TSSP method applied to the Pauli equation in one dimen-
sion. We choose the following WKB-type initial condition:

ψ+(x, 0) = ψ−(x, 0) = exp
(
i
x

2ε

)
exp

(
−32

(
x− 1

2

)2
)
.

Roughly speaking, this initial condition denotes a semiclassical spinor localized around
x = 1

2 moving with speed 1
2 . We choose the computation domain to be [−π, π] so

that periodic conditions can be imposed with negligible error. We also choose the
following potentials and magnetic field:

V =
x2

2
, A =

cos(x)

2
, B = (sin(x), cos(x), 1).

Again, in one dimension, the Pauli equation is just a test model and no relation
between A and B is assumed. Unless specified, the coupling strength η is set to be 1.

In this first test, we numerically verify that the proposed method has spectral
convergence in spatial mesh size ∆x. For ε = 1

128 and 1
512 , we use the TSSP method
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Fig. 2. Spatial convergence tests. (a) ε = 1
128

, ∆t = 0.4ε
128

, ∆x = 2π
16

, 2π
32

, 2π
64

, 2π
128

, 2π
256

, 2π
512

,
and 2π

1024
. (b) ε = 1

512
, ∆t = 0.4ε

128
, ∆x = 2π

32
, 2π

64
, 2π

128
, 2π

256
, 2π

512
, 2π

1024
, 2π

2048
, and 2π

4096
.

to compute up to t = 0.4 with sufficiently fine time step ∆t = 0.4ε
128 and various spatial

mesh sizes ∆x. Due to the lack of analytical solutions, the reference solutions are
computed with sufficiently fine mesh strategy

(46) ∆t =
0.4ε

128
, ∆x =

2πε

128
.

The numerical results are plotted in Figure 2, from which we can confirm that when
∆x = O(ε), the numerical error converges spectrally. Note that due to the use of
the NUFFT algorithm in the convection step (see [10]), the numerical error is not
minimal when ∆x = O(ε). But, ideally, the convergence in ∆x is spectral.

Second, we test the convergence in time steps, which is first order accurate. We
fix ε = 1

128 and ε = 1
512 , and for various ∆t and sufficiently small ∆x, we compute

the solutions at t = 0.4. The reference solutions are computed with sufficiently small
meshes (46). The errors in the wavefunctions, the position density, and the spin
density are plotted in Figure 3, which clearly confirms the first order accuracy.

Finally, we test whether we can use ε-independent ∆t to compute correct phys-
ical observables. We first fix the coupling strength η = ε and time step ∆t = 1

25 .
For variant ε, we use the resolved spatial mesh to compute the Pauli equation up to
t = 0.4. The reference solutions are computed with sufficiently small meshes (46).
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Fig. 3. Temporal convergence tests. (a): ε = 1
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.

The errors in the wavefunctions, the position density, and the spin density are shown
in Figure 4, from which we see clearly that the errors in the wavefunctions increase
as ε → 0, while the errors in the position density and the spin density stay almost
unchanged. We then repeat the test for the coupling strength η = 1, and we observe
the same tendency. Therefore, we have numerically verified that the TSSP method
with unresolved time steps can give correct physical observables. It is worth empha-
sizing that the analysis for this property is open when η = 1, so the tests here can
only serve as numerical evidence.

Example 4.2. In this example, we demonstrate the accuracy of the TSSP method
applied to the Pauli equation in two dimensions. We choose the following WKB-type
initial condition:

ψ+(x1, x2, 0) = ψ−(x1, x2, 0)

= exp

(
i
x1 − 1

ε

)
exp

(
i
x2 − 1

ε

)
exp

(
− (x1 − 1)

2
+ (x2 − 1)2

2ε

)
.
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Fig. 4. Capturing observables with ε-independent ∆t. (a): η = ε, ε = 1
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Roughly speaking, this initial condition denotes a semiclassical spinor localized around
x = (1, 1) moving with speed (1, 1). We choose the computation domain to be [0, π]×
[0, π] so that periodic conditions can be imposed with negligible error. We also choose
the following potentials and magnetic field:

V = 0, A = (0, 0), B = (sin(x), cos(y), 1).

Since we treat this example as a test model for the Pauli equation in two dimensions,
no relation between A and B is assumed. In particular, we have chosen trivial V and
A to underline the effect of the Stern–Gerlach term. Unless specified, the coupling
strength η is set to be 1.

We first fix ε = 1
32 , and then compute the numerical solutions with resolved mesh

∆x = πε
32 , ∆t = 0.4ε

16 . We plot some snapshots of (the real part of) the wavefunc-
tions together with the flow map of (the first two components of) the spin density in
Figure 5.

Next we fix ε = 1
64 , and then compute the numerical solutions up to t = 0.5 with

two different mesh strategies, namely, the one with unresolved ∆t,

∆x =
πε

32
, ∆t =

1

20
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Fig. 5. Snapshots of (the real part of) the wavefunctions together with the flow map of (the
first two components of) the spin density. ε = 1

32
, ∆x = πε

32
, ∆t = 0.4ε

16
. Top Row: ψ+ for t = 0.2,

0.3, and 0.4. Bottom Row: ψ− for t = 0.2, 0.3, and 0.4.

and the one with resolved ∆t,

∆x =
πε

32
, ∆t =

0.5ε

16
,

which gives the reference solutions. We plot the position density of each wavefunction
with the flow map of (the first two components of) the spin density in Figure 6,
from which we see obviously great agreement. Hence, we have again verified that
ε-independent time steps can be used to calculate correct physical observables.

4.2. The Schrödinger–Landau–Lifshitz system. In this section, we test the
TSSP method for the Schrödinger equation and the Gauss–Seidel projection method
for the Landau–Lifshitz equation to understand spin and magnetization dynamics
under different coupling regimes. For simplicity, we only consider one-dimensional
space. Since the exact solution is not available in this case, we have ascertained that
the results below are unchanged by refining both the spatial meshes and the time steps.

Example 4.3 (Weak coupling). Set Ω = [0, 1]. The external potential V (x) is set
to be

√
ε

x(x−1) so that the electron is confined in Ω. The final time t = 20. ∆t =

1/512, ε = 1/256, h = 1/512, ∆x = h/8, and α = 0.1. The coupling constant
η = 0.01, which means the spin-magnetization coupling is weak. Initial conditions
for the wavefunctions and magnetization are

ψ+ = ψ− =
5√
π

exp

(
i
0.1x

ε

)
exp (−50(x− 0.5)2)

and
m0(x) = (cos(x), sin(x), 0),

respectively.
After the initial relaxation, the magnetization achieves its stable configuration,

which is (almost) a constant field with the third component almost 0 (Figure 7(a)).
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Fig. 6. Comparison of the positition density of each wavefunction with the flow map of (the
first two components of) the spin density. Top row: Solutions with unresolved ∆t. Bottom row:
Solutions with resolved ∆t.

The real parts of the spin-up and spin-down wavefunctions at t = 20 are plotted
in Figure 7(b). We also observe that the spin swings in a certain direction after the
initial relaxation. To get this direction, we calculate the angle between the spin where
its maximum magnitude is achieved and the magnetization is at the same position;
see Figure 8(a). At t = 20, we plot the magnetization and spin directions in Figure
8(b) and their projections along the x axis in Figure 8(c). The angle swings around
28◦. Since the magnetization achieves its stable state at later times, the spin swings
around 28◦ with respect to the magnetization.

In this case, η = 0.01 is small and the magnetization has a stable configuration,
which is not affected by spin dynamics. This is consistent with the rigorous result of
the semiclassical limit of (1) and (2) in the weak coupling regime [5].

Set the final time t = 10000. The long-time dynamics is shown in Figure 9. Again
an (almost) periodic swing is observed for spin dynamics. The angle between spin
and magnetization, where the maximum magnitude of spin is achieved, is around 0◦.
However, the spin shows a complicated configuration and is not just simply aligned
with the magnetization.

Example 4.4 (Strong coupling). Set Ω = [0, 1]. The external potential V (x) is set
to be

√
ε

x(x−1) so that the electron is confined in Ω. The final time t = 20. ∆t = 1/512,
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Fig. 7. Configurations of magnetization and the real part of the wavefunctions at t = 20 when
η = 0.01. (a): Magnetization. (b): Wavefunction.
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Fig. 8. Spin-magnetization angle in terms of time, arrow plot of spin and magnetization in
three dimensions, and their projections along the x axis at t = 20. An (almost) periodic swing is
observed for spin dynamics when η = 0.01. (a): Angle. (b): Direction. (c): Projection.
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Fig. 9. Spin-magnetization angle in terms of time, arrow plot of spin and magnetization in
three dimensions, and their projections along the x axis at t = 10000. An (almost) periodic swing
with the angle 0◦ is observed for spin dynamics when η = 0.01 if time is long enough. The spin is
not just simply aligned with the magnetization. (a): Angle. (b): Direction. (c): Projection.

ε = 1/256, h = 1/512, ∆x = h/8, and α = 0.1. The coupling constant η = 10,
which means the spin-magnetization coupling is strong. Initial conditions for the
wavefunctions and magnetization are

ψ+ = ψ− =
5√
π

exp

(
i
0.1x

ε

)
exp (−50(x− 0.5)2)

and
m0(x) = (cos(x), sin(x), 0),

respectively.
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Fig. 10. Configurations of magnetization and the real part of wavefunctions at t = 20 when
η = 10. (a): Magnetization; (b): Wavefunction.
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Fig. 11. Spin-magnetization angle in terms of time, arrow plot of spin and magnetization in
three dimensions, and their projections along the x axis at t = 20. An (almost) periodic swing is
observed for spin dynamics when η = 10. (a): Angle. (b): Direction. (c): Projection.

After the initial relaxation, the magnetization achieves its stable configuration,
which is (almost) a constant field (Figure 10(a)). The real parts of the spin-up and
spin-down wavefunctions at t = 20 are plotted in Figure 10(b). We calculate the angle
between the spin where its maximum magnitude is achieved and the magnetization
is at the same position; see Figure 11(c). The angle drops to 0 quickly and a perfect
alignment between spin and magnetization is observed. This is consistent with the
physical intuition [17].

5. Conclusion and perspectives. In this paper, we have made two major
contributions. We have established a dynamical model for the spin density and the
magnetization coupling phenomenon from a variational perspective and constructed a
hybrid numerical method for the Schrödinger–Landau–Lifshitz system, where the time
splitting spectral method for the quantum wavefunction has been rigorously analyzed.
In accordance with our simulations, in the weak coupling regime, η = O(ε), the
magnetization configuration first evolves to a stable configuration, and the interaction
between the spin density and the magnetization is not manifestly noticeable until
t = O( 1

ε ). However, in the strong coupling regime, η = O(1), the magnetization
and the spin density reach their respective stable configurations within O(1) time,
where the angle between the principal direction of the spin density and that of the
magnetization is approaching zero, which demonstrates the alignment phenomenon.

In the future, we may explore the existence and asymptotic behavior of the solu-
tions to the Schrödinger–Landau–Lifshitz system and design better numerical methods
for the Landau–Lifshitz equation.
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