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Abstract. In this paper, we study 1D autonomous fractional ODEs Dγc u =

f(u), 0 < γ < 1, where u : [0,∞) → R is the unknown function and Dγc is the

generalized Caputo derivative introduced by Li and Liu ( arXiv:1612.05103).
Based on the existence and uniqueness theorem and regularity results in previ-

ous work, we show the monotonicity of solutions to the autonomous fractional

ODEs and several versions of comparison principles. We also perform a de-
tailed discussion of the asymptotic behavior for f(u) = Aup. In particular,

based on an Osgood type blow-up criteria, we find relatively sharp bounds of
the blow-up time in the case A > 0, p > 1. These bounds indicate that as

the memory effect becomes stronger (γ → 0), if the initial value is big, the

blow-up time tends to zero while if the initial value is small, the blow-up time
tends to infinity. In the case A < 0, p > 1, we show that the solution decays to

zero more slowly compared with the usual derivative. Lastly, we show several

comparison principles and Grönwall inequalities for discretized equations, and
perform some numerical simulations to confirm our analysis.

1. Introduction. The fractional calculus in continuous time has been used widely
in physics and engineering for memory effect, viscoelasticity, porous media etc [11,
8, 13, 18, 7, 1, 23]. There are two types of fractional derivatives that are commonly
used: the Riemann-Liouville derivatives and the Caputo derivatives (See [13]).

The Riemann-Liouville derivatives are named after Bernhard Riemann and Joseph
Liouville. Liouville was the first to study fractional derivative rigorously (see, for
example, [20, 10] for a better survey). On the other hand, the Caputo’s definition
of fractional derivatives was first introduced in [4] to study the memory effect of
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energy dissipation for some anelastic materials, and soon became a useful modeling
tool in engineering and physical sciences to construct physical models for nonlocal
interactions in time (see [26]).

Compared with Riemann-Liouville derivatives, Caputo derivatives remove the
singularities at the origin and have many properties that are similar to the ordinary
derivative so that they are suitable for initial value problems [14]. However, the
classical γ-th Caputo derivative of a function requires an integer order derivative
no less than γ, which seems to be artificial. In [1], Allen, Caffarelli and Vasseur
have introduced an alternative form of Caputo derivatives to avoid using higher
regularity of the function. In [14], another extension of Caputo derivatives was
proposed, by which the higher derivative of the function is not needed either and
can recover the definition in [1]. Moreover, this new definition allows us to transform
fractional ODEs into Volterra type integral equations, by deconvolution through an
underlying group property without the higher regularity assumption. This provides
a convenient framework for us to study the fractional ODEs with Caputo derivatives.

There is a huge amount of literature discussing fractional differential equations.
However, few of them discuss the behavior of the solutions to fractional ODEs
systematically. For reference, some results can be found in [8, 7] using the traditional
Caputo derivatives.

In this paper, we use the new definition of Caputo derivative in [14] (also see
Definition 2.2 below) to make a detailed investigation of the nonlinear fractional
ODE

Dγ
c u = f(u), u(0) = u0, (1)

for γ ∈ (0, 1). Here f is locally Lipschitz whose domain contains u0, and Dγ
c

represents the Caputo derivative of order γ. In the rest of this paper we will assume
u0 ≥ 0 without loss of generality (if u0 < 0, we can do change of variables v = −u
and study Dγ

c v = f̃(v) where f̃(v) := −f(−v) = −f(u)). Studying the behavior of
the solution to this fractional ODE is important for the analysis of fractional partial
differential equations (fractional PDEs), as we usually need a priori estimates of
certain energies of the solution to a fractional PDE, which have form

Dγ
cE ≤ AEp.

By the comparison principles in [14] or in Section 4, the energy norm may be
controlled by the solution of the fractional ODE (1). Hence, we will focus on the
particular cases f(u) = Aup in detail.

According to [14], the fractional ODE (1) is equivalent to a Volterra type integral
equation without assuming high regularity of the solution, which is the important
starting point for our study. It is well-known that the solutions of 1D autonomous
ODEs with usual first order derivative are monotone, since the solution curves
never cross zeros of f and f(u) has a definite sign. One of our main results is that
if f ∈ C1 and f ′ is locally Lipschitz, the first order derivative of the solution to the
fractional ODE (1) does not change sign and therefore the solution is monotone (see
Theorem 3.3). This is based on Lemma 3.4, which is a slightly different version of
[24, Theorem 1]. Lemma 3.4 ensures the positivity of the solutions of the integral
equation that y = u′ or y = −u′ satisfies:

y(t) +

∫ t

0

(t− s)γ−1v(s)y(s)ds = αtγ−1, α > 0,
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where v is continuous. The idea is to use the resolvent for the kernel λtγ−1 to
transform this integral equation into another integral equation (see (11)) so that all
the functions involved are non-negative. The solution to the new integral equation
(11) is nonnegative, implying that the first derivative of the solution to (1) does not
change sign.

Another contribution of this paper is to discuss the special cases f(u) = Aup in
detail and to reveal several interesting roles of memory. In particular, for the cases
A > 0, p > 1, we find relatively sharp estimates of the blow-up time Tb. The lower
bound of Tb is important for the inequality Dγ

cE ≤ AEp since it ensures that E is
defined and controlled by the solution of (1) up to this lower bound. Through these
bounds, we find that there exist u02 > u01 > 0 so that if u0 < u01, the blow-up
time Tb → +∞ as γ → 0 (the memory becomes stronger) and if u0 > u02, Tb → 0,
as γ → 0 (See Theorem 5.2). For the cases A < 0, p > 1, we show that under the
memory, the solution decays to zero much more slowly compared with the usual
ODE (see Theorem 5.4).

By discretizing the differential equation (1) or the equivalent integral equation, we
obtain two classes of numerical schemes or discrete equations. Using some discrete
comparison principles, we show that if f is nonnegative, nondecreasing, then the
numerical solutions to the explicit schemes for the integral equation are absolutely
stable: un ≤ u(nk) where k is the time step (Proposition 8). In the case f is
nonnegative, nondecreasing and the solution to (1) is convex, we prove that the
numerical solutions to the explicit schemes for the differential equation are also
absolutely stable: unex ≤ u(nk) and the numerical solutions to the implicit schemes
for the differential equation are bounded below as unim ≥ u(nk) (Theorem 6.5).
Hence, the explicit schemes may be used to prove the stability and convergence
of some approximation schemes for fractional PDEs and thus the convergence and
existence of solutions. The implicit schemes may be used to prove positivity of
solutions and to estimate the blow-up time.

The rest of the paper is organized as follows: In Section 2, we introduce the basic
definitions, notations and results that are mainly established in [14]. In Section 3, we
study the basic properties of the solutions. In particular, (1) given f(u) is smooth,
the solutions are smooth in (0,∞) but only γ-Hölder continuous at t = 0; (2) the
solutions are monotone on the interval of existence; (3) an Osgood type finite time
blow-up criteria holds provided that f(u) is positive nondecreasing. In Section 4,
we prove several comparison principles. In Section 5, we study the special cases
f(u) = Aup. More precisely, for A > 0, p > 1, we provide relatively sharp bounds
for the blow-up time, while for A < 0, p > 1, we show the slow decaying as t→∞.
These discussions reveal the roles of memory introduced by fractional derivatives.
Lastly, in Section 6, we discuss the discrete equations. To be more specific, we
show several discrete comparison principles and use them to study some explicit
and implicit schemes. Some numerical simulations are then performed using these
schemes to verify our analysis for the continuous cases.

2. Preliminaries. In this section we collect some notations and definitions we will
use in this paper.

2.1. Fractional derivatives. First, let us make a brief introduction of the defini-
tion of fractional derivatives. Before we state the definition, we need the following
clarification of notation:
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Definition 2.1. For a locally integrable function u ∈ L1
loc(0, T ), if there exists

u0 ∈ R such that

lim
t→0+

1

t

∫ t

0

|u(s)− u0|ds = 0, (2)

we call u0 the right limit of u at t = 0, denoted as u(0+) := u0.

As in [14], we use the following distributions {gβ} as the convolution kernels for
β > −1:

gβ =


θ(t)
Γ(β) t

β−1, β > 0,

δ(t), β = 0,
1

Γ(1+β)D
(
θ(t)tβ

)
, β ∈ (−1, 0).

Here θ(t) is the standard Heaviside step function, Γ(γ) is the gamma function, and
D means the distributional derivative.
gβ can also be defined for β ≤ −1 (see [14]) so that these distributions form a

convolution group {gβ : β ∈ R}, and consequently we have

gβ1 ∗ gβ2 = gβ1+β2 , (3)

where the convolution between distributions with special non-compact supports is
defined through the partition of unit of R.

Now we are able to give the definition of the fractional derivatives.

Definition 2.2. Let 0 < γ < 1. Consider u ∈ L1
loc(0, T ) that has a right limit

u(0+) at t = 0 in the sense of Definition 2.1. The γ-th order Caputo derivative of
u is a distribution in D ′(−∞, T ) with support in [0, T ), given by

Dγ
c u = g−γ ∗

(
θ(t)u

)
− u(0+)g1−γ = g−γ ∗

(
(u− u(0+))θ(t)

)
.

Remark 1. In the case T =∞, the convolution g−γ ∗u is defined through partition
of unit of R. In the case of T <∞, g−γ ∗ u should be understood as the restriction
of the convolution onto D ′(−∞, T ). One can refer to [14] for the technical details.

Remark 2. As discussed in [14], if there is a version of u (i.e. modifying u on a
Lebesgue measure zero set) that is absolutely continuous on (0, T ), which is denoted
as u again, then the Caputo derivative is reduced to

Dγ
c u =

1

Γ(1− γ)

∫ t

0

u′(s)

(t− s)γ
ds, (4)

which is the traditional definition of Caputo derivative. Whenever u is γ+δ-Hölder
continuous (∀δ > 0), we have

Dγ
c u =

1

Γ(1− γ)

(
u(t)− u(0)

tγ
+ γ

∫ t

0

u(t)− u(s)

(t− s)γ+1
ds

)
. (5)

Equation (5) is the definition for the Caputo derivative used in [1]. Intuitively, (5)
is obtained by integration by parts from (4).

Definition 2.2 is more useful than the traditional definition (Equation (4)) (see
for instance [11, 8, 13, 18, 7, 23]) theoretically, since it asks for little regularity
and reveals the underlying group structure. With the assumption that u is locally
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integrable and has a right limit at t = 0, Definition 2.2 and the group property (3)
allow one to convert (1) into the integral form

u(t) = u(0+) + gγ ∗
(
θ(t)f(u(t))

)
= u(0+) +

1

Γ(γ)

∫ t

0

(t− s)γ−1f(u(s))ds, ∀t ∈ (0, T ).
(6)

Remark 3. Obtaining Equation (6) from the traditional Caputo derivative (4)
needs us to assume in advance that the unknown function u has too much regu-
larity (for example, for the definition to make sense, we have to assume that u′(s)
exists). Using the new definition of Caputo derivative in [14], the integral form
(6) is equivalent to Equation (1) with the assumption that u is locally integrable
and has a right limit at t = 0 in the sense of Definition 2.1 only. One can check
[8, 13, 7, 14] for more details.

Equation (6) is called Volterra integral equation, which has been studied exten-
sively. Analysis of Equation (1) (or equivalently (6)) can help us understand the
time-delay properties of Caputo derivatives.
2.2. Existence and uniqueness of solutions to (1). In this paper, we will use
the following definition of solutions:

Definition 2.3. u(·) ∈ L1(0, T ) that has a right limit at t = 0 in the sense of
Definition 2.1 is called a weak solution of (1) if the equation is satisfied in the
distribution sense and u(0+) = u0. A weak solution u is called a strong solution
if Dγ

c u ∈ L1(0, T ) and (1) is satisfied almost everywhere with respect to Lebesgue
measure.

By the equivalence of (1) and (6) established in [14], all weak solutions of (1) sat-
isfy the integral equation (6) almost everywhere with respect to Lebesgue measure.
By modifying the result in [14, Theorem 6], we have the following proposition:

Proposition 1. If f(u) is locally Lipschitz continuous on an interval (α, β) ⊂ R,
then ∀u0 ∈ (α, β), there is a unique continuous strong solution with u(0) = u0.
Either this solution exists globally on [0,∞) or there exists Tb > 0 such that either

lim inf
t→T−

b

u(t) = α

or
lim sup
t→T−

b

u(t) = β.

The claim is essentially the same as [14, Theorem 6], so we omit the proof.

Definition 2.4. If u(·) exists globally, we set Tb = ∞ (See Proposition 1). In the
case that max(|α|, |β|) = ∞ and lim supt→T−

b
|u(t)| = ∞, we call Tb the blow-up

time.
3. Some basic properties of solutions to (1).

3.1. Regularity and monotonicity of solutions. In this subsection, we present
and prove the regularity and monotonicity results of solutions to (1). Lemma 3.1
is the result proved in [19] for integral equations. This lemma gives the regularity
of the solutions to (1) and lays the foundation for our later discussion. Theorem
3.3 is the main result in this subsection, which states that the solutions of the
autonomous equations are generally monotone. The proof of this theorem relies
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on Lemma 3.4, which ensures the positivity of the solutions to a certain class of
integral equations. Lemma 3.4 is a slightly different version of [24, Theorem 1]: the
author of [24] assumed y and h to be continuous at t = 0 but we cannot assume
this for our purpose. However, the idea of the proof is the same.

We present the regularity lemma ([19, Theorem 1]):

Lemma 3.1. Suppose f ∈ C1(α, β) for some interval (α, β) and f ′ is locally Lip-
schitz on (α, β). Let u be the unique solution to (1) with u0 ∈ (α, β). Then,
u ∈ C0[0, Tb) ∩ C1(0, Tb). Moreover, y = u′ satisfies the integral equation

y(t) =
f(u0)

Γ(γ)
tγ−1 +

1

Γ(γ)

∫ t

0

sγ−1f ′(u(t− s))y(t− s)ds, ∀t ∈ (0, Tb). (7)

As t→ 0+, u′(t) = O(tγ−1). If f(u0) 6= 0, u′(t) ∼ f(u0)
Γ(γ) t

γ−1 as t→ 0+.

For the idea of proof, one may fix T ∈ (0, Tb) and show that (7) has a unique
continuous solution on (0, T ). Then using the equation for (u(t+ h)− u(t))/h, one
can verify that this finite difference converges to the solution of (7). One can refer
to [19] for a detailed discussion. For the last claim, as long as we have u′ = O(tγ−1),
we can show that the integral is then dominated by the first term as t→ 0+.

Remark 4. Using the group property gnγ ∗ gγ = g(n+1)γ (Equation (3)), we may
find that the solution to (1) is a power series of tγ if f is real analytic. This
observation tells us that tγ power is intrinsic to the Caputo derivative Dγ

c and the
solution is only γ-Hölder continuous at t = 0, but smooth on (0, Tb).

In the following theorem, we will show the sign of f(u(t)) does not change:

Theorem 3.2. Let f be locally Lipschitz continuous. Suppose f(u0) 6= 0. Then
f(u(t))f(u0) ≥ 0, ∀t ∈ (0, Tb), and the equal sign can only be achieved on a nowhere
dense set. Consequently, letting uc be a critical point for (1) in the sense that
f(uc) = 0 and f changes signs near uc, then all solution curves for (1) do not cross
u = uc.

Proof. Without loss of generality, we assume f(u0) > 0. Define

t∗ = inf
{
t > 0 : ∃δ > 0, s.t. f(u(s)) ≤ 0, ∀s ∈ [t, t+ δ]

}
.

First of all, we have that t∗ > 0 since f(u0) > 0. To prove the theorem, we only
need to show t∗ =∞.

We argue by contradiction. Suppose t∗ < ∞, then we can find a δ > 0, s.t.
f(u(t)) ≤ 0 for ∀t ∈ [t∗, t∗ + δ].

We claim that u(t) < u(t∗) for ∀t ∈ (t∗, t∗ + δ).

u(t)− u(t∗) =
1

Γ(γ)

(∫ t

0

(t− s)γ−1f(u(s))ds−
∫ t∗

0

(t∗ − s)γ−1f(u(s))ds

)

=
1

Γ(γ)

(∫ t∗

0

(
(t− s)γ−1 − (t∗ − s)γ−1

)
f(u(s))ds+

∫ t

t∗
(t− s)γ−1f(u(s))ds

)
Notice that f(u(t)) ≥ 0 for t ∈ (0, t∗), and f(u(t)) is strictly positive when t is

close to 0. In addition, f(u(t)) ≤ 0 for t ∈ [t∗, t∗ + δ]. Therefore, the right hand
side is strictly negative. Hence u(t) < u(t∗) and the claim is proved.

By the continuity of u, we conclude that there exist t1, t2, 0 ≤ t1 < t2 ≤ t∗, such
that for any s ∈ [t1, t2], there exists a ts ∈ [t∗, t∗ + δ], u(s) = u(ts). Then for any
s ∈ [t1, t2], f(u(s)) = f(u(ts)) ≤ 0, which contradicts with the definition of t∗.
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For ordinary derivative, as long as we have shown that f(u(t)) has a definite
sign, we have that the solution is monotone. For fractional derivatives, this is not
obvious, however we can also show the monotonicity provided f is close to C2. More
precisely, we have:

Theorem 3.3. Suppose f ∈ C1(α, β) for some interval (α, β) and f ′ is locally
Lipschitz on (α, β). Then, the solution u to (1) with u(0) = u0 ∈ (α, β) is monotone
on the interval of existence (0, Tb), where Tb is given by Proposition 1. If f(u0) 6= 0,
the monotonicity is strict.

Before proving this theorem, let us prove a useful lemma that ensures the positiv-
ity of the solution to an integral equation, which is a slightly different version of [24,
Theorem 1] (for more discussions on positivity of solutions to Volterra equations,
see [5, 24]) :

Lemma 3.4. Let T > 0. Assume h ∈ L1[0, T ], h > 0 a.e., satisfying

h(t)−
∫ t

0

rλ(t− s)h(s)ds > 0, a.e.∀λ > 0.

Here rλ is the resolvent for kernel λtγ−1 satisfying

rλ(t) + λ

∫ t

0

(t− s)γ−1rλ(s)ds = λtγ−1. (8)

Suppose v ∈ C0[0, T ], then the integral equation

y(t) +

∫ t

0

(t− s)γ−1v(s)y(s)ds = h(t) (9)

has a unique solution y(t) ∈ L1[0, T ]. Further, y(t) > 0, a.e.. In particular, if
h(t) = αtγ−1 for α > 0, then y > 0 a.e..

Proof. It can be computed explicitly that

rλ(t) = − d

dt
Eγ(−λΓ(γ)tγ),

where

Eγ(z) =

∞∑
n=0

zn

Γ(nγ + 1)

is the Mittag-Leffler function [17, 12]. Eγ(−λΓ(γ)tγ) is completely monotone that
goes from 1 to 0 on (0,∞) [17]. For the concept of completely monotone, see [25]. As
a result, rλ ∈ L1(0, T )∩C0(0, T ] and rλ > 0. Then, by the fact that the convolution
of two locally integrable functions is again locally integrable, all the convolutions
are well-defined. (Actually, by an abstract argument, it has also been shown in [5,
Lemma 2.1] that rλ is completely monotone and thus non-negative.)

The existence and uniqueness of (9) are shown in [19, Lemma 1]. We now prove
y > 0, a.e..

As v ∈ C0[0, T ], there exists M > 0 such that |v| ≤ M on [0, T ]. Convolving
Equation (9) with rλ, we have∫ t

0

rλ(t− s)y(s)ds+

∫ t

0

∫ t−s

0

λ(t− s− τ)γ−1rλ(τ)dτ
v(s)

λ
y(s)ds

=

∫ t

0

rλ(t− s)h(s)ds. (10)
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Taking the difference between (9) and (10),

y(t)−
∫ t

0

rλ(t− s)y(s)ds+

∫ t

0

rλ(t− s) v
λ
y(s)ds = h(t)−

∫ t

0

rλ(t− s)h(s)ds

where we used the fact λ(t− s)γ−1 − λ
∫ t−s

0
(t− s− τ)γ−1rλ(τ)dτ = rλ(t− s) from

(8).
As a result, y also solves the integral equation

y(t) =

(
h(t)−

∫ t

0

rλ(t− s)h(s)ds

)
+

∫ t

0

rλ(t− s)
(

1− v(s)

λ

)
y(s)ds. (11)

h(t) −
∫ t

0
rλ(t − s)h(s)ds > 0. Picking λ > M , 1 − v

λ > 0 and then y ≥ 0 a.e. on
[0, T ) follows from [19, Lemma 1]. Now from the assumption of this lemma, we have

h(t)−
∫ t

0
rλ(t− s)h(s)ds > 0, in addition we also have rλ > 0 and 1− v

λ > 0. As a
result, y > 0 a.e. from (11).

Lastly, if h(t) = αtγ−1, then

h(t)−
∫ t

0

rλ(t− s)h(s)ds =
α

λ
rλ(t) > 0.

The last claim is proved.

Remark 5. In the proof of Theorem 1 of [24], the author assumed h to be contin-
uous and the solution to be continuous at t = 0. In Lemma 3.4, we do not assume
y to be continuous, which is crucial in the case that h(t) = αtγ−1.

Now, we are able to prove Theorem 3.3:

Proof of Theorem 3.3. Clearly, if f(u0) = 0, then u = u0 is the solution by the
uniqueness. This is trivially monotone.

Now, we assume f(u0) > 0. By Lemma 3.1, u ∈ C1(0, Tb) ∩ C0[0, Tb). Now, we
fix T ∈ (0, Tb). The derivative y = u′ satisfies the equation

y(t) =
f(u0)

Γ(γ)
tγ−1 +

1

Γ(γ)

∫ t

0

(t− s)γ−1f ′(u(s))y(s)ds, t ∈ (0, T ).

Since f ′(u(t)) is continuous on [0, T ] and f(u0) > 0, applying Lemma 3.4, we find
y is positive on (0, T ). Since T is arbitrary, y > 0 on (0, Tb). As a result, u is
increasing.

If f(u0) < 0, we simply consider the equation for y = −u′. The argument is
similar.

For usual ODEs, the solution curves do not intersect. For fractional ODEs, we
can conclude directly from the integral equation (6) that

Proposition 2. If f(u) is locally Lipschitz continuous, non-decreasing, then the
solution curves of (1) do not intersect with each other.

Remark 6. In the case that f(u) is non-decreasing only on some interval, then as
long as one can show that the solutions stay in this interval, then the curves with
initial value in this interval does not intersect. For general f , it is unclear whether
or not the solution curves intersect. The memory is playing a tricky role.
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3.2. Blow-up criterion. Now we present some results regarding the blow-up be-
havior. We first have the following observation

Lemma 3.5. Suppose f(u) is locally Lipschitz, non-decreasing on (0,∞), u0 > 0
and f(u0) > 0. Then, the solution to Equation (1) is non-decreasing on (0, Tb) and
limt→T−

b
u(t) = +∞ where Tb ∈ (0,∞] is given by Proposition 1.

Proof. First of all, let us show that the solution u is non-decreasing on (0, Tb). Note
that the f in this lemma is less regular than the function in Theorem 3.3, hence we
cannot use Theorem 3.3 directly. To show the monotonicity of u, let us consider
the following sequence of functions {un}∞n=0:

u0 = u0, Dγ
c u

n = f(un−1), un(0) = u0, n ≥ 1.

From the integral form of the fractional derivative (6), it is clear that un is contin-
uous on [0,∞). Since f(u0) > 0, we have

u1(t) = u0 +
1

Γ(γ)

∫ t

0

(t− s)γ−1f(u0)ds ≥ u0 = u0(t)

for t ∈ [0,∞). Consequently, f(u1(t)) ≥ f(u0(t)) and hence

u2(t) = u0 +
1

Γ(γ)

∫ t

0

(t− s)γ−1f(u1(s))ds

≥ u0 +
1

Γ(γ)

∫ t

0

(t− s)γ−1f(u0(s))ds

= u1(t).

By induction, un(t) ≥ un−1(t) for all n ≥ 1.
Next, we claim that u(t) > u0 for t ∈ (0, Tb). For this purpose, we define

t∗ = sup{t̄ ∈ (0, Tb) : f(u(t)) > 0, ∀t ∈ (0, t̄)}. We show that t∗ = Tb. First of
all, according to the continuity of u(t) and f(u), and the fact f(u0) > 0, we have
t∗ > 0. If t∗ < Tb, then f(u(t∗)) = 0 by the continuity of f and u. In addition, by
the definition of t∗:

u(t∗) = u0 +
1

Γ(γ)

∫ t∗

0

(t∗ − s)γ−1f(u(s))ds > u0.

Since f is non-decreasing, we have f(u(t∗)) ≥ f(u0) > 0, which is a contradiction.
Using u(t) ≥ u0, we find

u(t) = u0 +
1

Γ(γ)

∫ t

0

(t− s)γ−1f(u(s))ds

≥ u0 +
1

Γ(γ)

∫ t

0

(t− s)γ−1f(u0)ds

= u1(t)
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for t ∈ [0, Tb). Again by induction, u(t) ≥ u2(t) and u(t) ≥ u3(t), etc. Moreover,
since f is non-decreasing and f(un) is positive, we find that for any 0 ≤ t1 < t2 <∞:

u1(t2) = u0 +
1

Γ(γ)

∫ t2

0

(t2 − s)γ−1f(u0)ds

≥ u0 +
1

Γ(γ)

∫ t2

t2−t1
(t2 − s)γ−1f(u0)ds

= u0 +
1

Γ(γ)

∫ t1

0

(t1 − τ)γ−1f(u0)dτ

= u1(t1).

The second equality here is achieved by a change of variable τ = s−(t2−t1). Hence,
u1 is non-decreasing on [0,∞). Similarly,

u2(t2) = u0 +
1

Γ(γ)

∫ t2

0

(t2 − s)γ−1f(u1(s))ds

≥ u0 +
1

Γ(γ)

∫ t2

t2−t1
(t2 − s)γ−1f(u1(s))ds

≥ u0 +
1

Γ(γ)

∫ t2

t2−t1
(t2 − s)γ−1f(u1(s− (t2 − t1)))ds

= u2(t1).

u2 is non-decreasing on [0,∞). By induction, un is non-decreasing. As a conse-
quence, the sequence {un(t)} converges to a non-decreasing function ū(t) for any
t ∈ [0, Tb). By monotone convergence theorem and taking the limit both sides of

un(t) = u0 +
1

Γ(γ)

∫ t

0

(t− s)γ−1f(un−1(s))ds,

ū satisfies (6). Thus by the uniqueness of solution (Proposition 1) it must be u.
Hence, u is non-decreasing.

If Tb < ∞, according to the definition of Tb and the monotonicity, we have
limt→T−

b
u(t) =∞. If Tb =∞, we find

u(t) = u0 +
1

Γ(γ)

∫ t

0

(t− s)γ−1f(u(s))ds ≥ u0 +
f(u0)

Γ(γ)

∫ t

0

(t− s)γ−1ds→∞.

The next result, which is an Osgood type criterion is essentially from [3] for the
Volterra type integral equations. Here, we reinterpret it for our fractional ODE (1),
and using similar ideas we present an improved proof, which enables us to improve
the bounds of blow-up time in Section 5:

Proposition 3. Suppose f(u) is locally Lipschitz, non-decreasing on (0,∞), u0 > 0
and f(u0) > 0. Then, Tb <∞ if and only if there exists U > 0∫ ∞

U

(
u

f(u)

)1/γ
du

u
<∞. (12)

Proof. Consider the equivalent Volterra type equation (6). By Lemma 3.5, u is

increasing and u(t) → ∞ as t → T−b . Pick r > max(1, u
1/γ
0 ). There exists tn < Tb

so that u(tn) = rnγ for n = 1, 2, . . ..
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By (6), we have

u(tn) = u0 +
1

Γ(γ)

∫ tn

0

(tn − s)γ−1f(u(s))ds

≥ f(u(tn−1))

Γ(γ)

∫ tn

tn−1

(tn − s)γ−1ds

=
1

Γ(1 + γ)
f(u(tn−1))(tn − tn−1)γ .

As a result, there exist constants C(γ) > 0 and C1(γ, r) > 0 such that

tn − tn−1 ≤ C(γ)

(
u(tn)

f(u(tn−1))

)1/γ

= C(γ)
r2

r − 1

rn−1 − rn−2

f(r(n−1)γ)1/γ

≤ C1(γ, r)

∫ rn−1

rn−2

1

f(τγ)1/γ
dτ.

On the other hand,

u(tn) = u0 +
1

Γ(γ)

∫ tn

0

(tn − s)γ−1f(u(s))ds

≤ u0 +
1

Γ(γ)

∫ tn−1

0

(tn−1 − s)γ−1f(u(s))ds+
1

Γ(γ)

∫ tn

tn−1

(tn − s)γ−1f(u(s))ds

≤ u(tn−1) +
f(u(tn))

Γ(1 + γ)
(tn − tn−1)γ .

As a result, there exist two constants C̄1(γ) > 0 and C̄2(γ, r) > 0 such that

tn − tn−1 ≥ C̄1(γ)
(r − 1)1/γ

r(r − 1)

rn+1 − rn

f(rnγ)1/γ
≥ C̄2(γ, r)

∫ rn+1

rn

1

f(τγ)1/γ
dτ.

Hence, Tb <∞ if and only if
∫∞ 1

f(τγ)1/γ
dτ <∞, or there exists some U > 0 such

that ∫ ∞
U

(
u

f(u)

)1/γ
du

u
<∞.

4. Comparison principles. The following comparison principle ([14, Theorem
7]) is useful when we study the behavior of (1) and derive certain Grönwall type
inequalities:

Proposition 4 ([14]). Suppose f(u) is locally Lipschitz, non-decreasing on some
interval (α, β). Suppose v1 : [0, T ) 7→ (α, β) is continuous. If v1 satisfies

Dγ
c v1 ≤ f(v1), on [0, T ),

where this inequality means Dγ
c v1−f(v1) is a nonpositive distribution (see [14, Def.

6]). Let v2 be the unique solution to the equation

Dγ
c v2 = f(v2), v2(0) ∈ (α, β),

on [0, Tb) provided by Proposition 1. If v2(0) ≥ v1(0), then on [0,min(T, Tb)),
v1(t) ≤ v2(t).
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Correspondingly, if v1 satisfies

Dγ
c v1 ≥ f(v1), on [0, T ),

where the inequality means Dγ
c v1− f(v1) is a nonnegative distribution and v2 is the

solution to
Dγ
c v2 = f(v2), v2(0) ∈ (α, β).

If v2(0) ≤ v1(0), then v1(t) ≥ v2(t) on [0,min(T, Tb)).

Using the idea of the proof for [14, Theorem 7], we are able to show some other
versions of comparison principles. For example, an integral version is as follows

Proposition 5. Suppose f(·) is locally Lipschitz, non-decreasing on (α, β). If a
continuous function v : [0, T ) 7→ (α, β) satisfies the following inequality

v(t) ≤ u0 +
1

Γ(γ)

∫ t

0

(t− s)γ−1f(v(s))ds, t ∈ [0, T ),

where u is the solution of (1) with initial value u0 ∈ (α, β) on [0, Tb), then we have
v ≤ u on (0,min(T, Tb)).

Similarly, if

v(t) ≥ u0 +
1

Γ(γ)

∫ t

0

(t− s)γ−1f(v(s))ds, t ∈ [0, T ),

then we have v ≥ u on (0,min(T, Tb)).

Note that the integral version is not a pure repetition of Proposition 4 since we
do not necessarily have Dγ

c v ≤ f(v) (Dγ
c v ≥ f(v)) for all t ∈ (0, T ). Another version

of comparison principle is a corollary of Proposition 4:

Corollary 1. Suppose both f1(u) and f2(u) are locally Lipschitz on (α, β), satisfying
f1(u) ≥ f2(u) for any u ∈ (α, β). Assume that one of them is non-decreasing. Let
u1 and u2 be the solutions of Dγ

c u = f1(u) and Dγ
c u = f2(u) on the intervals

(0, T 1
b ) and (0, T 2

b ) with initial values u1(0) and u2(0) respectively. If in addition
α < u2(0) ≤ u1(0) < β, then

u1 ≥ u2,∀t ∈ (0,min(T 1
b , T

2
b )).

Proof. First, assume that f2 is non-decreasing. Then, we have

Dγ
c u1 = f1(u1) ≥ f2(u1).

Applying Proposition 4 for Dγ
c u1 ≥ f2(u1) yields the claim.

If for otherwise f1 is non-decreasing, we have

Dγ
c u2 = f2(u2) ≤ f1(u2).

Applying Proposition 4 for Dγ
c u2 ≤ f1(u2) yields the claim.

5. Blowup and long time behavior for a class of fractional ODEs. In this
section, we will focus on the cases f(u) = Aup and (α, β) = (0,∞) for simplicity.

Dγ
c u = Aup, u(0) = u0 > 0. (13)

This type of equations are general enough. For example, if p > 0 and there exist
C1 > 0, C2 > 0 such that C1u

p ≤ f(u) ≤ C2u
p, then the solution is under control

according to Corollary 1. We will discuss in different cases to show that (13) shares
the regularity properties of normal time derivative ODE. Moreover, one can also
prove some “time-delay properties” of (13).
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5.1. Finite time blowup. As an application of Proposition 3, we have the follow-
ing theorem:

Theorem 5.1. Let p ≥ 0, A > 0, u0 > 0, and u(t) be the unique solution to
fractional ODE (13). Then, we have the following claims: (1). u(t) is an increasing
function and limt→T−

b
u(t) = ∞. (2). All the solution curves with u0 ≥ 0 do not

intersect with each other. (3). If 0 ≤ p ≤ 1, Tb =∞, i.e. the solution exists globally.
(4). If p > 1, u(t) blows up in finite time (i.e. Tb <∞ and limt→T−

b
u(t) =∞).

Proof. By Lemma 3.5, u(·) is an increasing function and limt→T−
b
u(t) =∞. Since

u ≥ u0 > 0, and Aup is increasing in (0,∞), by Proposition 2 and Remark 6, the
solution curves wtih u0 ≥ 0 do not intersect.

On [u0,∞), f(u) = Aup is locally Lipschitz continuous. As a corollary of Propo-
sition 3, when 0 ≤ p ≤ 1, the solution exists globally, i.e Tb =∞. And when p > 1,
the solution blows up in finite time.

5.2. The bounds of blow-up time. In this subsection, our main goal is to find
suitable bounds of the blow-up time and to understand the effects of the memory
introduced by the Caputo derivatives. Clearly, one possible lower bound is the
radius of convergence of the power series u =

∑∞
n=0 ant

nγ , however the asymptotic
behavior of an is hard to find. In [21], the author provided some bounds for the
blow-up time of the integral equation (6). In this paper, we have the following
improved result:

Proposition 6. Suppose γ ∈ (0, 1), p > 1, A > 0, and u0 > 0. Let Tb be the
blow-up time of the solution to (13). Then, we have the following inequality

TL ≤ Tb ≤ TU (14)

where

TL =

(
Γ(1 + γ)

Aup−1
0

)1/γ

sup
r>1

(rγ − 1)1/γ

r(rp−1 − 1)
,

TU =

(
Γ(1 + γ)

Aup−1
0

)1/γ

inf
r>1,m∈Z+

(
rp

r(m+1)(p−1) − rm(p−1)
+

(
1− rmγ(1−p)

p− 1

)1/γ
)
.

Proof. Let r > 1. We now choose tn such that

u(tn) = u0r
nγ .

It is then clear that 0 = t0 < t1 < t2 . . .. For convenience, we denote

k(t) =
1

Γ(γ)
tγ−1, K(t) =

1

Γ(1 + γ)
tγ .

The following relation

u(tn) = u0 +

∫ tn−1

0

k(tn − s)f(u(s))ds+

∫ tn

tn−1

k(tn − s)f(u(s))ds

≤ u0 +

∫ tn−1

0

k(tn−1 − s)f(u(s))ds+K(tn − tn−1)f(u(tn))

yields that

K(tn − tn−1) ≥ u0r
nγ(1− r−γ)

f(u0rnγ)
.
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Hence

tn − tn−1 ≥

(
Γ(1 + γ)

Aup−1
0

)1/γ
(1− r−γ)1/γ

rn(p−1)
. (15)

As a result,

Tb =

∞∑
n=1

tn − tn−1 ≥

(
Γ(1 + γ)

Aup−1
0

)1/γ
(rγ − 1)1/γ

r(rp−1 − 1)
.

To prove the upper bound, we fix m ≥ 1, and then find

u(t) ≥ u0 +

∫ t

0

1

Γ(γ)
(tm − s)γ−1f(u(s))ds := v(t), t ∈ (0, tm). (16)

It is clear that v(tm) = u(tm). As a result,

v′(t) =
1

Γ(γ)
(tm − t)γ−1f(u(t)) ≥ 1

Γ(γ)
(tm − t)γ−1f(v(t))

and ∫ u(tm)

u0

dv

f(v)
≥ 1

Γ(1 + γ)
tγm,

implying

tm ≤

(
Γ(1 + γ)

A(p− 1)up−1
0

)1/γ

(1− rmγ(1−p))1/γ . (17)

For n ≥ m+ 1, we find

u(tn) ≥ u0 +

∫ tn

tn−1

1

Γ(γ)
(tn − s)γ−1f(u(tn−1))ds,

and thus

1

Γ(1 + γ)
(tn − tn−1)γf(u(tn−1)) ≤ u0r

nγ − u0 ≤ u0r
nγ . (18)

Combining (17) and (18), we finally have the upper bound,

Tb =

∞∑
n=m+1

(tn − tn−1) + tm

≤

(
Γ(1 + γ)

Aup−1
0

)1/γ
rp

r(m+1)(p−1) − rm(p−1)
+ tm

=

(
Γ(1 + γ)

Aup−1
0

)1/γ (
rp

r(m+1)(p−1) − rm(p−1)
+

(
1− rmγ(1−p)

p− 1

)1/γ
)
.

In the proof of the upper bound, the estimate we did for tm essentially follows
the method in [21]. By optimizing the constants we get in the Proposition 6, we
have
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Theorem 5.2. Let γ ∈ (0, 1), p > 1, A > 0 and u0 > 0. The following bounds for
the blow-up time Tb of Equation (13) hold,(

Γ(1 + γ)

Aup−1
0 G(p)

)1/γ

≤ Tb ≤

(
Γ(1 + γ)

Aup−1
0 H(p, γ)

)1/γ

, (19)

where

G(p) = min

(
2p,

pp

(p− 1)p−1

)
, H(p, γ) = max

(
p− 1, 2−

pγ
p−1

)
. (20)

Consequently, with A > 0, p > 1 fixed, there exist u02 > u01 > 0 such that
whenever u0 < u01, limγ→0+ Tb =∞, while u0 > u02 implies limγ→0+ Tb = 0.

Proof. For the lower bound, picking r = 21/γ > 1, we find

sup
r>1

(rγ − 1)1/γ

rp − r
≥ 11/γ

2p/γ − 21/γ
≥ 1

2p/γ
.

Similarly, picking r = (p/(p− 1))1/γ yields

sup
r>1

(rγ − 1)1/γ

rp − r
≥
(

(p− 1)p−1

pp

)1/γ

.

For the upper bound, we fix m > 1
p−1 , and let r →∞:

rp

r(m+1)(p−1) − rm(p−1)
+

(
1− rmγ(1−p)

p− 1

)1/γ

→
(

1

p− 1

)1/γ

.

If instead we choose m = 1 and r = 21/(p−1) > 1, we have

rp

r(m+1)(p−1) − rm(p−1)
+

(
1− rmγ(1−p)

p− 1

)1/γ

=
1

2
2

p
p−1 +

1

2

(
2γ − 1

p− 1

)1/γ

.

Consider Q(p) := 2
p
p−1

(
p−1
2γ−1

)1/γ

. By elementary calculus, we have

Q′(p) = Q(p) (logQ(p))
′

= Q(p)
1

(p− 1)2

1

γ
(p− 1− γ log 2).

Hence,

Q(p) ≥ Q(γ log 2 + 1) = 2

(
γe log 2

2γ − 1

)1/γ

≥ 2(e log 2)1/γ ≥ 2.

For the second inequality, note that γ − 2γ + 1 is concave on (0, 1) and equals zero
at γ = 0, 1, so γ > 2γ − 1 for γ ∈ (0, 1). We find

Tb ≤
1

2
2

p
p−1 +

1

2

(
2γ − 1

p− 1

)1/γ

≤ 3

4
2

p
p−1 < 2

p
p−1 ,

and the upper bound follows.
As long as we have these two bounds, it is clear that we can pick

u01 = A−
1
p−1 max

(
2−

p
p−1 ,

p− 1

pp/(p−1)

)
, u02 = A−

1
p−1 min

(
1,
( 1

p− 1

)1/(p−1)
)
.
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Remark 7. From Theorem 5.2, one can clearly see how the memory plays the role.
The memory is getting stronger as γ goes closer to 0. When u0 is very small, the
strong memory defers the blowup. If u0 is large, the strong memory accelerates the
blowup. For the critical value of u0, we believe it is determined by the limiting case
γ = 0:

Dγ
c u = u− u0 = Aup.

If u0 >
p−1
p

(
1
pA

)1/(p−1)

, this algebraic equation has no solution and it means the

blow-up time is zero. If u0 <
p−1
p

(
1
pA

)1/(p−1)

, there is a constant solution for t > 0

which means the blow-up time is infinity.

Remark 8. The estimates (p−1)p−1

pp and ( 1
p−1 )1/γ for the blow-up time can also

be obtained by the results in [22] for the Volterra integral equations, but we have
better constants here. One may observe the following two facts:

• p ≥ 2 if and only if (p−1)p−1

pp ≥ 1
2p . Hence for p ∈ (1, 2), G(p) = 2p in (20)

while for p ∈ (2,∞), G(p) = pp

(p−1)p−1 . The latter gives asymptotic behavior

for large p.

• For the upper bound, if p < 2, as γ is small enough, 2−
γp
p−1 > p − 1 and

H(p, γ) = 2−
γp
p−1 in (20) while for large p, H(p, γ) = p − 1 and it gives the

asymptotic bound for large p.

Remark 9. One may wonder the asymptotic behavior, or so-called growth rate
of the solution near the blow-up time. There are a lot of references about this
topic. One can check, for instance [21, 22]. To find the correct power of the
blow-up profile, one can plug 1

(T−t)α into (13) and use the heuristic calculation

Dγ
c ( 1

(T−t)α ) ≈ 1
(T−t)α+γ , which means α + γ = pα, or α = γ

p−1 . In fact, from (3.2)

in [22], the solution to (13) satisfies

u(t)− u0 ∼

[
Γ( pγ

p−1 )

AΓ( γ
p−1 )

] 1
p−1 (

(Tb − t)−1 − T−1
b

) γ
p−1 , as t→ T−b . (21)

One can find the proof in the appendix (Section 7). In addition, as in [21, 22], one
can expect explicit asymptotic behavior for more general f(u).

5.3. Other cases. In this subsection, we discuss other choices of the parameters
A and p in (13).

First of all, we investigate the cases A > 0 and p < 0.

Theorem 5.3. Let A > 0, p < 0 and u0 > 0, and u(t) be the solution to (13).
Then, u exists globally on (0,∞) and is increasing. Moreover,

u0 ≤ u(t) ≤ u0 +Aup0
1

Γ(1 + γ)
tγ .

Proof. We define

f̃(u) =

{
Aup, u ≥ u0,

Aup0, u < u0.

Consequently, f̃ is locally Lipschitz.
By Proposition 1, Dγ

c v = f̃(v) has a unique solution v with an interval of ex-

istence [0, Tb). Clearly, f̃(v(t)) > 0 on [0, Tb), and consequently v(t) > u0 for
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t ∈ (0, Tb). This implies that v is actually the solution to Dγ
c u = Aup on [0, Tb).

We therefore identify v with u. The monotonicity of u follows from Theorem 3.3.
We compare u with the solution of Dγ

cw = Aup0, w(0) = u0 using Corollary 1
and find that

u(t) ≤ w(t) = u0 +Aup0
1

Γ(1 + γ)
tγ .

This implies that Tb =∞.

We now consider A < 0.

Proposition 7. Let A < 0, u0 > 0 and p ∈ R. There exists Tb ∈ (0,∞], such
that (13) has a unique solution u on (0, Tb). Moreover, 0 < u(t) < u0 and it is
decreasing on (0, Tb), satisfying

lim
t→T−

b

u(t) = 0. (22)

Proof. Since Aup (p ∈ R) is locally Lipschitz on (0,∞), applying Proposition 1 for
the interval (α, β) = (0,∞), (13) has a unique solution u with u(0) = u0 > 0 on
(0, Tb).

Since f(u) = Aup (A < 0, p ∈ R) is smooth on (0,∞) and f(u0) 6= 0, by Theorem
3.3, u is strictly monotone. Using the integral form (6), it is clear that u(t) < u0

for t > 0. Hence u is decreasing. From Proposition 1, either Tb = ∞ or Tb < ∞
and limt→T−

b
u(t) = 0. To finish the proof, we only need to show that if Tb = ∞,

limt→Tb u(t) = 0. Suppose for otherwise limt→Tb u(t) 6= 0. Then, u(t) is bounded
below by δ > 0. Then, as t→ Tb =∞,

u(t) = u0 −
1

Γ(γ)

∫ t

0

|A|u(s)p(t− s)γ−1ds

≤ u0 −
1

Γ(γ)

∫ t

0

|A|min(δp, up0)(t− s)γ−1ds→ −∞,

which is a contradiction.

Remark 10. In the case p < 1, it is possible that Tb < ∞ and Aup is defined on
R. The solution may be extended beyond Tb. However, Aup may not be Lipschitz
continuous at u = 0 and it makes the analysis complicated (of course p = 0 case is
trivial and we have u(t) = u0 +Agγ+1).

In the case p < 1, Aup may not be Lipschitz at u = 0. Hence, for simplicity, we
only consider A < 0, p ≥ 1 for further discussion. Actually, we are able to show:

Theorem 5.4. Fix γ ∈ (0, 1), p ≥ 1, u0 > 0 and A < 0. Let u(t) be the unique
solution to (13) with initial value u0. Then, u(t) > 0,∀t > 0. u(·) is decreasing and
limt→∞ u(t) = 0. Moreover, there exists C(u0, A, p) > 0 such that when t is large
enough,

u(t) ≥ C(u0, A, p)
t−γ/p

Γ(1− γ)1/p
. (23)

Proof. First of all, by Proposition 7, u is decreasing. Pick r ∈ (0, 1). By the fact
limt→T−

b
u(t) = 0, we are able to pick disjoint intervals Jn = (tn−1, tn) such that u

stays between u(tn−1) and u(tn) inside Jn and u(tm) = u0r
mγ .
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Therefore,

u(tn) ≥ u0 −
|A|

Γ(γ)

∫ tn−1

0

(tn − s)γ−1u(s)pds− |A|u
p(tn−1)

Γ(γ)

∫ tn

tn−1

(tn − s)γ−1ds

≥ u(tn−1)− C1u
p(tn−1)|Jn|γ .

This implies that

|Jn| ≥ C2(r, u0, p, γ)r−(n−1)(p−1).

As a result,

Tb ≥
∑
n

|Jn| =∞.

It follows that for any t > 0, u(t) > 0, u is decreasing and

lim
t→∞

u(t) = 0.

Since u ∈ C1(0, Tb) ∩ C0[0, Tb), integrating by parts from (4) gives us the alter-
native expression for Caputo derivative (5). Now, u(t) ≤ u(s) for all s ≤ t and as a
result,

Γ(1− γ)Dγ
c u(t) ≤ (u(t)− u(0))t−γ .

When t is large enough,

up(t) ≥ u0

2A

t−γ

Γ(1− γ)
.

Remark 11. The proof of Theorem 5.4 is quite indirect. The equation may be
rewritten as

u(t) + |A|gγ ∗ (θ(t)up) = u0

and |A|up is an m-accretive operator (see [6]) of u when p > 1, u > 0. This form
is related to the equations studied in [6] and may yield some direct proof using
functional analysis. In the case that the kernel is not L1, [6] requires that m-
accretive operator to be coercive which does not apply here.

Remark 12. It is well known that γ = 1 yields u(t) ∼ Ct−1/(p−1), which decays
to zero faster than t−γ/p. The memory really gives a slow decaying rate. As γ → 1,
Γ(1− γ)→∞ and the dominant term in (23) vanishes. This means t−1/(p−1) must
appear in the next order and the slow decaying dominate term (23) is an effect of
memory.

Remark 13. Regarding the asymptotic behavior of Caputo derivative, we may
consider the derivative of (1 + t)p. If p > 0,

Dγ
c (1 + t)p ∼ Cptp−γ , t→∞

since (1 + t)p is smooth and one can use (4) to compute. In the decaying cases
p < 0,

Dγ
c (1 + t)p ∼ Cpt−γ , t→∞.

This means no matter how fast the function decays, the Caputo derivative is al-
ways like −Ct−γ asymptotically, which can also be confirmed through the proof of
Theorem 5.4.

Actually, −t−γ should be the intrinsic rate for the Caputo derivative of decaying
functions. If, for example, Dγ

c u(t) ≤ −C(1+ t)−γ+δ for some C > 0 and δ > 0, then
u(t)→ −∞. Conversely, if Dγ

c u(t) ∼ −(1 + t)−γ−δ, then u, though is less than u0,
will eventually go back to u0. Notice that though the Caputo derivative is negative,
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the function does not always decay. This is because the decaying property at the
earlier stage lingers to later stage due to memory.

6. Discrete equations and numerical simulations. In this section, we study
discrete equations obtained from discretizing the differential equation (1) or the
integral equation (6). We will consider some typical numerical schemes which are
useful in different situations (e.g. stability analysis for numerical schemes or the
proof of existence of weak solutions to fractional PDEs).

In this section, k > 0 is the time step, and tn = nk. un is the computed numerical
value at tn and u(tn) is the value of the solution to (1) evaluated at tn.

6.1. Schemes for the integral equation. Consider discretizing (6) with explicit
schemes. We have

un = u0 +
kγ

Γ(1 + γ)

n−1∑
m=0

f(um)
(

(n−m)γ − (n−m− 1)γ
)

(24)

or

un = u0 +
kγ

Γ(γ)

n−1∑
m=0

f(um)(n−m)γ−1. (25)

To study these two schemes, we first prove the following discrete Grönwall in-
equalities:

Lemma 6.1. Let f(u) be nonnegative, non-decreasing, locally Lipschitz on [0,∞)
and let u0 > 0. Suppose wn (0 ≤ n ≤ N) is a nonnegative sequence (wn ≥ 0) such
that

wn ≤ u0 +
kγ

Γ(1 + γ)

n−1∑
m=0

f(wm)
(

(n−m)γ − (n−m− 1)γ
)
, 0 ≤ n ≤ N,

or

wn ≤ u0 +
kγ

Γ(γ)

n−1∑
m=0

f(wm)(n−m)γ−1, 0 ≤ n ≤ N,

then

wn ≤ u(nk), 0 ≤ n ≤ N, n < Tb/k,

where u(t) is the unique solution to the fractional ODE (1) with initial condition
u(0) = u0.

Proof. We prove by induction. n = 0 is clearly true. Now, let 1 ≤ n ≤ N and
assume that wm ≤ u(mk) for all m ≤ n− 1. Then, by the non-decreasing property
of f and the induction assumption, we have

wn ≤ u0 +
kγ

Γ(1 + γ)

n−1∑
m=0

f(wm)
(

(n−m)γ − (n−m− 1)γ
)

≤ u0 +
kγ

Γ(1 + γ)

n−1∑
m=0

f(u(mk))
(

(n−m)γ − (n−m− 1)γ
)

= u0 +
1

Γ(γ)

n−1∑
m=0

∫ tm+1

tm

(nk − s)γ−1f(u(mk))ds.
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Since f(·) is non-negative, by Lemma 3.5, u(·) is increasing. As a result,

wn ≤ u0 +
1

Γ(γ)

n−1∑
m=0

∫ tm+1

tm

(nk − s)γ−1f(u(mk))ds

≤ u0 +
1

Γ(γ)

∫ nk

0

(nk − s)γ−1f(u(s))ds = u(tn).

The proof for the other inequality is similar due to the fact

kγ

Γ(γ)
(n−m)γ−1 ≤ 1

Γ(γ)

∫ tm+1

tm

(nk − s)γ−1ds.

This lemma recovers the discrete Grönwall inequality in [9]:

Corollary 2 ([9]). Let {an} be a non-negative sequence. If {an} satisfies

an ≤ B +
λ

Γ(γ)
kγ

n−1∑
m=0

(n−m)γ−1am, 0 ≤ n ≤ N,

where B > 0 and λ > 0 are independent of n, k, γ, then,

an ≤ u(nk) = BEγ(λ(nk)γ), 0 ≤ n ≤ N.

Here, u(t) is the solution to Dγ
c u = λu with initial value B and Eγ is the Mittag-

Leffler function.

We conclude the following stability result about the schemes, which is useful
when studying numerical schemes of fractional PDEs.

Proposition 8. Let f(u) be nonnegative, non-decreasing, locally Lipschitz on [0,∞)
and u0 > 0. Suppose un solves the numerical scheme (24) or (25), and u is the
unique solution to (1) with initial value u0. Then, we have

un−1 ≤ un ≤ u(nk), 1 ≤ n < Tb/k.

Proof. un ≤ u(nk) follows directly from Lemma 6.1.
Now, let us show that {un} is non-decreasing under the scheme (24) by induction.

For n = 1, it is clear that u1 ≥ u0 by direct computation. Now, let n ≥ 2 and assume
that um ≥ um−1 for all 1 ≤ m ≤ n− 1.

un = u0 +
kγ

Γ(1 + γ)

n−1∑
m=0

f(um)
(

(n−m)γ − (n−m− 1)γ
)

≥ u0 +
kγ

Γ(1 + γ)

n−1∑
m=1

f(um−1)
(

(n−m)γ − (n−m− 1)γ
)

= u0 +
kγ

Γ(1 + γ)

n−2∑
m=0

f(um)
(

(n− 1−m)γ − (n−m− 2)γ
)

= un−1.

The proof for scheme (25) is similar.
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6.2. Schemes for the differential equation. Now, let us discretize Equation
(1) directly. We assume the solution is C1(0, Tb), and use the following first order
scheme from [16, 15] based on the explicit formula (4):

Dγ
c u(tn+1) =

1

Γ(1− γ)

n∑
m=0

∫ tm+1

tm

(u(tm+1)− u(tm))/k

(tn+1 − s)γ
ds+O(k2−γ)

=
1

Γ(2− γ)kγ

n∑
m=0

(u(tn+1−m)− u(tn−m))[(m+ 1)1−γ −m1−γ ] +O(k2−γ).

Denote

(Dγhu)n+1 =
1

Γ(1− γ)

n∑
m=0

∫ tm+1

tm

(u(tm+1)− u(tm))/k

(tn+1 − s)γ
ds

=
1

Γ(2− γ)kγ

n∑
m=0

(u(tn+1−m)− u(tn−m))[(m+ 1)1−γ −m1−γ ]

= k−γ
n+1∑
m=0

bn+1
m u(tn+1−m).

(26)

We can determine that for all n ≥ 0,

Γ(2− γ)bn+1
0 = 1,

Γ(2− γ)bn+1
m = (m+ 1)1−γ − 2m1−γ + (m− 1)1−γ , 1 ≤ m ≤ n,

Γ(2− γ)bn+1
n+1 = −(n+ 1)1−γ + n1−γ .

(27)

It is clear that bn+1
m does not depend on n if m ≤ n. Hence, for simplicity, we write

Γ(2− γ)bm =

{
1, m = 0,

(m+ 1)1−γ − 2m1−γ + (m− 1)1−γ < 0, m ≥ 1.

Using this basic discretization, we can formulate the explicit and implicit schemes
respectively as

(Dγhu)n+1 = f(un) (28)

and

(Dγhu)n+1 = f(un+1). (29)

First of all, we discuss the explicit scheme:

(Dγhu)n+1 = f(un)⇔ b0u
n+1 = kγf(un)−

n∑
m=1

bmu
n+1−m − bn+1

n+1u
0. (30)

The following result follows from the facts bm < 0 for m ≥ 1 and bn + bn+1
n+1 = bnn:

Lemma 6.2. Suppose f(u) is nonnegative, non-decreasing on [0,∞) and u0 ≥ 0,
then un given by the explicit scheme (28) is nondecreasing.

We have the following discrete comparison principles:

Lemma 6.3. Suppose f(u) is nonnegative, non-decreasing on [0,∞) and u0 ≥ 0.
If {wn} is a sequence satisfying w0 ≥ u0 and

(Dγhw)m+1 ≥ f(wm), m ≤ N − 1,
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then wn ≥ un for n ≤ N . Correspondingly, if w0 ≤ u0 and

(Dγhw)m+1 ≤ f(wm), m ≤ N − 1,

then wn ≤ un for n ≤ N .

Proof. We only prove ‘≥’ case while the other case is similar. It follows directly
from the following induction inequality

b0w
n+1 = kγ(Dγhw)n+1 −

n∑
m=1

bmw
n+1−m − bn+1

n+1w
0

≥ kγf(wn)−
n∑

m=1

bmw
n+1−m − bn+1

n+1w
0

≥ kγf(un)−
n∑

m=1

bmu
n+1−m − bn+1

n+1u
0

= b0u
n+1,

since b0 > 0 and bm < 0 for m ≥ 1.

We now move on to the implicit scheme (29), which is given by

(Dγhu)n+1 = f(un+1)⇔ b0u
n+1 − kγf(un+1) = −

n∑
m=1

bmu
n+1−m − bn+1

n+1u
0. (31)

Assume that f ∈ C1[0,∞), non-decreasing and b0−kγf ′(u0) > 0. Hence, f ′(z) ≥ 0.
In this case, the implicit scheme is solved by finding the root of b0z − kγf(z) =
−
∑n
m=1 bmu

n+1−m − bn+1
n+1u

0 on [u0,M ] where

M := sup{M0 > 0 : b0 − kγf ′(z) ≥ 0,∀z ∈ [0,M0]}.

It is clearly that limk→0M =∞. Hence, it is sufficient for us to find the numerical
solution on [0,M ]. If there is no root of the scheme on [0,M ] for n = N∗, then the
numerical solution breaks up, and the corresponding time

Tb(k) = N∗k (32)

is regarded as numerical blow-up time.
With this convention, similarly we can show that

Lemma 6.4. Assume that f ∈ C1[0,∞) is nonnegative, non-decreasing and u0 ≥
0. Then, {un} given by the implicit scheme (29) is non-decreasing. Moreover, if
w0 ≥ u0 and

(Dγhw)m ≥ f(wm), m ≤ N,
then wn ≥ un for n ≤ N , n < N∗.

Correspondingly, if w0 ≤ u0 and

(Dγhw)m ≤ f(wm), m ≤ N,

then wn ≤ un for n ≤ N , n < N∗.

Combining these facts, we have the following claim

Theorem 6.5. Assume that f is nonnegative, non-decreasing and u0 ≥ 0 on [0,∞).
In addition, suppose f ∈ C1[0,∞), f ′ is locally Lipschitz and the solution u to (1)
is convex. Let unex be the solution given by the explicit scheme (28) and unim be given
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by the implicit scheme (29). Then {unex} and {unim} are monotone sequences, and
we have

unex ≤ u(nk) ≤ unim, n < min(N∗, Tb/k).

Proof. The monotonicity for {unex} and {unim} follows Lemma 6.3 and Lemma 6.4.
We only need to show unex ≤ u(nk) ≤ unim. If f ∈ C1[0,∞) and f ′ is locally

Lipschitz, then u ∈ C1(0, Tb) ∩ C0[0, Tb) by Lemma 3.1. Since u is convex, u′ is
non-decreasing. Denoting

wn = u(nk),

and thus

(Dhw)n+1 =
1

Γ(1− γ)

n∑
m=0

∫ tm+1

tm

(u(tm+1)− u(tm))/k

(tn+1 − s)γ
ds.

For the explicit scheme, we have∫ tm+1

tm

(u(tm+1)− u(tm))/k

(tn+1 − s)γ
ds ≥

∫ tm+1

tm

u′(tm)

(tn+1 − s)γ
ds

=

∫ tm

tm−1

u′(tm)

(tn+1 − k − s)γ
ds

≥
∫ tm

tm−1

u′(s)

(tn+1 − k − s)γ
ds.

As a result, we have (Dhw)n+1 ≥ Dγ
c u(tn) = f(u(tn)) = f(wn) and the result

follows from Lemma 6.3.
For implicit scheme,

f(u(tn+1))− (Dhw)n+1 = Dγ
c u(tn+1)− (Dhw)n+1

=

n∑
m=0

∫ tm+1

tm

1

(tn+1 − s)γ

(
u′(s)− 1

k

∫ tm+1

tm

u′(τ)dτ

)
ds ≥ 0,

since u′ is non-decreasing. The last inequality is obtained by applying∫ b

a

fgdx ≥ 1

b− a

∫ b

a

gdx

∫ b

a

fdx, (33)

if both f and g are non-decreasing non-negative continuous functions. In fact, there

is ξ ∈ (a, b) such that g(ξ) = 1
b−a

∫ b
a
g(x)dx, and∫ b

a

f(x)(g(x)− g(ξ))dx =

∫ ξ

a

f(x)(g(x)− g(ξ))dx+

∫ b

ξ

f(x)(g(x)− g(ξ))dx

≥ f(ξ)

∫ b

a

(g(x)− g(ξ))dx = 0.

The claim then follows from Lemma 6.4.

Remark 14. The explicit schemes can be used to prove the stability and conver-
gence of some approximation schemes for fractional PDEs and thus the convergence
and existence of solutions. The implicit schemes can be used to prove positivity of
solutions and to estimate the blow-up time.
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Figure 1. Solution curves for f(u) = Au2 with u(0) = u0. (a).
A = 1, u0 = 0.12, γ = 0.6; (b). A = 1, u0 = 1.2, γ = 0.6.
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Figure 2. Blow-up time versus γ. The red solid line shows the
numerical results of the blow-up time. The blue dotted line is
the estimated upper bound and the green dashed line is the lower
bound, provided by Theorem 5.2. (a). A = 1, u0 = 0.12; (b).
A = 1, u0 = 1.2.

6.3. Numerical simulations. For f(u) = Aup, the numerical solutions using ex-
plicit schemes (24), (25) and (28) never break up (i.e. un can be computed for any
n ≥ 1). The implicit scheme is more suitable for the study of blowup. If we use the
implicit scheme (29), we look for the root of the scheme (31) in [un,M ] to find un+1

where M = (k−γ/(pAΓ(2−γ))1/(p−1). Suppose that the sequence terminates at N∗

and numerically we set Tb(k) = N∗k. It is expected that Tb(k)→ Tb as k → 0+.
For p = 2, the implicit scheme (31) can be solved exactly and therefore this allows

us to compute the numerical solutions accurately and fast enough. Below, we do
the numerical simulations using the implicit scheme for f(u) = u2 by choosing k
sufficiently small.

In Figure 1, we sketch two typical solution curves. Figure 1 (a) shows the solution
curve with u0 = 0.12, γ = 0.6, while Figure 1 (b) shows the solution curve with
u0 = 1.2, γ = 0.6. Comparing the blow-up time in both cases, we find clearly that
small u0 defers the blowup while large u0 accelerates the blowup.

To investigate this issue further, in Figure 2, we plot the blow-up time versus γ,
meanwhile we also plot the estimated upper and lower bounds gained from Theorem
5.2. In the case u0 = 0.12, the line of real blow-up time around γ = 0.2 is quite steep.
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In the case u0 = 1.2, the line of real blow-up time around γ = 0 is approximately
equal to 0. The numerical results agree with our analysis in Section 5.2. If u0 is
big enough such that u− u2 = u0 has no solution, i.e. u0 > 0.25, the blow-up time
decreases as γ decreases, which means samller γ accelerates the blowup. However,
if u0 is small, i.e. u0 < 0.25, then the blow-up time increases as γ decreases, which
means samller γ defers the blowup. These observations agree with intuition that as
the smaller γ is, the stronger the memory effect is.

7. Appendix. In this section, we restate the result in [22] regarding the growth
rate of (13), as we mentioned in Remark 9. The statement is tailored to our prob-
lem, and we also present the proof for convenience. In fact, we have the following
statement.

Proposition 9 ([22]). For p > 1, γ ∈ (0, 1), A > 0, u0 > 0, the solution of (13)
satisfies (21), where Tb is the blow-up time guaranteed by Theorem 5.1.

Proof. We set v(t) = u(t)− u0. First, we use the following transformation:

η(t) = (Tb − t)−1 − η0, η0 = T−1
b , ω(η) = v(t). (34)

Now based on the definition of Tb, we have ω(η)→∞ as η →∞. The corresponding
equation for ω is as follows:

ω(η) =
A

Γ(γ)

∫ η

0

(η − ξ)γ−1(ξ + η0)1−γ(η + η0)1−γ(ξ + η0)−2(ω(ξ) + u0)pdξ, (35)

where

Φ(ξ) = (ξ + η0)−2(ω(ξ) + u0)p. (36)

Now let ξ = ητ , then

ω(η) =
A

Γ(γ)
η

∫ 1

0

ηγ−1(1− τ)γ−1(ητ + η0)−1−γ(η + η0)1−γ(ω(ητ) + u0)pdτ. (37)

Now based on [2], the right hand side as η → ∞ has the following asymptotic
behavior:

ω(η) ∼ η A

Γ(γ)

(
η

η + η0

)γ−1 ∫ ∞
0

K(τ)F (ητ)dτ ∼ η A

Γ(γ)

∫ ∞
0

K(τ)F (ητ)dτ,

where

K(τ) = (1− τ)γ−1θ(1− τ), F (ητ) = (ητ + η0)−1−γ(ω(ητ) + u0)p.

Here θ(s) is the standard Heaviside function. As in [2], we use Parseval formula
and Mellin transform, then

ω(η) ∼ η A

Γ(γ)

1

2πi

∫ c+i∞

c−i∞
M [K(τ); 1− z]M [F (ητ); z]dz,

where

M(ν(τ); z) =

∫ ∞
0

τz−1ν(τ)dτ.

Now notice that

M [F (ητ); z] = η−zM(F (τ); z),

and

M [K(τ); 1− z] =
Γ(γ)Γ(1− z)
Γ(1 + γ − z)

.
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Hence,

ω(η) ∼ η A

2πi

∫ c+i∞

c−i∞
η−z

Γ(1− z)
Γ(1 + γ − z)

M [F (τ); z]dz.

By pluging in the anzats ω(η) ∼ Cηl and checking the simple pole of the integrand,
we have

ω(η) ∼ AΓ(pl − γ)

Γ(pl)
ω(η)pη−γ as η →∞,

which is what we need.
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