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ABSTRACT
For all known finite dimensional filters, one always assumes that the observation terms be degree one polynomials. However, in practice, the observation terms may be nonlinear, e.g. tracking problems. In this paper, we consider the Yau filtering system \( \frac{\partial f_j}{\partial x_i} - \frac{\partial f_i}{\partial x_j} = c_{ij} \) is constant for all \( i, j \) with nonlinear observation terms and arbitrary initial condition. The novelty of the paper lies in (i) the real time computation of the solution of the Duncan-Mortensen-Zakai (DMZ) equation is reduced to the computation of Kolmogorov equation. Based on Gaussian approximation of the initial condition, the Kolmogorov equation can be solved in terms of ordinary differential equations; (ii) For a given probability density function, we give a new and original approach to do Gaussian approximation which is very effective and simple. The direct method developed here can be easily implemented in a real time and memory less way. Besides, we do not need the controllability and observability assumption. Compared to the extended Kalman filter, our method is much stable and has theoretical proof. The numerical experiments show that the proposed Gaussian approximation method is very effective and our method can track the states very well.

1. Introduction
In the early 1960s, Kalman and Bucy (1961) proposed the continuous version of Kalman filter which has been widely used in various fields of industry. However, Kalman filter is restricted to linear systems with Gaussian initial distribution. Actually, most of the filtering systems in practice is nonlinear with non-Gaussian initial distribution. The study of nonlinear filtering (NLF) is aimed at determining the conditional density \( \rho(t, x) \) of the state \( x(t) \) given the observation history \( \{y(s): 0 \leq s \leq t\} \). In the late 1960s, Duncan (1967), Mortensen (1966), Zakai (1969) independently derived the so-called Duncan-Mortensen-Zakai (DMZ) equation for the NLF problem. Then \( \rho(t, x) \) can be obtained by normalising the solution \( \sigma(t, x) \) of the DMZ equation. Since the DMZ equation is a stochastic partial differential equation (PDE), there is no easy way to solve it.

Motivated by the Wei–Norman approach Wei and Norman (1964) of using Lie algebraic method to solve the linear time varying differential equation, Brockett and Clark (1980), Brockett (1981), and Mitter (1979) proposed the idea of using estimation algebra to construct finite dimensional nonlinear filter. However, in the Wei–Norman approach, one has to know explicitly the basis of the estimation algebra in order to reduce the DMZ equation to a finite system of ordinary differential equations (ODEs), a Kolmogorov equation and first-order linear PDEs. In Chiou and Yau (1994), Tam, Wong, and Yau (1990), Yau (1994) and Yau and Hu (2005), all finite dimensional estimation algebra of maximal rank had been completely classified. Particularly, for a NLF system satisfying \( \frac{\partial f_j}{\partial x_i} - \frac{\partial f_i}{\partial x_j} = c_{ij} \) is constant for all \( i, j \) is called the Yau filtering system in Chen (1994), which contains the Kalman filter and Benes (1981) filter as its special cases. However, one knows explicitly the basis of finite dimensional estimation algebra only for a few cases and one assumes that the linear system is controllable and observable.

In fact, for all known finite dimensional filters, one always needs the condition that the observation terms \( h_i(x), 1 \leq i \leq m \) are degree one polynomials. However, the observation terms may be nonlinear in many situation. Yau and Hu (2001, 2005) first purposed the direct method to solve the DMZ equation. Later Yau and Lai (2003) gave the solution of Kolmogorov equation under certain conditions with Gaussian initial distribution in terms of ODEs. In Yau and Yau (2004a, 2004b), the Yau filtering system with linear observation and linear filtering system with nonlinear observation terms are considered, respectively. The direct method has several advantages. First, the method is easy to implement, and the derivation no longer needs controllability and
observability. Second, compared to the wildly used extended Kalman filter (EKF), the direct method is much stable and has theoretic convergence proof. Moreover, the necessity of integrating \( n \) first-order linear PDEs in the estimation algebra method is eliminated. Recently, in Luo and Yau (2013a, 2013b), a real-time algorithm for a general class of NLF problems was developed. Their method directly computes the Kolmogorov equation in advance and uses Hermite orthogonal polynomials to approximate the initial condition at every time step.

In this paper, compared to the NLF systems considered in Yau and Yau (2004a, 2004b), we consider a more general situation, i.e. both the drift and the observations can be nonlinear. It is well known that any non-Gaussian density function can be well approximated by finite linear combination of Gaussian distributions and the most wildly used technique is expectation maximisation (EM) algorithm Dempster (1997). However, typically the EM algorithm uses a set of sample points to determine the Gaussian mixture parameters, which is not the case in this paper. A new and original way to do Gaussian approximation is proposed in this paper which is very effective as verified by the numerical experiments. Besides, the method is very simple and fast. Based on our Gaussian approximation algorithm, the conditional density function \( \sigma(t, x) \) is explicitly given via solutions of ODEs.

The paper is organised as follows. In Section 2, we shall recall the basic filtering problem and some preliminary results. In Section 3, we first reduce the solution of the robust DMZ equation to the solution of Kolmogorov equation, followed by the Gaussian approximation algorithm. Numerical experiments are given in Section 4. Finally, the conclusions are presented in Section 5.

\section{Basic concepts and preliminary results}

In this paper, we consider the following signal observation model

\[
\begin{align*}
  \{ & dx(t) = f(x(t))dt + g(x(t))dw(t), \quad x(0) = x_0, \\
  & dy(t) = h(x(t))dt + dw(t), \quad y(0) = 0,
\end{align*}
\]

in which \( x(t), \nu(t), y(t) \) and \( w(t) \) are, respectively, \( R^n, \ R^p, \ R^m \) and \( R^m \) valued processes and \( \nu(t) \) and \( w(t) \) have components that are independent, standard Brownian processes. We further assume that \( n = p, \ f \) and \( h \) are \( C^n \) smooth vector-valued functions, and that \( g \) is an orthogonal matrix function.

Let \( \sigma(t, x) \) denote the unnormalised conditional probability density function of the state given the observation \( \{ y(s) : 0 \leq s \leq t \} \), which satisfies the following DMZ equation:

\[
\begin{align*}
  d\sigma(t, x) &= L_0\sigma(t, x)dt + \sum_{i=1}^n L_i\sigma(t, x)dy_i(t), \\
  \sigma(0, x) &= \sigma_0,
\end{align*}
\]

where

\[
L_0 = \frac{1}{2} \sum_{i=1}^n \frac{\partial^2}{\partial x_i^2} - \sum_{i=1}^n f_i \frac{\partial}{\partial x_i} - \sum_{i=1}^n \frac{\partial f_i}{\partial x_i} - \frac{1}{2} \sum_{i=1}^m h_i^2
\]

and for \( i = 1, \ldots, m \), \( L_i \) is the zero degree differential operator of multiplication by \( h_i \). \( \sigma_0 \) is the probability density of the initial value \( x_0 \). In real application, we are interested in considering robust state estimator from observed sample paths with some properties of robustness. In Davis (1980), Davis considered this problem and proposed some robust algorithms. In our case, his basic idea reduced to define a new unnormalised density

\[
u(t, x) = \exp \left( - \sum_{i=1}^m h_i(x) y_i(t) \right) \sigma(t, x),
\]

then \( u(t, x) \) satisfies the following equation:

\[
\begin{align*}
  \frac{du}{dt}(t, x) &= L_0u(t, x) + \sum_{i=1}^m y_i(t)[L_0, L_i]u(t, x) \\
  + \frac{1}{2} \sum_{i,j=1}^m [y_i(t), y_j(t)] ([L_0, L_i], L_j]u(t, x),
\end{align*}
\]

where \( [\cdot, \cdot] \) is the Lie bracket. Equation (5) is called robust DMZ equation and we can rewrite it in the following equivalent form

\[
\begin{align*}
  \frac{du}{dt}(t, x) &= \frac{1}{2} \sum_{i,j=1}^m \frac{\partial^2 u}{\partial x_i \partial x_j}(t, x) + \sum_{i=1}^n \{- f_i(x) \\
  + \sum_{j=1}^m y_j(t) \frac{\partial h_j(x)}{\partial x_i}(x) \frac{\partial^2 u}{\partial x_j \partial x_i}(t, x) \} \\
  - \frac{1}{2} \sum_{i=1}^m \sum_{j=1}^n y_i(t) f_j(x) \frac{\partial^2 h_j}{\partial x_i \partial x_j}(x) \\
  - \frac{1}{2} \sum_{i=1}^m \sum_{j=1}^n y_i(t) y_j(t) \frac{\partial^2 h_i}{\partial x_j \partial x_i}(x) \\
  + \sum_{i=1}^n \frac{\partial f_i}{\partial x_i}(x) + \frac{1}{2} \sum_{i=1}^m h_i^2(x) u(t, x),
\end{align*}
\]

In 1990, Yau (1990) first studied the filtering system (1) with the following conditions:

\[
C_{ij} \frac{\partial f_i}{\partial x_j} - \frac{\partial f_i}{\partial x_j} = c_{ij}, \quad 1 \leq i, j \leq n,
\]

where \( c_{ij} \) is constant. The filtering system with condition \( C_{ij} \) is called the Yau filtering system in Chen (1994). Yau filtering systems include the Kalman–Bucy filtering systems and Benés filtering systems as special cases.
Theorem 2.1 (Theorem 1, Yau (1994)): The condition (C'₁) holds if and only if
\[
(f, \ldots, f_N) = (l, \ldots, l_n) + \left( \frac{\partial F}{\partial x_1}, \ldots, \frac{\partial F}{\partial x_n} \right),
\]

where \(l, \ldots, l_n\) are polynomials of degree one and \(F\) is a \(C^\infty\) function.

Define
\[
\eta(x) = \sum_{i=1}^{n} f_i^2(x) + \sum_{i=1}^{n} \frac{\partial f_i}{\partial x_i}(x) + \sum_{i=1}^{m} h_i^2(x). \quad (7)
\]

In this paper, we consider system (1) with the following three conditions:

\(C_1\) \quad \(f_i(x) = l_i(x) + \frac{\partial f_i}{\partial x_i}(x), 1 \leq i \leq n;\)

\(C_2\) \quad \(\sum_{i=1}^{n} h_i^2(x) = \sum_{i,j=1}^{n} q_{ij} x_i x_j + \sum_{i=1}^{n} q_i x_i + q_0;\)

\(C_3\) \quad \(\eta(x) = \sum_{i,n=1}^{n} h_{ij} x_i x_j + \sum_{i=1}^{n} h_i x_i + \eta_0;\)

where \(l_i(x) = \sum_{i=1}^{n} d_i x_i + d_i\) and \(d_i, d_j, \ldots, q_{ij}, q_i, q_0, h_{ij}, \eta_i, \eta_0, 1 \leq i, j \leq n\) are constants. We remark that nonlinear observation \(h_i\)'s are obtained in this paper and the Kalman–Bucy filtering systems satisfies (C3) and so does in Bené (1981).

3. Solution of the robust DMZ equation

In this section, we first reduce the robust DMZ equation to a Kolmogorov equation. Then the Kolmogorov equation can be solved in terms of ODEs based on the original Gaussian approximation method.

Let \(P_N = \{0 = \tau_0 < \tau_1 < \tau_2 < \cdots < \tau_N = T\}\) be a partition of \([0, T]\). For each time interval \(\tau_{k-1} \leq t \leq \tau_k\), let \(u_k(t, x)\) be the solution of the following PDE (8), which is obtained from (6) by freezing the observation term \(y(t)\) to \(y(\tau_{k-1})\)

\[
\begin{align*}
\frac{\partial u_k}{\partial t}(t, x) = & \frac{1}{2} \sum_{i=1}^{n} \frac{\partial^2 u_k}{\partial x_i^2}(t, x) + \sum_{i=1}^{n} (-f_i(x) \\
& + \sum_{j=1}^{n} j y_j x_j x_j(t, x)) \frac{\partial y_i}{\partial x_i}(t, x) \\
& - \alpha \sum_{i=1}^{n} y_i(t_{k-1}) \frac{\partial^2 y_i}{\partial x_i^2}(t, x) \\
& - \frac{1}{2} \sum_{i=1}^{n} y_i(t_{k-1}) \frac{\partial^2 y_i}{\partial x_i^2}(x) \\
& + \sum_{i=1}^{n} \frac{\partial f_i}{\partial x_i}(x) + \frac{1}{2} \sum_{i=1}^{m} h_i^2(x) u_k(t, x),
\end{align*}

u_k(t_{k-1}, x) = u_{k-1}(t_{k-1}, x).
\]

Define the norm of the partition \(P_N\) by \(|P_N| = \sup_{1 \leq i \leq N} (\tau_i - \tau_{i-1})\), it has been proved in Yau and Yau (2000, 2005) that in both pointwise sense and \(L^2\)-sense
\[
u(\tau, x) = \lim_{|P_N| \to 0} u_i(\tau, x).
\]

3.1 Reduction of the robust DMZ equation to Kolmogorov equation

Our reduction of the robust DMZ equation to Kolmogorov equation is based on the following important proposition.

Proposition 3.1 (Proposition 3.1, Yau and Yau (2004b)): For each \(\tau_{k-1} \leq t \leq \tau_k, 1 \leq k \leq n\), \(\tilde{u}_k(t, x)\) satisfies the following parabolic equation:

\[
\frac{\partial \tilde{u}_k}{\partial t}(t, x) = \frac{1}{2} \Delta \tilde{u}_k(t, x) - \sum_{i=1}^{n} f_i(x) \frac{\partial \tilde{u}_k}{\partial x_i}(t, x) \\
- \left( \sum_{i=1}^{n} \frac{\partial f_i}{\partial x_i}(x) + \frac{1}{2} \sum_{i=1}^{m} h_i^2(x) \right) \tilde{u}_k(t, x)
\]

for \(\tau_{k-1} \leq t \leq \tau_k\), if and only if

\[
\tilde{u}_k(t, x) = \exp \left( -\sum_{i=1}^{m} y_i(x) h_i(x) \right) \tilde{u}_k(t, x)
\]

satisfies (8).

The initial condition for (10) on \(\tau_{k-1} \leq t \leq \tau_k\) is

\[
\tilde{u}_k(t_{k-1}, x) = \begin{cases} 
\sigma_0(x) \exp(-\sum_{i=1}^{m} y_i(x) h_i(x)) = \sigma_0(x), k = 1 \\
\exp(\sum_{i=1}^{m} y_i(x) h_i(x)) h_i(x), k \geq 2 
\end{cases}
\]

From (4), (9) and (11), we have

\[
\sigma(t, x) = \lim_{|P_N| \to 0} \tilde{u}_k(t, x).
\]

Hence, to compute the unnormalised density \(\sigma(t, x)\), we only need to find the solution \(\tilde{u}_k(t, x)\) of the Kolmogorov Equation (10).

Lemma 3.1: For each \(k, \tau_{k-1} < t < \tau_k\), (10) is equivalent to the following equation

\[
\frac{\partial \tilde{u}_k}{\partial t}(t, x) = \frac{1}{2} \Delta \tilde{u}_k(t, x) + \sum_{i=1}^{n} \frac{\partial \tilde{u}_k}{\partial x_i}(t, x) \\
+ \theta(x) \tilde{u}_k(t, x),
\]

where \(\theta(x) = -f_i(x)\) and \(\theta(x) = \frac{1}{2} (\sum_{i=1}^{n} \theta_i^2(x) + \sum x_i^2 \theta_i^2(x) - \eta(x))\)
**Proof:** Recall from (7) that
\[
\eta(x) = \sum_{i=1}^{n} f_i^2(x) + \sum_{i=1}^{n} \frac{\partial f_i}{\partial x_i}(x) + \sum_{i=1}^{n} h_i^2(x).
\]

Define \( \theta_i(x) = -f_i(x) \), the coefficient of \( \hat{u}_k(t, x) \) in (10) is given by
\[
\left(\sum_{i=1}^{n} \frac{\partial f_i}{\partial x_i}(x) + \frac{1}{2} \sum_{i=1}^{n} h_i^2 \right)
= \sum_{i=1}^{n} \frac{\partial \theta_i}{\partial x_i}(x) - \frac{1}{2} \eta(x) - \sum_{i=1}^{n} f_i^2(x) - \sum_{i=1}^{n} \frac{\partial f_i}{\partial x_i}(x)
= \frac{1}{2} \sum_{i=1}^{n} \theta_i^2(x) - \frac{1}{2} \eta(x) + \sum_{i=1}^{n} \frac{\partial \theta_i}{\partial x_i}(x) + \frac{1}{2} \sum_{i=1}^{n} \frac{\partial f_i}{\partial x_i}(x)
= \frac{1}{2} \left( \sum_{i=1}^{n} \theta_i^2(x) + \sum_{i=1}^{n} \frac{\partial \theta_i}{\partial x_i}(x) - \eta(x) \right) =: \theta(x).
\]

In order to solve the Kolmogorov Equation (14) in terms of ODEs, we first introduce a new transformation in the following theorem.

**Theorem 3.1:** For each \( k \), \( \tau_{k-1} \leq t \leq \tau_k \), suppose \( \hat{u}_k(t, x) \) is a solution of (14) and let
\[
\hat{u}_k(t, x) = e^{\Lambda(x)} \hat{u}_k(t, x),
\]
then \( \hat{u}_k(t, x) \) is the solution of the following Kolmogorov equation

\[
\left\{ \begin{array}{l}
\frac{\partial \hat{u}_k}{\partial t}(t, x) = \frac{1}{2} \Delta \hat{u}_k(t, x) - \sum_{i=1}^{n} H_i(x) \frac{\partial \hat{u}_k}{\partial x_i}(t, x) - P(x) \hat{u}_k(t, x) \\
\hat{u}_k(\tau_{k-1}, x) = e^{\Lambda(x)} \cdot \hat{u}_k(\tau_{k-1}, x)
\end{array} \right. \tag{16}
\]

if we can choose \( H_i(x), P(x) \) and \( \Lambda(x) \) such that the following equations:

\[
-\frac{\partial \Lambda}{\partial x_i}(x) + H_i(x) + \theta_i(x) \equiv 0, \quad 1 \leq i \leq n, \tag{17}
\]

\[
-\frac{1}{2} \eta(x) + \frac{1}{2} \sum_{i=1}^{n} H_i^2(x) - \frac{1}{2} \sum_{i=1}^{n} \frac{\partial H_i}{\partial x_i}(x) + P(x) \equiv 0 \tag{18}
\]

hold.

**Proof:** Differentiating \( \hat{u}_k(t, x) \) with respect to \( t \) and \( x \), we have the following equations:

\[
\frac{\partial \hat{u}_k(t, x)}{\partial t} = e^{\Lambda(x)} \frac{\partial \hat{u}_k(t, x)}{\partial t}, \tag{19}
\]

\[
\frac{\partial \hat{u}_k(t, x)}{\partial x_i} = e^{\Lambda(x)} \left( \frac{\partial \Lambda(x)}{\partial x_i} \cdot \hat{u}_k + \frac{\partial \hat{u}_k(t, x)}{\partial x_i} \right), \tag{20}
\]

\[
\frac{\partial^2 \hat{u}_k(t, x)}{\partial x_i^2} = e^{\Lambda(x)} \left\{ \frac{\partial^2 \Lambda(x)}{\partial x_i^2} + \left( \frac{\partial \Lambda(x)}{\partial x_i} \right)^2 \right\} \hat{u}_k(t, x) + \frac{\partial \Lambda(x)}{\partial x_i} \cdot \frac{\partial \hat{u}_k(t, x)}{\partial x_i} + \frac{\partial^2 \hat{u}_k(t, x)}{\partial x_i^2} \right\}, \tag{21}
\]

Putting (19)–(21) into (16), we have

\[
\frac{\partial \hat{u}_k(t, x)}{\partial t} = e^{\Lambda(x)} \cdot \left\{ \frac{1}{2} \Delta \hat{u}_k(t, x) + \sum_{i=1}^{n} \left( \frac{\partial \Lambda(x)}{\partial x_i} - H_i \right) \cdot \frac{\partial \hat{u}_k(t, x)}{\partial x_i} + \frac{\partial \hat{u}_k(t, x)}{\partial t} \right\}
+ \left( \frac{1}{2} \Delta \Lambda(x) + 
\sum_{i=1}^{n} \left( \frac{\partial \Lambda(x)}{\partial x_i} \right)^2 \right) \hat{u}_k(t, x)
- \sum_{i=1}^{n} H_i \cdot \frac{\partial \Lambda(x)}{\partial x_i} - P(x) \cdot \hat{u}_k(t, x) \right\} \tag{22}
\]

Using (14), (19) and (22), we have

\[
\sum_{i=1}^{n} \theta_i(x) \frac{\partial \hat{u}_k(t, x)}{\partial x_i} + \theta(x) \hat{u}_k(t, x)
= \sum_{i=1}^{n} \left( \frac{\partial \Lambda(x)}{\partial x_i} - H_i \right) \cdot \frac{\partial \hat{u}_k(t, x)}{\partial x_i}
+ \left( \frac{1}{2} \Delta \Lambda(x) + \sum_{i=1}^{n} \left( \frac{\partial \Lambda(x)}{\partial x_i} \right)^2 \right) \hat{u}_k(t, x)
- \sum_{i=1}^{n} H_i \cdot \frac{\partial \Lambda(x)}{\partial x_i} - P(x) \cdot \hat{u}_k(t, x). \tag{23}
\]

Observing the coefficients of \( \frac{\partial \hat{u}_k(t, x)}{\partial x_i} \) and \( \hat{u}_k(t, x) \), we have

\[
\theta_i(x) = \frac{\partial \Lambda(x)}{\partial x_i} - H_i, \tag{24}
\]

\[
\theta(x) = \frac{1}{2} \Delta \Lambda(x) + \sum_{i=1}^{n} \left( \frac{\partial \Lambda(x)}{\partial x_i} \right)^2
- \sum_{i=1}^{n} H_i \cdot \frac{\partial \Lambda(x)}{\partial x_i} - P(x). \tag{25}
\]
Recall that \( \theta(x) = \frac{1}{2} \left( \sum_{i=1}^{n} \theta_i^2(x) + \sum_{i=1}^{n} \frac{\partial \theta_i}{\partial x_i}(x) - \eta(x) \right) \), then (17) and (18) follows. \( \square \)

Noting the special structure of the drift \( f \), i.e. condition (C1), we have a special choice of \( \Lambda(x) \) in (15).

**Theorem 3.2:** Consider the NLF system (1) with conditions (C1)–(C3). Then for each \( k, \tau_{k-1} \leq t \leq \tau_k \), the solution \( \hat{u}_k(t, x) \) for (10) is reduced to the solution \( \hat{u}_k(t, x) \) for the following Kolmogorov equation

\[
\begin{align*}
\frac{\partial \hat{u}_k}{\partial t}(t, x) & = \frac{1}{2} \Delta \hat{u}_k(t, x) - \sum_{i=1}^{n} H_i(x) \frac{\partial \hat{u}_k}{\partial x_i}(t, x) \\
\hat{u}_k(\tau_{k-1}, x) & = e^{G(x)-F(x)} \hat{u}_k(\tau_{k-1}, x)
\end{align*}
\]

where

\[
\hat{u}_k(t, x) = e^{G(x)-F(x)} \tilde{u}_k(t, x),
\]

if we can choose \( H(x), G(x) \) and \( P(x) \) such that

\[
\frac{1}{2} \sum_{i=1}^{n} H_i^2(x) - 2 \sum_{i=1}^{n} \frac{\partial H_i}{\partial x_i}(x) - \eta(x) + P(x) \equiv 0
\]

Then for \( \tau_{k-1} \leq t \leq \tau_k \),

\[
\hat{u}_k(t, x) = e^{F(x)} \tilde{u}_k(t, x).
\]

**Proof:** Here we use Theorem 3.1 with \( \Lambda(x) = G(x)-F(x) \), where \( F(x) \) is the one in Theorem 2.1. Then

\[
\frac{\partial \Lambda}{\partial x_i}(x) = \frac{\partial G}{\partial x_i}(x) - \frac{\partial F}{\partial x_i}(x).
\]

Putting (28) into (17) and note that \( \theta_i(x) = -f_i(x) \), we have \( H_i(x) = \frac{\partial G}{\partial x_i}(x) = l_i(x) \).

In the following corollary, we choose \( H(x), G(x), P(x) \) which satisfy the conditions in Theorem 3.2 such that the coefficients of \( \tilde{u}_k(t, x) \) and \( \frac{\partial \tilde{u}_k}{\partial x_i}(t, x) \) are degree one polynomial and degree two polynomial, respectively. By this way, we can solve the transformed Kolmogorov Equation (24) in terms of ODEs if the initial condition is Gaussian.

**Corollary 3.1:** Choose \( G(x) \equiv 0, P(x) = \frac{1}{2} \eta(x) - \frac{1}{2} \sum_{i=1}^{n} l_i^2(x) + \frac{1}{2} \sum_{i=1}^{n} \frac{\partial l_i}{\partial x_i}(x) \) and \( H_i(x) = l_i(x), 1 \leq i \leq n \), then (26) and (27) hold in this case. For each \( k, \tau_{k-1} \leq t \leq \tau_k \), the corresponding Kolmogorov Equation (24) is given

by

\[
\begin{align*}
\frac{\partial \hat{u}_k}{\partial t}(t, x) & = \frac{1}{2} \Delta \hat{u}_k(t, x) - \sum_{i=1}^{n} l_i(x) \frac{\partial \hat{u}_k}{\partial x_i}(t, x) \\
& + \frac{1}{2} \sum_{i=1}^{n} l_i^2(x) - \sum_{i=1}^{n} \frac{\partial l_i}{\partial x_i}(x) - \eta(x) \hat{u}_k(t, x)
\end{align*}
\]

with

\[
\hat{u}_k(\tau_{k-1}, x) = \begin{cases}
\exp\{\sum_{j=1}^{m}(y_j(\tau_{k-1}) - y_j(\tau_{k-2}))h_j(x)\}, & k = 1, \\
\hat{u}_{k-1}(\tau_{k-1}, x), & k \geq 2.
\end{cases}
\]

Then for \( \tau_{k-1} \leq t \leq \tau_k \),

\[
\tilde{u}_k(t, x) = e^{F(x)} \hat{u}_k(t, x).
\]

**Proof:** Recall from (12) that

\[
\tilde{u}_k(\tau_{k-1}, x) = \begin{cases}
\sigma_0(x), & k = 1, \\
\hat{u}_{k-1}(\tau_{k-1}, x), & k \geq 2.
\end{cases}
\]

Then, for \( k = 1, \tilde{u}_1(0, x) = e^{F(x)} \sigma_0(x) \). For \( k \geq 2 \),

\[
\hat{u}_k(\tau_{k-1}, x) = e^{F(x)} \tilde{u}_k(\tau_{k-1}, x)
\]

\[
e^{-F(x)} \exp\left\{ \sum_{j=1}^{m}(y_j(\tau_{k-1}) - y_j(\tau_{k-2}))h_j(x) \right\} \tilde{u}_k-1(\tau_{k-1}, x)
\]

Suppose \( \hat{u}_k(\tau_{k-1}, x) \) is well approximated by a sum of finite number of Gaussian distributions, it follows that a well approximated solution of (29) is obtained by linear combination of solutions of (29) with Gaussian initial condition since (29) is a linear PDE. The following theorem give the solution of (29) with Gaussian initial distribution in terms of ODEs.

**Theorem 3.3** (Theorem 3.2, Yau & Lai, 2003): Consider the following Kolmogorov equation with Gaussian initial
where \( A(t_0) = (A_0(t_0)) \) is an \( n \times n \) symmetric matrix, \( B^T(t_0) = (B_1(t_0), ..., B_n(t_0)) \), \( \tau^T = (x_1, ..., x_n) \) are row vectors and \( C(t_0) \) is a scalar, \( t_0 \geq 0 \).

Let

\[
q(x) = \frac{1}{2} \left( \sum_{i=1}^{n} l_i^2(x) - \sum_{i=1}^{n} \frac{\partial l_i}{\partial x_i}(x) - \eta(x) \right) = \tau^T Q \tau + p^T \tau + r
\]

where \( l_i(x) = \sum_{j=1}^{n} d_{ij} x_j + d_i \), \( Q = (q_{ij}) \) is an \( n \times n \) symmetric matrix, \( p^T = (p_1, ..., p_n) \) is a row vector and \( r \) is a scalar. Then the solution of (32) is of the following form

\[
\hat{u}(t, x) = e^{\tau^T A \tau + B^T \tau + C}
\]

where \( A(t) = (A_0(t)) \) is an \( n \times n \) symmetric matrix valued function of \( t \), \( B^T(t) = (B_1(t), ..., B_n(t)) \) is a row vector valued function of \( t \), and \( C(t) \) is a scalar function of \( t \). Moreover, \( A(t), B(t) \) and \( C(t) \) satisfy the following system of nonlinear ODEs:

\[
\frac{dA(t)}{dt} = 2A^2(t) - [A(t)D + D^T A(t)] + Q,
\]

\[
\frac{dB^T(t)}{dt} = 2B^T(t)A(t) - B^T(t)D - 2d^T A(t) + p^T.
\]

\[
\frac{dC(t)}{dt} = trA(t) + \frac{1}{2} B^T B(t) - d^T B(t) + r,
\]

where \( D = (d_{ij}) \) is a \( n \times n \) matrix and \( d^T = (d_1, ..., d_n) \) is a \( 1 \times n \) matrix.

### 3.2 Algorithms

In this section, we first give a new way to do Gaussian approximation in Algorithm 1. Then the computation of \( \hat{u}_k(t, x) \) is summarised as an application in Algorithm 2.

The idea of our Gaussian approximation is the following: given a probability density \( \phi(x) \), we fit it with Gaussian distributions using the peaks of \( \phi(x) \) as the mean. The procedure is repeated until the peaks of \( \phi(x) - g(x) \) is no larger than some threshold \( E \), where \( g(x) \) is the sum of Gaussians from previous fitting steps. In Section 4.1, the numerical experiments show that our Gaussian approximation method works very well.

**Algorithm 1 Gaussian approximation**

1. Let \( f(x) = \phi(x) \) and the threshold \( E = \alpha \max \phi(x) \), where \( \alpha \) is a given small number.
2. Fitting the peaks of \( f(x) \) which are larger than \( E \) with Gaussian distributions. Specifically, for a peak \( P(x_i, y_i) \) of \( f(x) \) with \( y_i \geq E \), we use the function \( g_i(x) = y_i \exp\left(-\frac{(x-x_i)^2}{2\sigma_i^2}\right) \) to fit \( P(x_i, y_i) \) with points in a neighborhood of \( P(x_i, y_i) \) where no other peaks exists, and the best fitting parameter \( \sigma_i \) is obtained by fitting. Suppose the sum of Gaussian distributions \( g_i(x) \) in this step is \( g(x) \).
3. Let \( f_1(x) = f(x) - g(x) \). If \( f_1(x) \) has no peaks whose values larger than \( E \), then go to step 4. Otherwise, let \( f(x) = f_1(x) \) and go to step 2.
4. Let \( f_2(x) = -f_1(x) \). If \( f_2(x) \) has no peaks which are larger than \( E \), then done. Otherwise, let \( f(x) = f_2(x) \) and go to step 2.

Using the above Gaussian approximation procedure, we can decompose (30) into a finite number of Gaussian distributions. By Theorem 3.3, the Kolmogorov equation (29) with Gaussian initial condition is solved in terms of ODEs. The algorithm to compute \( \hat{u}_k(t, x) \) is list in Algorithm 2.

**Algorithm 2 Compute \( \hat{u}_k(t, x) \)**

1: Choose the total computing time \( T \), \( \Delta t \) and the parameter \( \alpha \) in Algorithm 1. Let \( N = \frac{T}{\Delta t} \), and partition the time interval \([0, T]\) by \( \{0 = \tau_0 < \tau_1 < \tau_2 < \cdots < \tau_N = T\} \).
2: for \( k = 1 : N \) do
3: Using Algorithm 1, suppose \( \hat{u}_k(\tau_{k-1}, x) \) is decomposed into \( \sum_{i=1}^{N(k)} c_{k,i} G(\mu_{k,i}, \sigma_{k,i}) \).
4: For each Gaussian distribution \( G(\mu_{k,i}, \sigma_{k,i}) \), suppose the solution of (29) with initial condition \( G(\mu_{k,i}, \sigma_{k,i}) \) is \( \hat{u}_{k,i}(\tau_k, x) \). Solving (35)–(37), we obtain \( \hat{u}_{k,i}(\tau_k, x) \). Then \( \hat{u}_k(\tau_k, x) = \sum_{i=1}^{N(k)} c_{k,i} \hat{u}_{k,i}(\tau_k, x) \).
5: From (31), we have \( \hat{u}_k(\tau_k, x) = e^{-F(x)} \hat{u}_{k}(\tau_k, x) \).
6: By (30), we obtain \( \hat{u}_{k+1}(\tau_k, x) \).
7: end for

### 4. Numerical experiments

In this section, we first use two examples to show the effectiveness of the above Gaussian approximation algorithm, then two concrete NLF models are considered to verify the effectiveness of the direct method. The computing platform we used have Intel(R) Xeon(R) CPU E5-2670 v3 @ 2.30GHz. We use the mean-squared error (MSE) as the performance metric. The average MSE over 100 times simulations is provided.
4.1 Gaussian approximation

We approximate a given probability density function by
\[ \sum_{i=1}^{N} c_i e^{-\frac{(x-\mu_i)^2}{2\sigma_i^2}} \] by using Algorithm 1. Let \( \alpha = 0.01 \) and we consider the following two examples.

**Example 4.1:** Let the probability density function be \( \sigma_1(x) = \frac{1}{71.2186} e^{x \sin x - \frac{1}{2} x \cos x - x^2 + 3x + 2} \). The performance of our Gaussian approximation algorithm is given in Figure 1(a). The MSE is \( 2.5680 \times 10^{-7} \). The average elapsed time is 0.2971 seconds. The Gaussian distributions we used is given in Table 1.

**Example 4.2:** Let the probability density function be Rayleigh distribution: \( \sigma_2(x) = \frac{x}{b^2} e^{-x^2/2b^2} \) with \( b = 0.585 \). The performance of our Gaussian approximation algorithm is given in Figure 1(b). The MSE is \( 3.2128 \times 10^{-6} \). The average elapsed time is 0.3110 seconds. The Gaussian distributions we used is given in Table 2.

From the above examples, we can see that the proposed Gaussian approximation algorithm is very effective and fast.

4.2 Direct method

In this section, the performance of the direct method and EKF is compared. We consider the following NLF system which satisfies condition (C1)–(C3)
\[
\begin{align*}
    dx_t &= f(x_t) dw_t \\
    dy_1(t) &= x_t \sin(x_t) dt + dv_1(t) \\
    dy_2(t) &= x_t \cos(x_t) dt + dv_2(t)
\end{align*}
\] (38)

Here \( w(t), v_1(t), v_2(t) \) are scalar independent standard Brownian motions. The initial distribution is taken as \( \sigma_0(x) = \frac{1}{71.2186} e^{x \sin x - \frac{1}{2} x \cos x - x^2 + 3x + 2} \). The initial values for EKF are \( \hat{x}_0 \) and \( P_0 \). In Gaussian approximation algorithm, we choose the parameter \( \alpha = 0.01 \). The total simulation time is \( T \) and the time step is \( \Delta t \).

**Example 4.3:** In this example, we take the drift \( f(x) = \tanh(x) \) in (38).

(1) With \( T = 30 \) seconds, \( \Delta t = 0.1 \) seconds and \( \hat{x}_0 = 1 \). For \( P_0 = 1 \), the performance of our method and EKF is given in Figure 2(a). One can see that the EKF completely fails at about \( t = 13 \) seconds. The average MSE for 100 experiments by direct method and EKF are given in Table 3.

| Table 1. Gaussian distributions used to approximate \( \sigma_1(x) \). |
|---|---|---|---|---|---|---|---|---|---|---|
| \( c_i \) | 0.2574 | 0.3311 | 0.0539 | -0.0409 | -0.0063 | -0.0791 | -0.0034 | -0.0071 | 0.0047 | 0.0085 |
| \( \mu_i \) | 0.8400 | 3.3200 | 2.0600 | -0.2500 | 0.9700 | 4.2500 | -0.0200 | 4.9700 | 0.4800 | 3.9000 |
| \( \sigma_i \) | 0.7511 | 0.7039 | 0.4013 | 0.4204 | 0.2033 | 0.3849 | 0.3407 | 0.3071 | 0.2197 | 0.2249 |
Table 2. Gaussian distributions used to approximate $\sigma_2(x)$.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$c_i$</th>
<th>$\mu_i$</th>
<th>$\sigma_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.0367</td>
<td>0.0984</td>
<td>0.3590</td>
</tr>
<tr>
<td></td>
<td>0.0165</td>
<td>0.0596</td>
<td>0.0520</td>
</tr>
<tr>
<td></td>
<td>0.0662</td>
<td>0.0456</td>
<td>0.0490</td>
</tr>
<tr>
<td></td>
<td>0.0609</td>
<td>0.0456</td>
<td>0.0490</td>
</tr>
<tr>
<td></td>
<td>0.0456</td>
<td>0.0456</td>
<td>0.0456</td>
</tr>
<tr>
<td></td>
<td>0.0456</td>
<td>0.0456</td>
<td>0.0456</td>
</tr>
<tr>
<td></td>
<td>0.0456</td>
<td>0.0456</td>
<td>0.0456</td>
</tr>
<tr>
<td></td>
<td>0.0456</td>
<td>0.0456</td>
<td>0.0456</td>
</tr>
</tbody>
</table>

(2) In this example, we take $T = 10$ seconds and $\Delta t = 0.01$ seconds. For $\hat{x}_0 = 1$ and $P_0 = 5$, the performance of the direct method and EKF is given in Figure 2(b). The average MSE for 100 experiments of the direct method and EKF is 0.1826 and 6.1364, respectively.

(3) With $T = 10$ seconds and different time step, the corresponding MSE of our method is given in Table 4, from which we can see that with smaller time step, the higher the estimation precision is.

Table 3. Average MSE of direct method and EKF.

<table>
<thead>
<tr>
<th>$P_0$</th>
<th>MSE-direct method $^a$</th>
<th>Time-direct method $^b$</th>
<th>MSE-EKF $^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1786</td>
<td>19.4947</td>
<td>–</td>
</tr>
<tr>
<td>5</td>
<td>0.2206</td>
<td>19.7331</td>
<td>–</td>
</tr>
<tr>
<td>10</td>
<td>0.1821</td>
<td>18.8867</td>
<td>–</td>
</tr>
</tbody>
</table>

$^a$ The average MSE of direct method for 100 experiments.
$^b$ The average elapsed time of direct method for 100 experiments.
$^c$ The average MSE of EKF for 100 experiments.

Example 4.4: In this example, we take $T = 2$ seconds, $\Delta t = 0.001$ seconds. The drift $f(x) = x + 1 + \frac{dF}{dx}$, where

$$ F(x) = \int_{-\infty}^{x} e^{-\frac{(y-x)^2}{2}} \left( \int_{-\infty}^{y} e^{-\frac{(u-y)^2}{2}} du - 3/2 \right) dy. $$

For $\hat{x}_0 = 1, R_0 = 3$, the EKF just blow up, the performance of our method is given in Figure 3. The MSE of our method is 0.2016.

Figure 2. State estimation by direct method and EKF, (a) $T = 30, \Delta t = 0.1$ seconds, (b) $T = 10, \Delta t = 0.01$ seconds.

Figure 3. State estimation by direct method with $T = 2, \Delta t = 0.001$ seconds.
From the above two examples, we can see that our method can track the state very well and it can be implemented in a real time manner. Besides, compared to EKF, our method is much more stable.

5. Conclusion

In this paper, we consider a general class of NLF systems, called Yau filtering system with arbitrary initial condition. The observations can also be nonlinear which occurs in many practical examples. We show that the solution of the robust DMZ equation is reduced to the solution of Kolmogorov equation. Based on Gaussian approximation, the Kolmogorov equation can be solved in terms of ODEs. On the one hand, the direct method can be implemented in real time and memoryless way. On the other hand, it is easy to implement and do not need the controllability and observability assumption. Compared to EKF, it is much stable and has theoretical convergence proof. Besides, we give a new approach to decompose a given probability density function into a finite number of Gaussian distributions. The proposed Gaussian approximation method is very simple and fast. The numerical experiments show that our Gaussian approximation method is very effective and the direct method can track the states very well.
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