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#### Abstract

In this paper, we study a time-domain spherical cloaking model recently introduced by Zhao and Hao (2009). This model is quite complicated and is composed of four coupled differential equations. Here we first prove the existence and uniqueness of a solution for this model. Then we obtain a stability result, which analysis is quite involved due to the coupling between the four variables. To our best knowledge, this is the first well-posedness study carried out for the time-domain cloaking model with metamaterials.
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## 1. Introduction

The idea of invisibility cloaking using metamaterials started in 2006 when Pendry et al. [1] and Leonhardt [2] laid out the blueprints for making objects invisible to electromagnetic waves. In late 2006, a 2-D reduced cloak was successfully fabricated and demonstrated to work at 8.5 GHz and relied upon local resonances of split ring resonators [3]. This is the first practical realization of such a cloak, and the result matches well with the computer simulation [4] performed using the commercial package COMSOL. The cloaking technique of [1,2] is to establish a correspondence between physical material parameters (the material's permittivity and permeability) and coordinate transformations. The conceptual device constructed with these material parameters is able to guide waves to propagate around the cloaked region (usually the central region of the cloaking structure), and render the objects placed inside invisible to external electromagnetic radiations. It turns out that essentially the same idea was discussed earlier in 2003 by Greenleaf, Lassas, and Uhlmann [5,6] for electrical impedance tomography. Now this transformation technique is widely used in various cloak designs, and has earned a variety of names such as Transformation Electromagnetics, Transformation Optics, Transformation Acoustics, and Transformation Elastodynamics (see recent review papers [7-10] and the book [11]).

In addition to the transformation optics (and acoustics) technique, there are many different avenues towards electromagnetic and acoustic cloaking. Another kind of cloaking [12,13] requires a negative refractive index shell, which allows for the cloaking of a discrete set of dipoles when they are located within a given distance outside the shell. A third kind of cloaking uses complementary media to cloak objects at a distance outside the cloaking shell [14]. A fourth kind of cloaking is obtained via active scattering cancellation devices not completely surrounding the cloaked region (exterior cloaking) $[15,16]$. A very recent cloaking technique is to use zero index metamaterials loaded with normal dielectric defects [17,18].

Since 2006, study of using metamaterials to construct invisibility cloaks has been a very hot research topic. A search on "metamaterials and cloaking" over scholar.google.com (conducted on April 28, 2014) shows 1880 publications since

[^0]2013. Most of them focus on engineering and physics. Compared to the huge amount of papers published in engineering and physics, there are not much mathematical analyses done for metamaterials and cloaking, even though numerical simulation in metamaterials [19,20] plays a very important role in cloaking structure design and validation of the theoretical predictions.

In recent years, mathematicians have started investigating this fascinating subject, but most works are still limited to frequency-domain or the quasi-static regime by mainly solving the Helmholtz equation [21-27], and the time-harmonic Maxwell's equations [28,29]. The advancement of broadband cloaks [30,31] makes time-domain cloaking simulation more appealing and necessary. Generally speaking, electromagnetic wave cloaking simulation boils down to solving metamaterial Maxwell's equations in either frequency-domain or time-domain. In 2012, we developed the first time-domain finite element method to simulate a cylindrical cloak [32], and completed the well-posedness study of this model in [33]. In this work, we carry out a rigorous analysis of the well-posedness for a time-domain spherical cloaking model recently developed and simulated by using the FDTD method [34]. Though there exist a few publications on well-posedness for metamaterial Maxwell's equations in frequency-domain (e.g. [35-37]) and time-domain [38], to the best of the author's knowledge, we are unaware of other works on the well-posedness study of time-domain cloaking models. The major challenge for the analysis is that this model is quite complicated, and is formed by four mixed order differential equations with four vector unknowns.

The rest of the paper is organized as follows. In Section 2, we provide a detailed derivation of the time-domain spherical cloak modeling equations, since the original paper does not even present the complete set of governing equations. Then in Section 3, we first prove the existence and uniqueness of our model problem, then we prove the stability of the model. We conclude the paper in Section 4.

## 2. The modeling equations

The permittivity and permeability of the ideal spherical cloak are given by [1]:

$$
\begin{align*}
& \epsilon_{r}=\mu_{r}=\frac{R_{2}}{R_{2}-R_{1}}\left(\frac{r-R_{1}}{r}\right)^{2}, \quad R_{1} \leq r \leq R_{2}  \tag{1}\\
& \epsilon_{\theta}=\mu_{\theta}=\frac{R_{2}}{R_{2}-R_{1}}, \quad \epsilon_{\phi}=\mu_{\phi}=\frac{R_{2}}{R_{2}-R_{1}} \tag{2}
\end{align*}
$$

where $R_{1}$ and $R_{2}$ are the inner and outer radii of the cloak, and $r$ denotes the radial distance from the center of the cloak.
Due to the inconvenience of cloaking simulation in spherical coordinate (e.g., COMSOL, the popular simulation software in this area, is only for Cartesian coordinate), the permittivity and permeability parameters given above have to be changed to Cartesian coordinate via the following transformation [34]:

$$
\begin{align*}
{\left[\begin{array}{ccc}
\epsilon_{x x} & \epsilon_{x y} & \epsilon_{x z} \\
\epsilon_{y x} & \epsilon_{y y} & \epsilon_{y z} \\
\epsilon_{z x} & \epsilon_{z y} & \epsilon_{z z}
\end{array}\right]=} & {\left[\begin{array}{ccc}
\sin \theta \cos \phi & \cos \theta \cos \phi & -\sin \phi \\
\sin \theta \sin \phi & \cos \theta \sin \phi & \cos \phi \\
\cos \theta & -\sin \theta & 0
\end{array}\right]\left[\begin{array}{ccc}
\epsilon_{r} & 0 & 0 \\
0 & \epsilon_{\theta} & 0 \\
0 & 0 & \epsilon_{\phi}
\end{array}\right] } \\
& \times\left[\begin{array}{ccc}
\sin \theta \cos \phi & \sin \theta \sin \phi & \cos \theta \\
\cos \theta \cos \phi & \cos \theta \sin \phi & -\sin \theta \\
-\sin \phi & \cos \phi & 0
\end{array}\right] \tag{3}
\end{align*}
$$

Substituting (3) into the constitutive equation

$$
\epsilon_{0}\left[\begin{array}{lll}
\epsilon_{x x} & \epsilon_{x y} & \epsilon_{x z} \\
\epsilon_{y x} & \epsilon_{y y} & \epsilon_{y z} \\
\epsilon_{z x} & \epsilon_{z y} & \epsilon_{z z}
\end{array}\right]\left[\begin{array}{c}
E_{x} \\
E_{y} \\
E_{z}
\end{array}\right]=\left[\begin{array}{c}
D_{x} \\
D_{y} \\
D_{z}
\end{array}\right]
$$

we have (details see [34]):

$$
\begin{align*}
\epsilon_{0} E_{x}= & \left(\frac{1}{\epsilon_{r}} \sin ^{2} \theta \cos ^{2} \phi+\frac{1}{\epsilon_{\theta}} \cos ^{2} \theta \cos ^{2} \phi+\frac{1}{\epsilon_{\phi}} \sin ^{2} \phi\right) D_{x} \\
& +\left(\frac{1}{\epsilon_{r}} \sin ^{2} \theta \sin \phi \cos \phi+\frac{1}{\epsilon_{\theta}} \cos ^{2} \theta \sin \phi \cos \phi-\frac{1}{\epsilon_{\phi}} \sin \phi \cos \phi\right) D_{y} \\
& +\left(\frac{1}{\epsilon_{r}} \sin \theta \cos \theta \cos \phi-\frac{1}{\epsilon_{\theta}} \sin \theta \cos \theta \cos \phi\right) D_{z}  \tag{4}\\
\epsilon_{0} E_{y}= & \left(\frac{1}{\epsilon_{r}} \sin ^{2} \theta \sin \phi \cos \phi+\frac{1}{\epsilon_{\theta}} \cos ^{2} \theta \sin \phi \cos \phi-\frac{1}{\epsilon_{\phi}} \sin \phi \cos \phi\right) D_{x} \\
& +\left(\frac{1}{\epsilon_{r}} \sin ^{2} \theta \sin ^{2} \phi+\frac{1}{\epsilon_{\theta}} \cos ^{2} \theta \sin ^{2} \phi+\frac{1}{\epsilon_{\phi}} \cos ^{2} \phi\right) D_{y} \\
& +\left(\frac{1}{\epsilon_{r}} \sin \theta \cos \theta \sin \phi-\frac{1}{\epsilon_{\theta}} \sin \theta \cos \theta \sin \phi\right) D_{z} \tag{5}
\end{align*}
$$

$$
\begin{align*}
\epsilon_{0} E_{z}= & \left(\frac{1}{\epsilon_{r}} \sin \theta \cos \theta \cos \phi-\frac{1}{\epsilon_{\theta}} \sin \theta \cos \theta \cos \phi\right) D_{x} \\
& +\left(\frac{1}{\epsilon_{r}} \sin \theta \cos \theta \sin \phi-\frac{1}{\epsilon_{\theta}} \sin \theta \cos \theta \sin \phi\right) D_{y}+\left(\frac{1}{\epsilon_{r}} \cos ^{2} \theta+\frac{1}{\epsilon_{\theta}} \sin ^{2} \theta\right) D_{z} \tag{6}
\end{align*}
$$

where $\epsilon_{0}$ is the permittivity in air, $\boldsymbol{E}=\left(E_{x}, E_{y}, E_{z}\right)^{\prime}$ and $\boldsymbol{D}=\left(D_{x}, D_{y}, D_{z}\right)^{\prime}$ are the electric field and electric flux density, respectively.

Since $\epsilon_{r}=\mu_{r} \in\left[0, \frac{R_{2}-R_{1}}{R_{2}}\right]<1$, the cloak cannot be directly simulated [34] with (1). In this situation, $\epsilon_{r}$ and $\mu_{r}$ are often mapped by using some dispersive material models. In [34], the Drude model

$$
\begin{equation*}
\epsilon_{r}(\omega)=1-\frac{\omega_{p}^{2}}{\omega^{2}-j \omega \gamma} \tag{7}
\end{equation*}
$$

is used, where $\omega$ is the general wave frequency, and $\omega_{p}$ and $\gamma$ are the electric plasma and collision frequencies of the material, respectively. By varying the plasma frequency with space, the radial dependent material parameters in (1) can be achieved. For example, in cloak simulation [39,34,32], $\omega_{p}$ is calculated using $\omega_{p}=\omega \sqrt{1-\epsilon_{r}}$ with $\epsilon_{r}$ calculated from (1) for the ideal lossless case.

The time-domain governing equation for the component $E_{x}$ is given by [34, Eq. (16)]:

$$
\begin{align*}
& \epsilon_{0}\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}+\omega_{p}^{2}\right) E_{x} \\
&= {\left[\sin ^{2} \theta \cos ^{2} \phi\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}\right)+\left(\frac{\cos ^{2} \theta \sin ^{2} \phi}{\epsilon_{\theta}}+\frac{\sin ^{2} \phi}{\epsilon_{\phi}}\right)\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}+\omega_{p}^{2}\right)\right] D_{x} } \\
&+\left[\sin ^{2} \theta \sin \phi \cos \phi\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}\right)+\left(\frac{\cos ^{2} \theta \sin \phi \cos \phi}{\epsilon_{\theta}}-\frac{\sin \phi \cos \phi}{\epsilon_{\phi}}\right)\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}+\omega_{p}^{2}\right)\right] D_{y} \\
&+\left[\sin \theta \cos \theta \cos \phi\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}\right)-\frac{\sin \theta \cos \theta \cos \phi}{\epsilon_{\theta}}\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}+\omega_{p}^{2}\right)\right] D_{z} . \tag{8}
\end{align*}
$$

Following the same idea as [34] by substituting (7) into (5), we obtain

$$
\begin{aligned}
& \epsilon_{0}\left(\omega^{2}-j \omega \gamma-\omega_{p}^{2}\right) E_{y} \\
&= {\left[\left(\omega^{2}-j \omega \gamma\right) \sin ^{2} \theta \sin \phi \cos \phi+\left(\frac{\cos ^{2} \theta \sin \phi \cos \phi}{\epsilon_{\theta}}-\frac{\sin \phi \cos \phi}{\epsilon_{\phi}}\right)\left(\omega^{2}-j \omega \gamma-\omega_{p}^{2}\right)\right] D_{x} } \\
&+\left[\left(\omega^{2}-j \omega \gamma\right) \sin ^{2} \theta \sin ^{2} \phi+\left(\frac{\cos ^{2} \theta \sin ^{2} \phi}{\epsilon_{\theta}}+\frac{\cos ^{2} \phi}{\epsilon_{\phi}}\right)\left(\omega^{2}-j \omega \gamma-\omega_{p}^{2}\right)\right] D_{y} \\
& \quad+\left[\left(\omega^{2}-j \omega \gamma\right) \sin \theta \cos \theta \sin \phi-\frac{\sin \theta \cos \theta \sin \phi}{\epsilon_{\theta}}\left(\omega^{2}-j \omega \gamma-\omega_{p}^{2}\right)\right] D_{z},
\end{aligned}
$$

which can be written in time domain (assuming time-harmonic variation of $e^{j \omega t}$ ) as

$$
\begin{align*}
& \epsilon_{0}\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}+\omega_{p}^{2}\right) E_{y} \\
&= {\left[\sin ^{2} \theta \sin \phi \cos \phi\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}\right)+\left(\frac{\cos ^{2} \theta \sin \phi \cos \phi}{\epsilon_{\theta}}-\frac{\sin \phi \cos \phi}{\epsilon_{\phi}}\right)\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}+\omega_{p}^{2}\right)\right] D_{x} } \\
&+\left[\sin ^{2} \theta \sin ^{2} \phi\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}\right)+\left(\frac{\cos ^{2} \theta \sin ^{2} \phi}{\epsilon_{\theta}}+\frac{\cos ^{2} \phi}{\epsilon_{\phi}}\right)\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}+\omega_{p}^{2}\right)\right] D_{y} \\
&+\left[\sin \theta \cos \theta \sin \phi\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}\right)-\frac{\sin \theta \cos \theta \sin \phi}{\epsilon_{\theta}}\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}+\omega_{p}^{2}\right)\right] D_{z} . \tag{9}
\end{align*}
$$

Similarly, substituting (7) into (6), we have

$$
\begin{align*}
\epsilon_{0}\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}+\omega_{p}^{2}\right) E_{z}= & {\left[\sin \theta \cos \theta \cos \phi\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}\right)-\frac{\sin \theta \cos \theta \cos \phi}{\epsilon_{\theta}}\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}+\omega_{p}^{2}\right)\right] D_{x} } \\
& +\left[\sin \theta \cos \theta \sin \phi\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}\right)-\frac{\sin \theta \cos \theta \sin \phi}{\epsilon_{\theta}}\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}+\omega_{p}^{2}\right)\right] D_{y} \\
& +\left[\cos ^{2} \theta\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}\right)+\frac{\sin ^{2} \theta}{\epsilon_{\theta}}\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}+\omega_{p}^{2}\right)\right] D_{z} . \tag{10}
\end{align*}
$$

Denote the matrices $M_{A}$ and $M_{B}$ as:

$$
M_{A}=\left[\begin{array}{ccc}
\cos ^{2} \theta \cos ^{2} \phi+\sin ^{2} \phi & \cos ^{2} \theta \sin \phi \cos \phi-\sin \phi \cos \phi & -\sin \theta \cos \theta \cos \phi \\
\cos ^{2} \theta \sin \phi \cos \phi-\sin \phi \cos \phi & \cos ^{2} \theta \sin ^{2} \phi+\cos ^{2} \phi & -\sin \theta \cos \theta \sin \phi \\
-\sin \theta \cos \theta \cos \phi & -\sin \theta \cos \theta \sin \phi & \sin ^{2} \theta
\end{array}\right]
$$

and

$$
M_{B}=\left[\begin{array}{ccc}
\sin ^{2} \theta \cos ^{2} \phi & \sin ^{2} \theta \sin \phi \cos \phi & \sin \theta \cos \theta \cos \phi \\
\sin ^{2} \theta \sin \phi \cos \phi & \sin ^{2} \theta \sin ^{2} \phi & \sin \theta \cos \theta \sin \phi \\
\sin \theta \cos \theta \cos \phi & \sin \theta \cos \theta \sin \phi & \cos ^{2} \theta
\end{array}\right] .
$$

Using the fact $\epsilon_{\theta}=\epsilon_{\phi}$, we can write (8)-(10) as a vector equation

$$
\begin{equation*}
\epsilon_{0} \epsilon_{\phi}\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}+\omega_{p}^{2}\right) \boldsymbol{E}=\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}+\omega_{p}^{2}\right) M_{A} \boldsymbol{D}+\epsilon_{\phi}\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}\right) M_{B} \boldsymbol{D} \tag{11}
\end{equation*}
$$

By the same technique, applying the Drude model

$$
\begin{equation*}
\mu_{r}(\omega)=1-\frac{\omega_{p m}^{2}}{\omega^{2}-j \omega \gamma_{m}} \tag{12}
\end{equation*}
$$

to the magnetic constitutive equation

$$
\mu_{0}\left[\begin{array}{lll}
\mu_{x x} & \mu_{x y} & \mu_{x z} \\
\mu_{y x} & \mu_{y y} & \mu_{y z} \\
\mu_{z x} & \mu_{z y} & \mu_{z z}
\end{array}\right]\left[\begin{array}{c}
H_{x} \\
H_{y} \\
H_{z}
\end{array}\right]=\left[\begin{array}{c}
B_{x} \\
B_{y} \\
B_{z}
\end{array}\right],
$$

we obtain

$$
\begin{equation*}
\mu_{0} \mu_{\phi}\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma_{m} \frac{\partial}{\partial t}+\omega_{p m}^{2}\right) \boldsymbol{H}=\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma_{m} \frac{\partial}{\partial t}+\omega_{p m}^{2}\right) M_{A} \boldsymbol{B}+\mu_{\phi}\left(\frac{\partial^{2}}{\partial t^{2}}+\gamma_{m} \frac{\partial}{\partial t}\right) M_{B} \boldsymbol{B}, \tag{13}
\end{equation*}
$$

where $\mu_{0}$ is the permeability in air, $\omega_{p m}$ and $\gamma_{m}$ are the magnetic plasma and collision frequencies of the material, respectively, and $\boldsymbol{H}=\left(H_{x}, H_{y}, H_{z}\right)^{\prime}$ and $\boldsymbol{B}=\left(B_{x}, B_{y}, B_{z}\right)^{\prime}$ denote the magnetic field and magnetic flux density, respectively.

In summary, coupling the constitutive equations (11) and (13) with the Faraday's Law, Ampere's Law, we obtain the governing equations for modeling the ideal spherical cloak:

$$
\begin{align*}
& \boldsymbol{B}_{t}=-\nabla \times \boldsymbol{E}  \tag{14}\\
& \boldsymbol{D}_{t}=\nabla \times \boldsymbol{H}  \tag{15}\\
& \epsilon_{0} \epsilon_{\phi}\left(\boldsymbol{E}_{t^{2}}+\gamma \boldsymbol{E}_{t}+\omega_{p}^{2} \boldsymbol{E}\right)=M_{A}\left(\boldsymbol{D}_{t^{2}}+\gamma \boldsymbol{D}_{t}+\omega_{p}^{2} \boldsymbol{D}\right)+\epsilon_{\phi} M_{B}\left(\boldsymbol{D}_{t^{2}}+\gamma \boldsymbol{D}_{t}\right)  \tag{16}\\
& \mu_{0} \mu_{\phi}\left(\boldsymbol{H}_{t^{2}}+\gamma_{m} \boldsymbol{H}_{t}+\omega_{p m}^{2} \boldsymbol{H}\right)=M_{A}\left(\boldsymbol{B}_{t^{2}}+\gamma_{m} \boldsymbol{B}_{t}+\omega_{p m}^{2} \boldsymbol{B}\right)+\mu_{\phi} M_{B}\left(\boldsymbol{B}_{t^{2}}+\gamma_{m} \boldsymbol{B}_{t}\right), \tag{17}
\end{align*}
$$

where for simplicity we denote $u_{t^{k}}$ for the $k$ th derivative of a function $u$ with respect to $t$. To complete the problem, we supplement (14)-(17) with the perfectly conduct (PEC) boundary condition

$$
\begin{equation*}
\boldsymbol{n} \times \boldsymbol{E}=\mathbf{0} \quad \text { on } \partial \Omega \tag{18}
\end{equation*}
$$

where $\boldsymbol{n}$ is the outward unit normal vector to $\partial \Omega$, and the initial conditions

$$
\begin{equation*}
\boldsymbol{B}(\boldsymbol{x}, 0)=\boldsymbol{B}_{0}(\boldsymbol{x}), \quad \boldsymbol{D}(\boldsymbol{x}, 0)=\boldsymbol{D}_{0}(\boldsymbol{x}), \quad \boldsymbol{E}(\boldsymbol{x}, 0)=\boldsymbol{E}_{0}(\boldsymbol{x}), \quad \boldsymbol{H}(\boldsymbol{x}, 0)=\boldsymbol{H}_{0}(\boldsymbol{x}), \quad \forall \boldsymbol{x} \in \Omega, \tag{19}
\end{equation*}
$$

where $\boldsymbol{B}_{0}(\boldsymbol{x}), \boldsymbol{D}_{0}(\boldsymbol{x}), \boldsymbol{E}_{0}(\boldsymbol{x})$ and $\boldsymbol{H}_{0}(\boldsymbol{x})$ are some given functions, and $\Omega$ denotes the spherical shell $R_{1} \leq r \leq R_{2}$.
We like to remark that the PEC boundary condition is imposed on the inner boundary so that any object can be cloaked inside, since no wave can be penetrated into the inner sphere (the so-called cloaked region). The spherical shell is often called as the cloaking region. Outside the cloaking region is the free space, which is governed by the standard Maxwell's equations in air. Note that with the choice

$$
\omega_{p}=\omega_{p m}=0, \quad \gamma=\gamma_{m}=0, \quad \epsilon_{\phi}=\mu_{\phi}=1
$$

and usage of the identity $M_{A}+M_{B}=I$, (16)-(17) are reduced to the simple constitutive identities $\boldsymbol{D}=\epsilon_{0} \boldsymbol{E}$ and $\boldsymbol{B}=\mu_{0} \boldsymbol{H}$, i.e., the standard Maxwell's equations in air are a special case of the spherical cloak modeling equations (14)-(17). This fact is used in the numerical simulation implementation (see [39,34,32]).

## 3. The well-posedness of the cloaking model

Before we prove the well-posedness of the model (14)-(19), we need the following property.
Lemma 3.1. (i) The matrix $M_{A}$ is symmetric and non-negative definite.
(ii) Under the constraint

$$
\begin{equation*}
1<\epsilon_{\phi} \leq 2 \tag{20}
\end{equation*}
$$

the matrix $M=M_{A}+\epsilon_{\phi} M_{B}$ is symmetric positive definite.
Proof. (i) By the definition of $M_{A}$, it is easy to see that for any vector $(u, v, w)^{\prime}$, we have

$$
\begin{align*}
& (u, v, w) M_{A}\left(\begin{array}{c}
u \\
v \\
w
\end{array}\right)=\left(\cos ^{2} \theta \cos ^{2} \phi+\sin ^{2} \phi\right) u^{2}-2 u v \sin ^{2} \theta \sin \phi \cos \phi-2 u w \sin \theta \cos \theta \cos \phi \\
& \quad+\left(\cos ^{2} \theta \sin ^{2} \phi+\cos ^{2} \phi\right) v^{2}-2 v w \sin \theta \cos \theta \sin \phi+w^{2} \sin ^{2} \theta \\
& =(w \sin \theta \cos \phi-u \cos \theta)^{2}+(w \sin \theta \sin \phi-v \cos \theta)^{2}+(u \sin \phi \sin \theta-v \cos \phi \sin \theta)^{2} \geq 0 \tag{21}
\end{align*}
$$

which proves the non-negativeness of $M_{A}$.
(ii) Similarly, by the definitions of $M_{B}$, we have

$$
\begin{align*}
(u, v, w) M_{B}\left(\begin{array}{c}
u \\
v \\
w
\end{array}\right)= & u^{2} \sin ^{2} \theta \cos ^{2} \phi+2 u v \sin ^{2} \theta \sin \phi \cos \phi+2 u w \sin \theta \cos \theta \cos \phi \\
& +2 v w \sin \theta \cos \theta \sin \phi+v^{2} \sin ^{2} \theta \sin ^{2} \phi+w^{2} \cos ^{2} \theta \\
= & (u \sin \theta \cos \phi+v \sin \theta \sin \phi)^{2}+(u \sin \theta \cos \phi+w \cos \theta)^{2}+(v \sin \theta \sin \phi+w \cos \theta)^{2} \\
& -u^{2} \sin ^{2} \theta \cos ^{2} \phi-v^{2} \sin ^{2} \theta \sin ^{2} \phi-w^{2} \cos ^{2} \theta \tag{22}
\end{align*}
$$

Using the identities (21)-(22), and condition $1<\epsilon_{\phi} \leq 2$, we obtain

$$
\begin{aligned}
& (u, v, w)\left(M_{A}+\epsilon_{\phi} M_{B}\right)\left(\begin{array}{c}
u \\
v \\
w
\end{array}\right) \\
& \quad>(w \sin \theta \cos \phi-u \cos \theta)^{2}+(w \sin \theta \sin \phi-v \cos \theta)^{2}+(u \sin \phi \sin \theta-v \cos \phi \sin \theta)^{2} \\
& \quad+(u \sin \theta \cos \phi+v \sin \theta \sin \phi)^{2}+(u \sin \theta \cos \phi+w \cos \theta)^{2}+(v \sin \theta \sin \phi+w \cos \theta)^{2} \\
& \quad-\epsilon_{\phi}\left[u^{2} \sin ^{2} \theta \cos ^{2} \phi+v^{2} \sin ^{2} \theta \sin ^{2} \phi+w^{2} \cos ^{2} \theta\right] \\
& =u^{2}+v^{2}+w^{2}-\left(\epsilon_{\phi}-1\right)\left[u^{2} \sin ^{2} \theta \cos ^{2} \phi+v^{2} \sin ^{2} \theta \sin ^{2} \phi+w^{2} \cos ^{2} \theta\right] \\
& \geq u^{2}\left(1-\sin ^{2} \theta \cos ^{2} \phi\right)+v^{2}\left(1-\sin ^{2} \theta \sin ^{2} \phi\right)+w^{2}\left(1-\cos ^{2} \theta\right) \geq 0
\end{aligned}
$$

which shows the positive definiteness of $M$. Note that we used (20) in the last step.
By the definition of $\epsilon_{\phi}$, we see that the constraint (20) is equivalent to $R_{2} \geq 2 R_{1}$, which means that the cloaking region needs large enough. We are unsure if this constraint is necessary for the practical cloak, since the simulation of [34] is only carried out for $R_{2}=2 R_{1}$. We like to remark that a similar restriction $b>2 a$ is imposed in [40] for the cylindrical cloak obtained with the virtual space to physical space mapping $r=\left[\frac{a}{b}\left(\frac{r^{\prime}}{b}-2\right)+1\right] r^{\prime}+a$, where $r^{\prime} \in[0, b]$. Here $a$ and $b$ are the radii of the inner and outer circles.

To study the well-posedness, we need to introduce the functional spaces

$$
\begin{align*}
& H(\operatorname{curl} ; \Omega)=\left\{\boldsymbol{v} \in\left(L^{2}(\Omega)\right)^{3} ; \nabla \times \boldsymbol{v} \in\left(L^{2}(\Omega)\right)^{3}\right\},  \tag{23}\\
& H_{0}(\operatorname{curl} ; \Omega)=\{\boldsymbol{v} \in H(\operatorname{curl} ; \Omega) ; \boldsymbol{n} \times \boldsymbol{v}=\mathbf{0} \text { on } \partial \Omega\} . \tag{24}
\end{align*}
$$

Now we can prove the existence and uniqueness of the solution for our cloaking model. Let $T>0$ be the final simulation time for our model.

Theorem 3.1. Under the constraint (20) and the following assumptions:

$$
\begin{aligned}
& \boldsymbol{E}(\boldsymbol{x}, 0), \boldsymbol{E}_{t}(\boldsymbol{x}, 0), \boldsymbol{E}_{t^{2}}(\boldsymbol{x}, 0), \nabla \times \boldsymbol{E}(\boldsymbol{x}, 0), \nabla \times \boldsymbol{E}_{t}(\boldsymbol{x}, 0) \in\left(L^{2}(\Omega)\right)^{3} \\
& \boldsymbol{H}(\boldsymbol{x}, 0), \boldsymbol{H}_{t}(\boldsymbol{x}, 0), \boldsymbol{H}_{t^{2}}(\boldsymbol{x}, 0), \nabla \times \boldsymbol{H}(\boldsymbol{x}, 0), \nabla \times \boldsymbol{H}_{t}(\boldsymbol{x}, 0) \in\left(L^{2}(\Omega)\right)^{3},
\end{aligned}
$$

there exists a unique solution $(\boldsymbol{E}(\boldsymbol{x}, t), H(\boldsymbol{x}, t)) \in C\left([0, T] ; H_{0}(\operatorname{curl} ; \Omega)\right) \times C([0, T] ; H(\operatorname{curl} ; \Omega))$.

Proof. Differentiating (11) with respect to $t$ and using (15), we obtain

$$
\begin{align*}
\epsilon_{0} \epsilon_{\phi}\left(\boldsymbol{E}_{t^{3}}+\gamma \boldsymbol{E}_{t^{2}}+\omega_{p}^{2} \boldsymbol{E}_{t}\right) & =\left(M_{A}+\epsilon_{\phi} M_{B}\right)\left(\boldsymbol{D}_{t^{3}}+\gamma \boldsymbol{D}_{t^{2}}\right)+\omega_{p}^{2} M_{A} \boldsymbol{D}_{t} \\
& =M\left(\nabla \times \boldsymbol{H}_{t^{2}}+\gamma \nabla \times \boldsymbol{H}_{t}\right)+\omega_{p}^{2} M_{A} \nabla \times \boldsymbol{H} \tag{25}
\end{align*}
$$

Similarly, differentiating (13) with respect to $t$ and using (14), we obtain

$$
\begin{align*}
\mu_{0} \mu_{\phi}\left(\boldsymbol{H}_{t^{3}}+\gamma_{m} \boldsymbol{H}_{t^{2}}+\omega_{p m}^{2} \boldsymbol{H}_{t}\right) & =\left(M_{A}+\epsilon_{\phi} M_{B}\right)\left(\boldsymbol{B}_{t^{3}}+\gamma_{m} \boldsymbol{B}_{t^{2}}\right)+\omega_{p m}^{2} M_{A} \boldsymbol{B}_{t} \\
& =-M\left(\nabla \times \boldsymbol{E}_{t^{2}}+\gamma_{m} \nabla \times \boldsymbol{E}_{t}\right)-\omega_{p m}^{2} M_{A} \nabla \times \boldsymbol{E} \tag{26}
\end{align*}
$$

For any function $u(t)$ defined for $t \geq 0$, let us denote its Laplace transform by $\hat{u}(s)=\mathscr{L}(u)=\int_{0}^{\infty} e^{-s t} u(t) d t$. Taking the Laplace transform of (25) and (26), respectively, we obtain

$$
\begin{align*}
& \epsilon_{0} \epsilon_{\phi}\left(s^{3}+\gamma s^{2}+\omega_{p}^{2} s\right) \hat{\boldsymbol{E}}=M\left(s^{2}+\gamma s\right) \nabla \times \hat{\boldsymbol{H}}+\omega_{p}^{2} M_{A} \nabla \times \hat{\boldsymbol{H}}+\boldsymbol{f}_{0}(s)  \tag{27}\\
& \mu_{0} \mu_{\phi}\left(s^{3}+\gamma_{m} s^{2}+\omega_{p m}^{2} s\right) \hat{\boldsymbol{H}}=-M\left(s^{2}+\gamma_{m} s\right) \nabla \times \hat{\boldsymbol{E}}-\omega_{p m}^{2} M_{A} \nabla \times \hat{\boldsymbol{E}}+\mathbf{g}_{0}(s) \tag{28}
\end{align*}
$$

where $\boldsymbol{f}_{0}(s)$ and $\boldsymbol{g}_{0}(s)$ contain all the terms related to initial conditions and are given as:

$$
\begin{aligned}
& \boldsymbol{f}_{0}(s)=\epsilon_{0} \epsilon_{\phi}\left[\left(s^{2}+\gamma s+\omega_{p}^{2}\right) \boldsymbol{E}(0)+(s+\gamma) \boldsymbol{E}_{t}(0)+\boldsymbol{E}_{t^{2}}(0)\right]-M\left[(s+\gamma) \nabla \times \boldsymbol{H}(0)+\nabla \times \boldsymbol{H}_{t}(0)\right] \\
& \boldsymbol{g}_{0}(s)=\mu_{0} \mu_{\phi}\left[\left(s^{2}+\gamma_{m} s+\omega_{p m}^{2}\right) \boldsymbol{H}(0)+\left(s+\gamma_{m}\right) \boldsymbol{H}_{t}(0)+\boldsymbol{H}_{t^{2}}(0)\right]+M\left[\left(s+\gamma_{m}\right) \nabla \times \boldsymbol{E}(0)+\nabla \times \boldsymbol{E}_{t}(0)\right]
\end{aligned}
$$

With the notation $p_{e}(s)=s^{3}+\gamma s^{2}+\omega_{p}^{2} s, p_{m}(s)=s^{3}+\gamma_{m} s^{2}+\omega_{p m}^{2} s, M_{e}=\left(s^{2}+\gamma s\right) M+\omega_{p}^{2} M_{A}$, and $M_{m}=$ $\left(s^{2}+\gamma_{m} s\right) M+\omega_{p m}^{2} M_{A}$, we can rewrite (27) and (28) as

$$
\begin{align*}
& \epsilon_{0} \epsilon_{\phi} p_{e}(s) \hat{\boldsymbol{E}}=M_{e} \nabla \times \hat{\boldsymbol{H}}+\boldsymbol{f}_{0}(s),  \tag{29}\\
& \mu_{0} \mu_{\phi} p_{m}(s) \hat{\boldsymbol{H}}=-M_{m} \nabla \times \hat{\boldsymbol{E}}+\boldsymbol{g}_{0}(s) \tag{30}
\end{align*}
$$

Substituting $\hat{\boldsymbol{H}}$ of (30) into (29), we obtain

$$
\epsilon_{0} \mu_{0} \epsilon_{\phi} \mu_{\phi} p_{e}(s) \hat{\boldsymbol{E}}=M_{e} \nabla \times\left[-\frac{M_{m}}{p_{m}(s)} \nabla \times \hat{\boldsymbol{E}}+\frac{\boldsymbol{g}_{0}(s)}{p_{m}(s)}\right]+\mu_{0} \mu_{\phi} \boldsymbol{f}_{0}(s)
$$

which can be rewritten as

$$
\begin{equation*}
\epsilon_{0} \mu_{0} \epsilon_{\phi} \mu_{\phi} p_{e}(s) M_{e}^{-1} \hat{\boldsymbol{E}}+\nabla \times\left(\frac{M_{m}}{p_{m}(s)} \nabla \times \hat{\boldsymbol{E}}\right)=\boldsymbol{f}_{0}^{*}(s), \tag{31}
\end{equation*}
$$

where we denote $\boldsymbol{f}_{0}^{*}(s)=\nabla \times \frac{\mathrm{g}_{0}(s)}{p_{m}(s)}+\mu_{0} \mu_{\phi} M_{e}^{-1} \boldsymbol{f}_{0}(s)$. Note that the invertibility of $M_{e}$ is guaranteed by Lemma 3.1.
Consider the weak formulation of (31): Find $\hat{\boldsymbol{E}} \in H_{0}$ (curl; $\Omega$ ) such that

$$
\begin{equation*}
\epsilon_{0} \mu_{0} \epsilon_{\phi} \mu_{\phi} p_{e}(s)\left(M_{e}^{-1} \hat{\boldsymbol{E}}, \boldsymbol{\phi}\right)+\left(\frac{M_{m}}{p_{m}(s)} \nabla \times \hat{\boldsymbol{E}}, \nabla \times \boldsymbol{\phi}\right)=\left(\boldsymbol{f}_{0}^{*}(s), \boldsymbol{\phi}\right) \tag{32}
\end{equation*}
$$

holds true for any $\phi \in H_{0}$ (curl; $\Omega$ ). The existence of a unique solution $\hat{\boldsymbol{E}} \in H_{0}$ (curl; $\Omega$ ) of (32) is guaranteed by the Lax-Milgram lemma, since by Lemma 3.1 the matrices $M_{e}$ and $M_{e}$ are symmetric positive definite.

Using the fact $\hat{\boldsymbol{E}} \in H_{0}$ (curl; $\Omega$ ), it is easy to see that (29) implies $\nabla \times \hat{\boldsymbol{H}} \in \mathbf{L}^{2}(\Omega)$, and (30) implies $\hat{\boldsymbol{H}} \in \mathbf{L}^{2}(\Omega)$. This proves the existence and uniqueness of $\hat{\boldsymbol{H}} \in H(\operatorname{curl} ; \Omega)$. The inverse Laplace transforms of functions $\hat{\boldsymbol{E}}$ and $\hat{\boldsymbol{H}}$ are solutions of the time-dependent problem (25)-(26). This completes the proof.

The rest of this section is devoted to the proof of a stability result for the spherical cloak model (11)-(19). The proof is composed of the following three lemmas.

## Lemma 3.2.

$$
\begin{align*}
& \frac{\epsilon_{0}^{2} \epsilon_{\phi}^{2}}{4}\left(\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}+\left\|\omega_{p} \sqrt{M^{-1}} \boldsymbol{E}\right\|^{2}\right)(t)+\left(\left\|\sqrt{M} \boldsymbol{D}_{t}\right\|^{2}+\left\|\omega_{p} \sqrt{M_{A}} \boldsymbol{D}\right\|^{2}\right)(t) \\
& \leq \frac{\epsilon_{0}^{2} \epsilon_{\phi}^{2}}{2}\left(2\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}+\left\|\omega_{p} \sqrt{M^{-1}} \boldsymbol{E}\right\|^{2}\right)(0)+\frac{5}{2}\left\|\sqrt{M} \boldsymbol{D}_{t}\right\|^{2}(0)+2\left\|\omega_{p} \sqrt{M_{A}} \boldsymbol{D}\right\|^{2}(0) \\
&+\frac{\epsilon_{0}^{2} \epsilon_{\phi}^{2}}{2} \int_{0}^{t}\left[5\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t^{2}}\right\|^{2}+\left(2+4 \gamma^{2}\right)\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}+4\left\|\omega_{p}^{2} \sqrt{M^{-1}} \boldsymbol{E}\right\|^{2}\right] d t \\
& \quad+\int_{0}^{t}\left[\frac{13+\gamma^{2}}{2}\left\|\sqrt{M} \boldsymbol{D}_{t}\right\|^{2}+\frac{1}{2}\left\|\omega_{p}^{2} \sqrt{M^{-1}} M_{A} \boldsymbol{D}\right\|^{2}\right] d t . \tag{33}
\end{align*}
$$

Proof. I. Multiplying (16) by $\boldsymbol{D}_{t}$ and integrating the resultant over $\Omega$, we have

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left[\left(M \boldsymbol{D}_{t}, \boldsymbol{D}_{t}\right)+\left(\omega_{p}^{2} M_{A} \boldsymbol{D}, \boldsymbol{D}\right)\right]+\gamma\left(M \boldsymbol{D}_{t}, \boldsymbol{D}_{t}\right)=\epsilon_{0} \epsilon_{\phi}\left(\boldsymbol{E}_{t^{2}}+\gamma \boldsymbol{E}_{t}+\omega_{p}^{2} \boldsymbol{E}, \boldsymbol{D}_{t}\right) \tag{34}
\end{equation*}
$$

Integrating (34) from 0 to $t$, and using the Cauchy-Schwarz inequality, we obtain

$$
\begin{align*}
& \frac{1}{2}\left(\left\|\sqrt{M} \boldsymbol{D}_{t}\right\|^{2}+\left\|\omega_{p} \sqrt{M_{A}} \boldsymbol{D}\right\|^{2}\right)(t)-\frac{1}{2}\left(\left\|\sqrt{M} \boldsymbol{D}_{t}\right\|^{2}+\left\|\omega_{p} \sqrt{M_{A}} \boldsymbol{D}\right\|^{2}\right)(0) \\
& \quad \leq \int_{0}^{t} \epsilon_{0} \epsilon_{\phi}\left(\boldsymbol{E}_{t^{2}}+\gamma \boldsymbol{E}_{t}+\omega_{p}^{2} \boldsymbol{E}, \boldsymbol{D}_{t}\right) d t \\
& \quad \leq \int_{0}^{t}\left[\frac{\epsilon_{0}^{2} \epsilon_{\phi}^{2}}{2}\left(\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t^{2}}\right\|^{2}+\left\|\gamma \sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}+\left\|\omega_{p}^{2} \sqrt{M^{-1}} \boldsymbol{E}\right\|^{2}\right)+\frac{3}{2}\left\|\sqrt{M} \boldsymbol{D}_{t}\right\|^{2}\right] d t \tag{35}
\end{align*}
$$

where we dropped the term $\gamma\left(M \boldsymbol{D}_{t}, \boldsymbol{D}_{t}\right)$ due to the positivity of matrix $M$ proved by Lemma 3.1.
II. Multiplying both sides of (16) by $\epsilon_{0} \epsilon_{\phi} M^{-1} \boldsymbol{E}_{t}$ and integrating the resultant over $\Omega$, we have

$$
\begin{equation*}
\frac{\epsilon_{0}^{2} \epsilon_{\phi}^{2}}{2} \frac{d}{d t}\left[\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}+\left\|\omega_{p} \sqrt{M^{-1}} \boldsymbol{E}\right\|^{2}\right]+\epsilon_{0}^{2} \epsilon_{\phi}^{2} \gamma\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}=\epsilon_{0} \epsilon_{\phi}\left(\boldsymbol{D}_{t^{2}}+\gamma \boldsymbol{D}_{t}+\omega_{p}^{2} M^{-1} M_{A} \boldsymbol{D}, \boldsymbol{E}_{t}\right), \tag{36}
\end{equation*}
$$

integrating which from 0 to $t$, we have

$$
\begin{align*}
& \frac{\epsilon_{0}^{2} \epsilon_{\phi}^{2}}{2}\left[\left(\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}+\left\|\omega_{p} \sqrt{M^{-1}} \boldsymbol{E}\right\|^{2}\right)(t)-\left(\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}+\left\|\omega_{p} \sqrt{M^{-1}} \boldsymbol{E}\right\|^{2}\right)(0)\right] \\
& \leq \\
& \quad \epsilon_{0} \epsilon_{\phi}\left[\left(\boldsymbol{D}_{t}, \boldsymbol{E}_{t}\right)(t)-\left(\boldsymbol{D}_{t}, \boldsymbol{E}_{t}\right)(0)\right]-\int_{0}^{t} \epsilon_{0} \epsilon_{\phi}\left(\boldsymbol{D}_{t}, \boldsymbol{E}_{t^{2}}\right) d t+\int_{0}^{t} \epsilon_{0} \epsilon_{\phi}\left(\gamma \boldsymbol{D}_{t}+\omega_{p}^{2} M^{-1} M_{A} \boldsymbol{D}, \boldsymbol{E}_{t}\right) d t \\
& \quad \frac{\epsilon_{0}^{2} \epsilon_{\phi}^{2}}{4}\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}+\left\|\sqrt{M} \boldsymbol{D}_{t}\right\|^{2}+\frac{\epsilon_{0}^{2} \epsilon_{\phi}^{2}}{2}\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}(0)+\frac{1}{2}\left\|\sqrt{M} \boldsymbol{D}_{t}\right\|^{2}(0) \\
& \quad+\int_{0}^{t}\left[\frac{\epsilon_{0}^{2} \epsilon_{\phi}^{2}}{2}\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t^{2}}\right\|^{2}+\frac{1}{2}\left\|\sqrt{M} \boldsymbol{D}_{t}\right\|^{2}\right] d t  \tag{37}\\
& \quad+\int_{0}^{t}\left[\frac{1}{2}\left(\left\|\gamma \sqrt{M} \boldsymbol{D}_{t}\right\|^{2}+\left\|\omega_{p}^{2} \sqrt{M^{-1}} M_{A} \boldsymbol{D}\right\|^{2}\right)+\epsilon_{0}^{2} \epsilon_{\phi}^{2}\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}\right] d t
\end{align*}
$$

which can be further reduced to

$$
\begin{align*}
& \frac{\epsilon_{0}^{2} \epsilon_{\phi}^{2}}{4}\left(\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}+\left\|\omega_{p} \sqrt{M^{-1}} \boldsymbol{E}\right\|^{2}\right)(t) \\
& \quad \leq\left\|\sqrt{M} \boldsymbol{D}_{t}\right\|^{2}+\frac{\epsilon_{0}^{2} \epsilon_{\phi}^{2}}{2}\left(2\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}+\left\|\omega_{p} \sqrt{M^{-1}} \boldsymbol{E}\right\|^{2}\right)(0)+\frac{1}{2}\left\|\sqrt{M} \boldsymbol{D}_{t}\right\|^{2}(0) \\
& \quad+\int_{0}^{t}\left[\frac{\epsilon_{0}^{2} \epsilon_{\phi}^{2}}{2}\left(\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t^{2}}\right\|^{2}+2\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}\right)+\frac{1+\gamma^{2}}{2}\left\|\sqrt{M} \boldsymbol{D}_{t}\right\|^{2}+\frac{1}{2}\left\|\omega_{p}^{2} \sqrt{M^{-1}} M_{A} \boldsymbol{D}\right\|^{2}\right] d t . \tag{38}
\end{align*}
$$

Multiplying (35) by four and adding the resultant to (38) completes the proof.
We like to remark that in the proof of Lemma 3.2, we cannot simply cancel out the term $\int_{0}^{t} \epsilon_{0} \epsilon_{\phi}\left(\boldsymbol{D}_{t}, \boldsymbol{E}_{t^{2}}\right) d t$ appearing in both (35) and (37). Otherwise, the term $\epsilon_{0} \epsilon_{\phi}\left(\boldsymbol{D}_{t}, \boldsymbol{E}_{t}\right)(t)$ cannot be controlled. Furthermore, we have to keep $\omega_{p}, M_{A}, M$ and $M^{-1}$ inside the $L_{2}$ norm, since they are spatial dependent. Actually, it is this fact that complicates the stability analysis.

## Lemma 3.3.

$$
\begin{align*}
\frac{1}{4} & \left(\left\|\sqrt{M} \boldsymbol{B}_{t}\right\|^{2}+\left\|\omega_{p m} \sqrt{M_{A}} \boldsymbol{B}\right\|^{2}\right)(t)+\mu_{0}^{2} \mu_{\phi}^{2}\left(\left\|\sqrt{M^{-1}} \boldsymbol{H}_{t}\right\|^{2}+\left\|\omega_{p m} \sqrt{M^{-1}} \boldsymbol{H}\right\|^{2}\right)(t) \\
\leq & \left\|\sqrt{M} \boldsymbol{B}_{t}\right\|^{2}(0)+\frac{1}{2}\left\|\omega_{p m} \sqrt{M_{A}} \boldsymbol{B}\right\|^{2}(0)+\frac{\mu_{0}^{2} \mu_{\phi}^{2}}{2}\left(5\left\|\sqrt{M^{-1}} \boldsymbol{H}_{t}\right\|^{2}+4\left\|\omega_{p m} \sqrt{M^{-1}} \boldsymbol{H}\right\|^{2}\right)(0) \\
& +\int_{0}^{t}\left\{\frac{\mu_{0}^{2} \mu_{\phi}^{2}}{2}\left[\left(13+\gamma_{m}^{2}\right)\left\|\sqrt{M^{-1}} \boldsymbol{H}_{t}\right\|^{2}+\left\|\omega_{p m}^{2} \sqrt{M^{-1}} \boldsymbol{H}\right\|^{2}\right]+\frac{5}{2}\left\|\sqrt{M} \nabla \times \boldsymbol{E}_{t}\right\|^{2}\right\} d t \\
& +\int_{0}^{t}\left\{\left(1+2 \gamma_{m}^{2}\right)\left\|\sqrt{M} \boldsymbol{B}_{t}\right\|^{2}+2\left\|\omega_{m p}^{2} \sqrt{M^{-1}} M_{A} \boldsymbol{B}\right\|^{2}\right\} d t \tag{39}
\end{align*}
$$

Proof. I. Multiplying (17) by $\boldsymbol{B}_{t}$ and integrating over $\Omega$, we obtain

$$
\frac{1}{2} \frac{d}{d t}\left(\left\|\sqrt{M} \boldsymbol{B}_{t}\right\|^{2}+\left\|\omega_{p m} \sqrt{M_{A}} \boldsymbol{B}\right\|^{2}\right)+\gamma_{m}\left(M \boldsymbol{B}_{t}, \boldsymbol{B}_{t}\right)=\mu_{0} \mu_{\phi}\left(\boldsymbol{H}_{t^{2}}, \boldsymbol{B}_{t}\right)+\mu_{0} \mu_{\phi}\left(\gamma_{m} \boldsymbol{H}_{t}+\omega_{p m}^{2} \boldsymbol{H}, \boldsymbol{B}_{t}\right)
$$

integrating which from 0 to $t$, and using the Cauchy-Schwarz inequality, we have

$$
\begin{align*}
\frac{1}{2} & {\left[\left(\left\|\sqrt{M} \boldsymbol{B}_{t}\right\|^{2}+\left\|\omega_{p m} \sqrt{M_{A}} \boldsymbol{B}\right\|^{2}\right)(t)-\left(\left\|\sqrt{M} \boldsymbol{B}_{t}\right\|^{2}+\left\|\omega_{p m} \sqrt{M_{A}} \boldsymbol{B}\right\|^{2}\right)(0)\right] } \\
& \leq \mu_{0} \mu_{\phi} \int_{0}^{t}\left(\boldsymbol{H}_{t^{2}}, \boldsymbol{B}_{t}\right) d t+\int_{0}^{t} \mu_{0} \mu_{\phi}\left(\gamma_{m} \boldsymbol{H}_{t}+\omega_{p m}^{2} \boldsymbol{H}, \boldsymbol{B}_{t}\right) d t \\
= & \mu_{0} \mu_{\phi}\left[\left(\boldsymbol{H}_{t}, \boldsymbol{B}_{t}\right)(t)-\left(\boldsymbol{H}_{t}, \boldsymbol{B}_{t}\right)(0)\right]-\mu_{0} \mu_{\phi} \int_{0}^{t}\left(\boldsymbol{H}_{t}, \boldsymbol{B}_{t^{2}}\right) d t+\int_{0}^{t} \mu_{0} \mu_{\phi}\left(\gamma_{m} \boldsymbol{H}_{t}+\omega_{p m}^{2} \boldsymbol{H}, \boldsymbol{B}_{t}\right) d t \\
\leq & \frac{1}{4}\left\|\sqrt{M} \boldsymbol{B}_{t}\right\|^{2}(t)+\mu_{0}^{2} \mu_{\phi}^{2}\left\|\sqrt{M^{-1}} \boldsymbol{H}_{t}\right\|^{2}(t)+\frac{1}{2}\left\|\sqrt{M} \boldsymbol{B}_{t}\right\|^{2}(0)+\frac{\mu_{0}^{2} \mu_{\phi}^{2}}{2}\left\|\sqrt{M^{-1}} \boldsymbol{H}_{t}\right\|^{2}(0) \\
& +\int_{0}^{t}\left[\frac{\mu_{0}^{2} \mu_{\phi}^{2}}{2}\left\|\sqrt{M^{-1}} \boldsymbol{H}_{t}\right\|^{2}+\frac{1}{2}\left\|\sqrt{M} \nabla \times \boldsymbol{E}_{t}\right\|^{2}\right] d t \\
& +\int_{0}^{t}\left[\frac{\mu_{0}^{2} \mu_{\phi}^{2}}{2}\left(\left\|\gamma_{m} \sqrt{M^{-1}} \boldsymbol{H}_{t}\right\|^{2}+\left\|\omega_{p m}^{2} \sqrt{M^{-1}} \boldsymbol{H}\right\|^{2}\right)+\left\|\sqrt{M} \boldsymbol{B}_{t}\right\|^{2}\right] d t \tag{40}
\end{align*}
$$

where in the last step we used the identity $\boldsymbol{B}_{t^{2}}=-\nabla \times \boldsymbol{E}_{t}$.
II. Multiplying (17) by $\mu_{0} \mu_{\phi} M^{-1} \boldsymbol{H}_{t}$ and integrating over $\Omega$, we have

$$
\mu_{0}^{2} \mu_{\phi}^{2}\left(M^{-1}\left(\boldsymbol{H}_{t^{2}}+\gamma_{m} \boldsymbol{H}_{t}+\omega_{p m}^{2} \boldsymbol{H}\right), \boldsymbol{H}_{t}\right)=\mu_{0} \mu_{\phi}\left(\boldsymbol{B}_{t^{2}}+\gamma_{m} \boldsymbol{B}_{t}+\omega_{p m}^{2} M^{-1} M_{A} \boldsymbol{B}, \boldsymbol{H}_{t}\right),
$$

integrating which from 0 to $t$, and using the Cauchy-Schwarz inequality, we further have

$$
\begin{align*}
& \frac{\mu_{0}^{2} \mu_{\phi}^{2}}{2}\left[\left(\left\|\sqrt{M^{-1}} \boldsymbol{H}_{t}\right\|^{2}+\left\|\omega_{p m} \sqrt{M^{-1}} \boldsymbol{H}\right\|^{2}\right)(t)-\left(\left\|\sqrt{M^{-1}} \boldsymbol{H}_{t}\right\|^{2}+\left\|\omega_{p m} \sqrt{M^{-1}} \boldsymbol{H}\right\|^{2}\right)(0)\right] \\
& \quad \leq \int_{0}^{t}\left[\frac{1}{2}\left\|\sqrt{M} \nabla \times \boldsymbol{E}_{t}\right\|^{2}+\frac{\mu_{0}^{2} \mu_{\phi}^{2}}{2}\left\|\sqrt{M^{-1}} \boldsymbol{H}_{t}\right\|^{2}\right] d t \\
& \quad+\int_{0}^{t}\left[\frac{1}{2}\left\|\gamma_{m} \sqrt{M} \boldsymbol{B}_{t}\right\|^{2}+\frac{1}{2}\left\|\omega_{p m}^{2} \sqrt{M^{-1}} M_{A} \boldsymbol{B}\right\|^{2}+\mu_{0}^{2} \mu_{\phi}^{2}\left\|\sqrt{M^{-1}} \boldsymbol{H}_{t}\right\|^{2}\right] d t \tag{41}
\end{align*}
$$

Multiplying (41) by four and adding the resultant to (40) conclude the proof.
From Lemmas 3.2 and 3.3, we can see that all the right hand terms except $\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t^{2}}\right\|^{2}$ and $\left\|\sqrt{M} \nabla \times \boldsymbol{E}_{t}\right\|^{2}$ in both (33) and (39) can be controlled by those left hand side terms. In the following lemma, we will build up an estimate to bound these two terms.

Lemma 3.4. Under the assumption $\gamma_{m}=\gamma$, we have

$$
\begin{align*}
& \frac{\epsilon_{0} \epsilon_{\phi} \mu_{0} \mu_{\phi}}{2}\left(\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t^{2}}\right\|^{2}+\left\|\omega_{p} \sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}\right)(t)+\frac{1}{4}\left\|\sqrt{M} \nabla \times \boldsymbol{E}_{t}\right\|^{2}(t) \\
& \leq \frac{\epsilon_{0} \epsilon_{\phi} \mu_{0} \mu_{\phi}}{2}\left(\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t^{2}}\right\|^{2}+\left\|\omega_{p} \sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}\right)(0)+\frac{3}{2}\left\|\sqrt{M} \nabla \times \boldsymbol{E}_{t}\right\|^{2}(0) \\
&+\frac{\gamma_{m}^{2}}{2}\left\|\sqrt{M} \boldsymbol{B}_{t}\right\|^{2}(0)+\frac{1}{2}\left\|\omega_{p m}^{2} M_{A} \sqrt{M^{-1}} \boldsymbol{B}\right\|^{2}(0)+2 \gamma_{m}^{2}\left\|\sqrt{M} \boldsymbol{B}_{t}\right\|^{2}(t)+2\left\|\omega_{p m}^{2} \sqrt{M^{-1}} M_{A} \boldsymbol{B}\right\|^{2}(t) \\
&+\int_{0}^{t}\left[\left(\frac{1}{2}+\gamma_{m}\right)\left\|\sqrt{M} \nabla \times \boldsymbol{E}_{t}\right\|^{2}+\frac{1}{2}\left\|\omega_{p m}^{2} \sqrt{M^{-1}} M_{A} \boldsymbol{B}_{t}\right\|^{2}\right] d t \\
&+\int_{0}^{t} \frac{\mu_{0} \mu_{\phi}}{2}\left(\left\|\omega_{p m}^{2} \sqrt{M} \boldsymbol{D}_{t}\right\|^{2}+\left\|\omega_{p}^{2} \sqrt{M^{-1}} M_{A} \boldsymbol{D}_{t}\right\|^{2}+2\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t^{2}}\right\|^{2}\right) d t \tag{42}
\end{align*}
$$

Proof. I. Multiplying (16) by $\mu_{0} \mu_{\phi} M^{-1}$, then differentiating both sides with respect to $t$ and using (15), we have

$$
\epsilon_{0} \epsilon_{\phi} \mu_{0} \mu_{\phi} M^{-1}\left(\boldsymbol{E}_{t^{3}}+\gamma \boldsymbol{E}_{t^{2}}+\omega_{p}^{2} \boldsymbol{E}_{t}\right)=\mu_{0} \mu_{\phi}\left(\nabla \times \boldsymbol{H}_{t^{2}}+\gamma \nabla \times \boldsymbol{H}_{t}+\omega_{p}^{2} M^{-1} M_{A} \boldsymbol{D}_{t}\right)
$$

multiplying which by $\boldsymbol{E}_{t^{2}}$ and integrating over $\Omega$, we obtain

$$
\begin{align*}
\frac{\epsilon_{0} \epsilon_{\phi} \mu_{0} \mu_{\phi}}{2} \frac{d}{d t}\left(\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t^{2}}\right\|^{2}+\left\|\omega_{p} \sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}\right) & \leq \mu_{0} \mu_{\phi}\left(\nabla \times \boldsymbol{H}_{t^{2}}+\gamma \nabla \times \boldsymbol{H}_{t}+\omega_{p}^{2} M^{-1} M_{A} \boldsymbol{D}_{t}, \boldsymbol{E}_{t^{2}}\right) \\
& =\mu_{0} \mu_{\phi}\left(\boldsymbol{H}_{t^{2}}+\gamma \boldsymbol{H}_{t}, \nabla \times \boldsymbol{E}_{t^{2}}\right)+\mu_{0} \mu_{\phi}\left(\omega_{p}^{2} M^{-1} M_{A} \boldsymbol{D}_{t}, \boldsymbol{E}_{t^{2}}\right) \tag{43}
\end{align*}
$$

where in the last step we used integration by parts and the PEC boundary condition (18).
Integrating (43) from 0 to $t$, we have

$$
\begin{align*}
& \frac{\epsilon_{0} \epsilon_{\phi} \mu_{0} \mu_{\phi}}{2}\left[\left(\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t^{2}}\right\|^{2}+\left\|\omega_{p} \sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}\right)(t)-\left(\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t^{2}}\right\|^{2}+\left\|\omega_{p} \sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}\right)(0)\right] \\
& \leq \int_{0}^{t} \mu_{0} \mu_{\phi}\left(\boldsymbol{H}_{t^{2}}+\gamma \boldsymbol{H}_{t}, \nabla \times \boldsymbol{E}_{t^{2}}\right) d t+\int_{0}^{t} \mu_{0} \mu_{\phi}\left(\omega_{p}^{2} M^{-1} M_{A} \boldsymbol{D}_{t}, \boldsymbol{E}_{t^{2}}\right) d t \tag{44}
\end{align*}
$$

II. Multiplying (17) by $\nabla \times \boldsymbol{E}_{t^{2}}$, integrating over $\Omega$, and using the identity $\boldsymbol{B}_{t}=-\nabla \times \boldsymbol{E}$, we have

$$
\begin{aligned}
& \mu_{0} \mu_{\phi}\left(\boldsymbol{H}_{t^{2}}+\gamma_{m} \boldsymbol{H}_{t}, \nabla \times \boldsymbol{E}_{t^{2}}\right) \\
& \quad=-\left(M\left(\nabla \times \boldsymbol{E}_{t}+\gamma_{m} \nabla \times \boldsymbol{E}\right), \nabla \times \boldsymbol{E}_{t^{2}}\right)+\left(\omega_{p m}^{2} M_{A} \boldsymbol{B}, \nabla \times \boldsymbol{E}_{t^{2}}\right)-\mu_{0} \mu_{\phi}\left(\omega_{p m}^{2} \boldsymbol{H}, \nabla \times \boldsymbol{E}_{t^{2}}\right),
\end{aligned}
$$

integrating which from 0 to $t$, we obtain

$$
\begin{align*}
\mu_{0} \mu_{\phi} \int_{0}^{t}\left(\boldsymbol{H}_{t^{2}}+\gamma_{m} \boldsymbol{H}_{t}, \nabla \times \boldsymbol{E}_{t^{2}}\right) d t= & -\frac{1}{2}\left[\left\|\sqrt{M} \nabla \times \boldsymbol{E}_{t}\right\|^{2}(t)-\left\|\sqrt{M} \nabla \times \boldsymbol{E}_{t}\right\|^{2}(0)\right] \\
& -\int_{0}^{t}\left(\gamma_{m} M \nabla \times \boldsymbol{E}, \nabla \times \boldsymbol{E}_{t^{2}}\right) d t+\int_{0}^{t}\left(\omega_{p m}^{2} M_{A} \boldsymbol{B}, \nabla \times \boldsymbol{E}_{t^{2}}\right) d t \\
& -\int_{0}^{t} \mu_{0} \mu_{\phi}\left(\omega_{p m}^{2} \boldsymbol{H}, \nabla \times \boldsymbol{E}_{t^{2}}\right) d t . \tag{45}
\end{align*}
$$

The last three terms of (45) can be bounded as follows. First, using integration by parts, the identity $\nabla \times \boldsymbol{E}=-\boldsymbol{B}_{t}$ and the Cauchy-Schwarz inequality, we have

$$
\begin{align*}
-\int_{0}^{t}\left(\gamma_{m} M \nabla \times \boldsymbol{E}, \nabla \times \boldsymbol{E}_{t^{2}}\right) d t= & -\gamma_{m}\left(M \nabla \times \boldsymbol{E}, \nabla \times \boldsymbol{E}_{t}\right)(t)+\gamma_{m}\left(M \nabla \times \boldsymbol{E}, \nabla \times \boldsymbol{E}_{t}\right)(0) \\
& +\int_{0}^{t} \gamma_{m}\left(M \nabla \times \boldsymbol{E}_{t}, \nabla \times \boldsymbol{E}_{t}\right) d t \\
\leq & \frac{1}{8}\left\|\sqrt{M} \nabla \times \boldsymbol{E}_{t}\right\|^{2}(t)+2\left\|\gamma_{m} \sqrt{M} \boldsymbol{B}_{t}\right\|^{2}(t) \\
& +\frac{1}{2}\left\|\sqrt{M} \nabla \times \boldsymbol{E}_{t}\right\|^{2}(0)+\frac{1}{2}\left\|\gamma_{m} \sqrt{M} \boldsymbol{B}_{t}\right\|^{2}(0)+\int_{0}^{t} \gamma_{m}\left\|\sqrt{M} \nabla \times \boldsymbol{E}_{t}\right\|^{2} d t \tag{46}
\end{align*}
$$

Similarly, we can obtain

$$
\begin{align*}
& \int_{0}^{t}\left(\omega_{p m}^{2} M_{A} \boldsymbol{B}, \nabla \times \boldsymbol{E}_{t^{2}}\right) d t=\left(\omega_{p m}^{2} M_{A} \boldsymbol{B}, \nabla \times \boldsymbol{E}_{t}\right)(t)-\left(\omega_{p m}^{2} M_{A} \boldsymbol{B}, \nabla \times \boldsymbol{E}_{t}\right)(0)-\int_{0}^{t}\left(\omega_{p m}^{2} M_{A} \boldsymbol{B}_{t}, \nabla \times \boldsymbol{E}_{t}\right) d t \\
& \quad \leq \frac{1}{8}\left\|\sqrt{M} \nabla \times \boldsymbol{E}_{t}\right\|^{2}(t)+2\left\|\omega_{p m}^{2} \sqrt{M^{-1}} M_{A} \boldsymbol{B}\right\|^{2}(t)+\frac{1}{2}\left\|\sqrt{M} \nabla \times \boldsymbol{E}_{t}\right\|^{2}(0) \\
& \quad+\frac{1}{2}\left\|\omega_{p m}^{2} \sqrt{M^{-1}} M_{A} \boldsymbol{B}\right\|^{2}(0)+\int_{0}^{t}\left[\frac{1}{2}\left\|\sqrt{M} \nabla \times \boldsymbol{E}_{t}\right\|^{2}+\frac{1}{2}\left\|\omega_{p m}^{2} \sqrt{M^{-1}} M_{A} \boldsymbol{B}_{t}\right\|^{2}\right] d t . \tag{47}
\end{align*}
$$

Using the PEC boundary condition (18) and the identity $\nabla \times \boldsymbol{H}=\boldsymbol{D}_{t}$, we have

$$
\begin{align*}
\int_{0}^{t} \mu_{0} \mu_{\phi}\left(\omega_{p m}^{2} \boldsymbol{H}, \nabla \times \boldsymbol{E}_{t^{2}}\right) d t & =\int_{0}^{t} \mu_{0} \mu_{\phi}\left(\omega_{p m}^{2} \boldsymbol{D}_{t}, \boldsymbol{E}_{t^{2}}\right) d t \\
& \leq \int_{0}^{t} \frac{\mu_{0} \mu_{\phi}}{2}\left(\left\|\omega_{p m}^{2} \sqrt{M} \boldsymbol{D}_{t}\right\|^{2}+\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t^{2}}\right\|^{2}\right) d t \tag{48}
\end{align*}
$$

Substituting (46)-(48) into (45), then into (44), and bounding the last term of (44) as follows

$$
\int_{0}^{t} \mu_{0} \mu_{\phi}\left(\omega_{p}^{2} M^{-1} M_{A} \boldsymbol{D}_{t}, \boldsymbol{E}_{t^{2}}\right) d t . \leq \int_{0}^{t} \frac{\mu_{0} \mu_{\phi}}{2}\left(\left\|\omega_{p}^{2} \sqrt{M^{-1}} M_{A} \boldsymbol{D}_{t}\right\|^{2}+\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t^{2}}\right\|^{2}\right) d t
$$

we conclude the proof.

We like to remark that the assumption $\gamma_{m}=\gamma$ always holds true in practical simulations with the Drude model [20]. Most often, researchers working on cloaking simulation (e.g., [34,32]) pay more attention to the lossless case $\gamma_{m}=\gamma=0$. Here we prove the stability for the general case with a loss.

Theorem 3.2. Denote a constant $\gamma_{\text {max }}$, which satisfies the condition

$$
\begin{equation*}
\gamma_{\max }>8 \max \left\{\gamma_{m}^{2}, \max _{\bar{\Omega}}\left(\omega_{p m} \sqrt{M_{A} M^{-1}}\right)\right\} \tag{49}
\end{equation*}
$$

Then under the assumptions $\gamma_{m}=\gamma$, we have for any $t \in[0, T]$ :

$$
\begin{aligned}
& \frac{\epsilon_{0}^{2} \epsilon_{\phi}^{2}}{4}\left(\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}+\left\|\omega_{p} \sqrt{M^{-1}} \boldsymbol{E}\right\|^{2}\right)(t)+\left(\left\|\sqrt{M} \boldsymbol{D}_{t}\right\|^{2}+\left\|\omega_{p} \sqrt{M_{A}} \boldsymbol{D}\right\|^{2}\right)(t) \\
& \quad+\gamma_{\max }\left[\frac{1}{4}\left(\left\|\sqrt{M} \boldsymbol{B}_{t}\right\|^{2}+\left\|\omega_{p m} \sqrt{M_{A}} \boldsymbol{B}\right\|^{2}\right)(t)+\mu_{0}^{2} \mu_{\phi}^{2}\left(\left\|\sqrt{M^{-1}} \boldsymbol{H}_{t}\right\|^{2}+\left\|\omega_{p m} \sqrt{M^{-1}} \boldsymbol{H}\right\|^{2}\right)(t)\right] \\
& \quad+\frac{\epsilon_{0} \epsilon_{\phi} \mu_{0} \mu_{\phi}}{2}\left(\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t^{2}}\right\|^{2}+\left\|\omega_{p} \sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}\right)(t)+\frac{1}{4}\left\|\sqrt{M} \nabla \times \boldsymbol{E}_{t}\right\|^{2}(t) \\
& \leq \\
& C I_{0}\left(\boldsymbol{E}_{t^{2}}(0), \boldsymbol{E}_{t}(0), \boldsymbol{E}(0), \boldsymbol{D}_{t}(0), \boldsymbol{D}(0), \boldsymbol{B}_{t}(0), \boldsymbol{B}(0), \boldsymbol{H}_{t}(0), \boldsymbol{H}(0)\right),
\end{aligned}
$$

where the constant $C>0$ depends on physical parameters $\epsilon_{0}, \mu_{0}, R_{1}, R_{2}, \gamma, \gamma_{m}, \omega_{p}, \omega_{p m}$, and the function $I_{0}(\cdots)$ is given as:

$$
\begin{aligned}
I_{0}= & \frac{\epsilon_{0}^{2} \epsilon_{\phi}^{2}}{2}\left(2\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}+\left\|\omega_{p} \sqrt{M^{-1}} \boldsymbol{E}\right\|^{2}\right)(0)+\frac{5}{2}\left\|\sqrt{M} \boldsymbol{D}_{t}\right\|^{2}(0)+2\left\|\omega_{p} \sqrt{M_{A}} \boldsymbol{D}\right\|^{2}(0) \\
& +\left\|\sqrt{M} \boldsymbol{B}_{t}\right\|^{2}(0)+\frac{1}{2}\left\|\omega_{p m} \sqrt{M_{A}} \boldsymbol{B}\right\|^{2}(0)+\frac{\mu_{0}^{2} \mu_{\phi}^{2}}{2}\left(5\left\|\sqrt{M^{-1}} \boldsymbol{H}_{t}\right\|^{2}+4\left\|\omega_{p m} \sqrt{M^{-1}} \boldsymbol{H}\right\|^{2}\right)(0) \\
& +\frac{\epsilon_{0} \epsilon_{\phi} \mu_{0} \mu_{\phi}}{2}\left(\left\|\sqrt{M^{-1}} \boldsymbol{E}_{t^{2}}\right\|^{2}+\left\|\omega_{p} \sqrt{M^{-1}} \boldsymbol{E}_{t}\right\|^{2}\right)(0)+\frac{3}{2}\left\|\sqrt{M} \nabla \times \boldsymbol{E}_{t}\right\|^{2}(0) \\
& +\frac{\gamma_{m}^{2}}{2}\left\|\sqrt{M} \boldsymbol{B}_{t}\right\|^{2}(0)+\frac{1}{2}\left\|\omega_{p m}^{2} M_{A} \sqrt{M^{-1}} \boldsymbol{B}\right\|^{2}(0)
\end{aligned}
$$

Proof. From Lemmas 3.2-3.4 and the Gronwall inequality, we see that all the right hand side terms can be controlled by the left hand side terms, except the following two terms

$$
\begin{equation*}
2 \gamma_{m}^{2}\left\|\sqrt{M} \boldsymbol{B}_{t}\right\|^{2}(t)+2\left\|\omega_{p m}^{2} M_{A} \sqrt{M^{-1}} \boldsymbol{B}\right\|^{2}(t) \tag{50}
\end{equation*}
$$

which can be controlled by multiplying (39) by $\gamma_{\text {max }}$.
The proof is completed by applying the Gronwall inequality to the summation of (33), the $\gamma_{\text {max }}$ multiple of (39), and (42).

## 4. Conclusions

In this paper, we carried out the well-posedness study of a time-domain spherical cloaking model introduced by Zhao and Hao [34]. Due to the extensive computing power needed for simulating this model as pointed out in [34]: " 100 processors and 220 gigabyte (GB) memory were used to run the parallel dispersive FDTD simulations. Each simulation lasts around 45 h (13,000 time steps) before reaching the steady-state.", we did not pursue the numerical simulation here. In the future, we plan to develop some efficient time-domain finite element methods (such as hp method [41] or DG methods [42,43]) to simulate this spherical cloaking model.

## Acknowledgments

The author likes to thank two anonymous referees for their insightful comments that improved this paper. Partially supported by NSF under Grant No. DMS-1416742, and a grant from the Simons Foundation (\#281296 to Jichun Li). The author likes to thank UNLV for granting his sabbatical leave during spring 2014, when he got time finishing this work.

## References

[1] J.B. Pendry, D. Schurig, D.R. Smith, Controlling electromagnetic fields, Science 312 (2006) 1780-1782.
[2] U. Leonhardt, Optical conformal mapping, Science 312 (2006) 1777-1780.
[3] D. Schurig, J.J. Mock, B.J. Justice, S.A. Cummer, J.B. Pendry, A.F. Starr, D.R. Smith, Metamaterial electromagnetic cloak at microwave frequencies, Science 314 (2006) 977-980.
[4] S.A. Cummer, B.-I. Popa, D. Schurig, D.R. Smith, J. Pendry, Full-wave simulations of electromagnetic cloaking structures, Phys. Rev. E 74 (2006) 036621.
[5] A. Greenleaf, M. Lassas, G. Uhlmann, Anisotropic conductivities that cannot be detected by EIT, Physiol. Meas. 24 (2003) 413-419.
[6] A. Greenleaf, M. Lassas, G. Uhlmann, On nonuniqueness for Calderón's inverse problem, Math. Res. Lett. 10 (2003) 685-693.
[7] H. Chen, C.T. Chan, P. Sheng, Transformation optics and metamaterials, Nature Mater. 9 (2010) 387-396.
[8] A. Greenleaf, Y. Kurylev, M. Lassas, G. Uhlmann, Cloaking devices, electromagnetics wormholes and transformation optics, SIAM Rev. 51 (2009) 3-33.
[9] S. Guenneau, R.C. McPhedran, S. Enoch, A.B. Movchan, M. Farhat, N.-A.P. Nicorovici, The colours of cloaks, J. Opt. 13 (2011) 024014.
[10] M. Yan, W. Yan, M. Qiu, Invisibility cloaking by coordinate transformation, Prog. Opt. 52 (2009) 261-304.
[11] D.H. Werner, D.-H. Kwon (Eds.), Transformation Electromagnetics and Metamaterials, Springer, 2014.
[12] G.W. Milton, N.-A.P. Nicorovici, On the cloaking effects associated with anomalous localized resonance, Proc. R. Soc. Lond. Ser. A 462 (2006) $3027-3059$.
[13] N.A.P. Nicorovici, G.W. Milton, R.C. McPhedran, L.C. Botten, Quasistatic cloaking of two-dimensional polarizable discrete systems by anomalous resonance, Opt. Express 15 (2007) 6314-6323.
[14] Y. Lai, H. Chen, Z.-Q. Zhang, C.T. Chan, Complementary media invisibility cloak that cloaks objects at a distance outside the cloaking shell, Phys. Rev. Lett. 102 (2009) 093901.
[15] F. Guevara Vasquez, G.W. Milton, D. Onofrei, Active exterior cloaking for the 2D Laplace and Helmholtz equations, Phys. Rev. Lett. 103 (2009) 073901.
[16] F. Guevara Vasquez, G.W. Milton, D. Onofrei, Broadband exterior cloaking, Opt. Express 17 (2009) 14800-14805.
[17] J. Hao, W. Yan, M. Qiu, Super-reflection and cloaking based on zero index metamaterial, Appl. Phys. Lett. 96 (2010) 101109.
[18] Y. Wu, J. Li, Total reflection and cloaking by zero index metamaterials loaded with rectangular dielectric defects, Appl. Phys. Lett. 102 (2013) 183105.
[19] Y. Hao, R. Mittra, FDTD Modeling of Metamaterials: Theory and Applications, Artech House Publishers, 2008.
[20] J. Li, Y. Huang, Time-Domain Finite Element Methods for Maxwell's Equations in Metamaterials, in: Springer Series in Computational Mathematics, vol. 43, Springer, 2013.
[21] R.V. Kohn, D. Onofrei, M.S. Vogelius, M.I. Weinstein, Cloaking via change of variables for the Helmholtz equation, Comm. Pure Appl. Math. 63 (2010) 0973-1016.
[22] R.V. Kohn, H. Shen, M.S. Vogelius, M.I. Weinstein, Cloaking via change of variables in electrical impendance tomography, Inverse Problems 24 (2008) 015016.
[23] H. Liu, T. Zhou, On approximate electromagnetic cloaking by transformation media, SIAM J. Appl. Math. 71 (2011) 218-241.
[24] H.-M. Nguyen, Approximate cloaking for the Helmholtz equation via transformation optics and consequences for perfect cloaking, Comm. Pure Appl. Math. 65 (2012) 0155-0186.
[25] H. Ammari, J. Garnier, W. Jing, H. Kang, M. Lim, K. Solna, H. Wang, Mathematical and Statistical Methods for Multistatic Imaging, in: Lecture Notes in Mathematics, vol. 2098, Springer, 2013.
[26] H. Ammari, J. Garnier, V. Jugnon, H. Kang, H. Lee, M. Lim, Enhancement of near-cloaking. Part III: numerical simulations, statistical stability, and related questions, Contemp. Math. 577 (2012) 1-24.
[27] H. Ammari, H. Kang, H. Lee, M. Lim, Enhancement of near-cloaking. Part II: the Helmholtz equation, Comm. Math. Phys. 317 (2013) 485-502.
[28] H. Ammari, H. Kang, H. Lee, M. Lim, S. Yu, Enhancement of near cloaking for the full Maxwell equations, SIAM J. Appl. Math. 73 (2013) $2055-2076$.
[29] L. Demkowicz, J. Li, Numerical simulations of cloaking problems using a DPG method, Comput. Mech. 51 (2013) 661-672.
[30] U. Leonhardt, T. Tyc, Broadband invisibility by non-Euclidean cloaking, Science 323 (2009) 110-112.
[31] R. Liu, C. Ji, J.J. Mock, J.Y. Chin, T.J. Cui, D.R. Smith, Broadband ground-plane cloak, Science 323 (2009) 366-369.
[32] J. Li, Y. Huang, W. Yang, Developing a time-domain finite-element method for modeling of electromagnetic cylindrical cloaks, J. Comput. Phys. 231 (2012) 2880-2891.
[33] J. Li, Y. Huang, W. Yang, Well-posedness study and finite element simulation of time-domain cylindrical and elliptical cloaks, Math. Comp. (2014) in press. Available online on October 3.
[34] Y. Zhao, Y. Hao, Full-wave parallel dispersive finite-difference time-domain modeling of three-dimensional electromagnetic cloaking structures, J. Comput. Phys. 228 (2009) 7300-7312.
[35] P. Fernandes, M. Raffetto, Well posedness and finite element approximability of time-harmonic electromagnetic boundary value problems involving bianisotropic materials and metamaterials, Math. Models Methods Appl. Sci. 19 (2009) 2299-2335.
[36] A.-S. Bonnet-Ben Dhia, P. Ciarlet Jr., C. Zwölf, Time harmonic wave diffraction problems in materials with sign-shifting coefficients, J. Comput. Appl. Math. 234 (2010) 1912-1919.
[37] A.-S. Bonnet-Ben Dhia, L. Chesnel, P. Ciarlet Jr., T-coercivity for scalar interface problems between dielectrics and metamaterials, Math. Model. Numer. Anal. 46 (2012) 1363-1387.
[38] Y. Huang, J. Li, W. Yang, Solving metamaterial Maxwell's equations via a vector wave integro-differential equation, Comput. Math. Appl. 63 (2012) 1597-1606.
[39] Y. Zhao, C. Argyropoulos, Y. Hao, Full-wave finite-difference time-domain simulation of electromagnetic cloaking structures, Opt. Express 16 (2008) 6717-6730.
[40] W. Cai, U.K. Chettiar, A.V. Kildishev, V.M. Shalaev, G.W. Milton, Nonmagnetic cloak with minimized scattering, Appl. Phys. Lett. 91 (2007) 111105.
[41] L. Demkowicz, J. Kurtz, D. Pardo, M. Paszynski, W. Rachowicz, A. Zdunek, Computing with hp Finite Elements. II. Frontiers: Three-Dimensional Elliptic and Maxwell Problems with Applications, Chapman \& Hall/CRC, 2007.
[42] J.S. Hesthaven, T. Warburton, Nodal Discontinuous Galerkin Methods: Algorithms, Analysis, and Applications, Springer, 2008.
[43] J. Li, J.S. Hesthaven, Analysis and application of the nodal discontinuous Galerkin method for wave propagation in metamaterials, J. Comput. Phys. 258 (2014) 915-930.


[^0]:    * Tel.: +1 7028950365.

    E-mail address: jichun@unlv.nevada.edu.

