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Abstract: An important goal in studying the relations between unitary VOAs and con-
formal nets is to prove the equivalence of their ribbon categories. In this article, we
prove this conjecture for many familiar examples. Our main idea is to construct new
structures associated to conformal nets: the categorical extensions. Let V be a strongly-
local unitary regular VOA of CFT type, and assume that all V -modules are unitarizable.
Then V is associated with a conformal net AV by Carpi et al. (From vertex operator
algebras to conformal nets and back, Vol. 254, No. 1213, Memoirs of the American
Mathematical Society, 2018). Let Repu(V ) and Repss(AV ) be the braided tensor cate-
gories of unitary V -modules and semisimpleAV -modules respectively. We show that if
one can find enough intertwining operators of V satisfying the strong intertwining prop-
erty and the strong braiding property, then any unitary V -module Wi can be integrated
to an AV -module Hi , and the functor F : Repu(V ) → Repss(AV ),Wi �→ Hi induces

an equivalence of the ribbon categories Repu(V )
�−→ F(Repu(V )). This, in particular,

shows that F(Repu(V )) is a modular tensor category. We apply the above result to all
unitary c < 1 Virasoro VOAs (minimal models), many unitary affine VOAs (WZW
models), and all even lattice VOAs. In the case of Virasoro VOAs and affine VOAs, one
further knows that F(Repu(V )) = Repss(AV ). So we’ve proved the equivalence of the
unitary modular tensor categories Repu(V ) � Repss(AV ). In the case of lattice VOAs,
besides the equivalence of Repu(V ) and F(Repu(V )), we also prove the strong locality
of V and the strong integrability of all (unitary) V -modules. This solves a conjecture in
Carpi et al. (From vertex operator algebras to conformal nets and back, Vol. 254, No.
1213, Memoirs of the American Mathematical Society, 2018).
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1. Introduction

Backgrounds A systematic study of the relations between vertex operator algebras
(VOAs) and conformal nets, two major mathematical formulations of chiral conformal
field theories, was initiated by [CKLW18]. A main point in [CKLW18] is that, given
a unitary CFT-type VOA V satifying certain nice analytic properties (energy-bounds
condition and strong locality), one defines AV (I ) to be the von Neumann algebra gen-
erated by all smeared vertex operators localized in the open interval I ⊂ S1. Then the
collection of all theseAV (I ) form a conformal netAV . The energy-bounds condition is
needed to show the preclosedness of smeared vertex operators and the weak commuta-
tivity (Wightmann-locality) of casually disjoint smeared vertex operators. To show that
AV satisfies the locality axiom of a conformal net, one requires that causally disjoint
smeared operators also commute strongly, in the sense that the von Neumann algebras
generated by them commute. This is the meaning of strong locality. Energy bounds con-
dition and strong locality are natural requirements on VOAs, which can be verified for
many important examples. Indeed, it is believed that all unitary VOAs satisfy these two
properties.

After building a bridge between VOAs and conformal nets, the next natural step is
to understand the relations between their representations. Let V be a unitary (energy-
bounded and) strongly local CFT-type VOA, and assume that all irreducible V -modules
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are unitarizable.1 Since our main interest is in rational CFTs, we assume that V is regular
[DLM95], so that there exists a modular tensor categorical structure on the category
Repu(V ) of unitary V -modules [Hua08b]. We also have a braided C∗-tensor categorical
structure on the representation2 category Rep(AV ) of AV by Doplicher–Haag–Roberts
(DHR) superselection theory [DHR71,DHR74,FRS89,FRS92]. Now the whole project
of relating the representation theories of “rational” VOAs and conformal nets can be
described by answering the following questions:

1. Can we define a “natural” fully faithful ∗-functor F : Repu(V ) → Rep(AV )?
2. Is F essentially surjective?
3. Does F preserve the braided tensor categorical structures?

Once these problems are solved, we can conclude that the category Repss(AV ) of
semisimpleAV -modules is a braided tensor subcategory of Rep(AV ) admitting a ribbon
fusion categorical structure, the modular tensor category Repu(V ) admits a unitary (i.e,
C∗-) structure, and F : Repu(V ) → Repss(AV ) is an equivalence of unitary modular
tensor categories. As an important application, the Reshetikhin–Turaev 3d topological
quantumfield theory (cf. [RT91,Tur94]) constructed fromRepu(V ) and fromRepss(AV )

are the same.
Problem 1 is the main subject of [CWX]. That paper shows that for many nice exam-

ples of V , any unitary V -module (Wi ,Yi ) is energy bounded, and can be “integrated” to
an AV -module (Hi , πi ), in the sense that πi (Y (v, f )) = Yi (v, f ) for any smeared ver-
tex operators Y (v, f ) and Yi (v, f ). This condition is called strong integrability. One can
thus define F(Wi ) = Hi . By semisimpleness, any morphism F of unitary V -modules
is bounded. Thus F(F) can be defined to be the closure of F . Then [CWX] shows that
F is fully faithful. (See also [Gui17b] chapter 4 for relevant results.)3 A detailed study
of problem 2 can be found in [CW]. In the case of unitary affine VOAs, problem 2 was
completely solved by [Hen19]. For c < 1 unitary Virasoro VOAs, problem 2 can be
solved by combining the results of [Xu00a] and [KL04] (see Sect. 5.1).

So far, the studies of problem 3 have been focusing mainly on comparing fusion
rules. The following results are known: If V is a type A unitary affine VOA, or a
c < 1 unitary Virasoro VOA, then Repu(V ) and Repss(AV ) have the same fusion rules
[Was98,Loke94]. When V is of affine type D, the tensor subcategory C of unitary V -
modules corresponding to the single-valued representations of SO(2n) has the same
fusion rules as F(C) [TL04]. On the other hand, the equivalence of the braided tensor
categories is unknown except when V is affine sl2, in which case the braided tensor
categorical structures are determined by the fusion rules and the twist operators according
to [FK93] proposition 8.2.6.4 Even for general affine sln , proving the equivalence of the
braided tensor categories has long been an open problem.

Categorical extensions of conformal nets

One of the main goals in this paper is to give a systematic treatment of problem 3.
We shall not only show the equivalence of fusion rules for more examples, but also

1 The unitarizability of all V -modules is known to be true for many well known rational CFT models.
For some other examples, this problem is related to constructing a C∗-tensor structure on Repu(V ). We will
discuss this topic in future work.

2 In this article, we assume that all conformal net modules are seperable and (hence) locally normal.
3 Besides using smeared vertex operators, one can also use Segal CFTs and a geometric interpolation

procedure to construct conformal nets from unitary VOAs, and to define the ∗-functor F. See [Ten16,Ten18]
for more details.

4 This argument is due to Marcel Bischoff. See [Hen17] the paragraphs after conjecture 3.
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provide a new perspective on conformal nets and VOAs from which the equivalence of
the braided tensor categorical structures becomes quite natural: we shall define a new
structure associated to conformal nets, called categorical extensions.

An ordinary extension of a conformal net A is just a conformal net B containing
A as a (finite-index) subnet. It is a fermionic extension when B is a super-conformal
net, but it can also be anyonic in general. Full CFT and boundary CFT can also be
regarded as extensions of conformal nets. A categorical extension E of A, on the other
hand, is a universal, free, categorical, and anyonic extension of A.5 By “universal”, we
mean that E contains any sort of extensions of A as sub-systems. Roughly speaking,
E is defined to be the ∗-extension generated “freely” by the intertwining operators of
A (or its corresponding VOA). E is free of relations, but any extension of A, which is
a sub-system of E , is described by a set of relations, i.e, by a Frobenius algebra. As
intertwining operators do not form an algebra in general (except when the braidings are
abelian [DL93]), there seems to be no single Hilbert spaceH on which all intertwining
operators could act freely. Therefore, we consider tensor categories of Hilbert spaces
instead of single Hilbert spaces. As extensions ofA are in general anyonic, E is anyonic.

Let us outline some key features of categorical extensions. Note that for a conformal
netA, given an open interval I , we have state-field correspondence between an operator
x ∈ A(I ) and a vector x�. Vectors in H0(I ) = A(I )� are called I -bounded vectors.
Then the actions ofA(I ) onH0 can be regarded as multiplicationsH0(I )⊗H0 → H0.
With over simplification, we regard the vacuum module H0 as both a vector space and
an algebra. Now for general A-modules Hi ,H j , their multiplications are in neither
Hi nor H j , but in a tensor (fusion) product Hi � H j . More precisely, for any open
interval I , we denote by I c the complement of its closure in S1, and set Hi (I ) to be
the subspace of all ξ ∈ Hi satisfying that the linear map defined by x� ∈ A(I c)� �→
xξ ∈ Hi is bounded. We call such ξ an I -bounded vector. We then have a multiplication
Hi (I )⊗H j → Hi �H j , ξ ⊗ η �→ ξ · η. Let L(ξ, I ) denote this left action of ξ onH j .
Then we require that L(ξ, I ) is a bounded operator intertwining the actions of A(I c),
i.e., L(ξ, I ) ∈ HomAV (I c)(H j ,Hi � H j ).

The above formulation is reminiscent of Connes fusion products (Connes relative
tensor products) [Con80]. Indeed, Connes fusion is a major way to construct categorical
extensions, in which case the tensor productHi �H j is just the Connes fusion product
Hi � H j , and the multiplication is the natural one. On the other hand, the standard
Connes fusion theory for bimodules tells us nothing about how the fusion products over
different intervals could be related. If we want to consider a net of left actions {L(·, I )},
we need to take into account the monodromy behaviors of them. So L(ξ, I ) should
depend not only on I , but also on a preferred branch of I in the universal covering
space of S1. Equivalently, we should equip I with a (continuous) argument function
argI on I , set ˜I = (I, argI ), and write L(ξ, I ) as L(ξ,˜I ) instead. Similarly, for any
arg-valued interval ˜J = (J, argJ ) and η ∈ H j (J ), we also have a right action R(η, ˜J ) ∈
HomA(J c)(Hi ,Hi � H j ).

Locality is the most important axiom of categorical extensions, which we now state.
Suppose that I and J are disjoint, and the arg function argI of I is chosen to be anticlock-
wise to argJ , in the sense that argJ (ζ ) < argI (z) < argJ (ζ ) + 2π for any z ∈ I, ζ ∈ J .
In this case we say that˜I = (I, argI ) is anticlockwise to ˜J = (J, argJ ). Now the locality
axiom says that for any A-modules Hi ,H j ,Hk , any arg-valued intervals ˜I , ˜J with ˜I
anticlockwise to ˜J , and any ξ ∈ Hi (I ), η ∈ H j (J ), the diagram

5 Indeed, both “universal extensions” and “anyonic conformal nets” were candidates for the name of this
new structure.
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Hk
R(η,˜J )−−−−−−−→ Hk � H j

L(ξ,˜I )

⏐

⏐

� L(ξ,˜I )

⏐

⏐

�

Hi � Hk
R(η,˜J )−−−−−−−→ Hi � Hk � H j

commutes adjointly, in the sense that the following diagram also commutes.

Hk
R(η,˜J )−−−−−−−→ Hk � H j

L(ξ,˜I )∗
�

⏐

⏐ L(ξ,˜I )∗
�

⏐

⏐

Hi � Hk
R(η,˜J )−−−−−−−→ Hi � Hk � H j

Due to locality, the C∗-tensor categorical structure defined by � is remembered by the
categorical extension, and is naturally equivalent to the one defined by Connes fusion
�. Moreover, if the left and right actions are related by a braiding ß, in the sense that
there always exists a functorial isomorphism ßi, j : Hi � H j → H j � Hi such that
R(ξ,˜I )η = ßi, j L(ξ,˜I )η for any arg-valued I , ξ ∈ Hi (I ), and η ∈ H j (the braiding
axiom), then the braid structure is also remembered. Therefore, once we have shown
that the braided tensor category Repu(V ) is unitary (i.e., a braidedC∗-tensor category),6
and construct a categorical extension E of AV using the intertwining operators of V
(the vertex categorical extension), then Repu(V ) will be automatically equivalent to a
braided tensor subcategory of Rep(AV ) under the ∗-functor F.
The strong intertwining and braiding properties

To construct a vertex categorical extension, locality is also the most difficult to verify.7

Our previous works [Gui17a,Gui17b] show that the unitarity of the braided tensor cate-
gory Repu(V ) follows from the strong locality of V and the strong intertwining property
for the intertwining operators of V (see Remark 4.21).8 The strong intertwining property
says that if Yα is a type

( k
i j

) = ( Wk
WiW j

)

intertwining operator, then for any homogeneous

v ∈ V, w(i) ∈ Wi , disjoint intervals I, J with I arg-valued, and smooth functions ˜f , g
supported in˜I , J respectively, the smeared intertwining operatorYα(w(i), ˜f ) commutes
strongly with the smeared vertex operator Y j⊕k(v, g).9 (See Definition 4.10 for more
details.) Unfortunately, these two properties are not enough to verify the locality ax-
iom of categorical extensions. One also requires that there exist enough 10 intertwining
operators satisfying the strong braiding property, whose meaning is explained below.

Choose unitary V -modulesWi ,Wj . For anyWk ∈ Repu(V ), we have a distinguished

intertwining operator Li of type
( ik
i j

) = (Wi�Wk
Wi Wk

)

, such that any intertwining operator

6 Though solving problem 3 will prove the unitarity of Repu(V ), in our theory we have to first prove the
unitarity in order to construct vertex categorical extensions and show the equivalence of the braided tensor
categories. This is one of our main motivations for studying the unitarity of Repu(V ) in [Gui17a,Gui17b].

7 Our situation is similar to that of [CKLW18].
8 In [Gui17b] chapter 4 we (essentially) showed that the strong integrability of V follows also from these

two properties, hence providing an answer to problem 1 alternative to the work of [CWX]. See also Theorem
4.11.

9 The strong intertwining property for intertwining operators is parallel to the notion of localized intertwin-
ing operators in [Ten18].
10 The meaning of “enough” will be given in Theorem 4.14.
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of type
( l
i j

)

(where Wl ∈ Repu(V )) factors through Li . Li may act on different Wk to

denote intertwining operators of different types. The type
( jk
j k

)

intertwining operator L j

is defined in a similar way. Now we define a type
( k j
j k

)

intertwining operator R j acting
on each k to be R j = ß j,kL j , where ß denotes the braiding of V -modules. Assume
that Li andRi are energy-bounded. Then one can show (see Theorem 4.8) that for any
homogeneous w(i) ∈ Wi , w

( j) ∈ Wj , arg-valued ˜I (disjoint and) anticlockwise to ˜J ,
and smooth functions ˜f , g̃ supported in ˜I , ˜J respectively, the following two diagrams
commute in the sense of braiding of smeared intertwining operators.

H∞
k

R j (w
( j),̃g)−−−−−−−−−→ H∞

k j

Li (w
(i),˜f )

⏐

⏐

� Li (w
(i),˜f )

⏐

⏐

�

H∞
ik

R j (w
( j),̃g)−−−−−−−−−→ H∞

ik j

H∞
k

R j (w
( j),̃g)−−−−−−−−−→ H∞

k j

Li (w
(i),˜f )†

�

⏐

⏐ Li (w
(i),˜f )†

�

⏐

⏐

H∞
ik

R j (w
( j),̃g)−−−−−−−−−→ H∞

ik j

(Here, for example,Hik = F(Wik) is theAV -module integrated from Wik = Wi � Wk ,
and H∞

ik is its subspace of smooth vectors.) One can roughly say that the preclosed
operators Li (w

(i), ˜f ) andRi (w
( j), g̃) commute adjointly. Now, we say that the actions

w(i), w( j) � Repu(V ) satisfies the strong braiding property, if for any Wk ∈ Repu(V )
and ˜I , ˜J , ˜f , g̃ as above, the preclosed operators Li (w

(i), ˜f ) and Ri (w
( j), g̃) commute

strongly, in the sense that the von Neumann algebras generated by (the closures of) them
commute.

Thus strong braiding is the crucial condition for Repu(V ) and F(Repu(V )) to have
the same braidedC∗-tensor categorical structure, just as strong locality is crucial for con-
structing conformal nets from VOAs, and the strong intertwining property is required
to construct conformal net modules from VOA modules, and to show the unitarity of
Repu(V ). Indeed, these three properties should be treated as a whole: together they
guarantee the existence of vertex categorical extensions. We strongly believe that con-
structing vertex categorical extensions is a more fundamental question than proving the
equivalence of the modular tensor categories, as the latter only reflect the topological
data of CFTs, while categorical extensions contain both analytic and topological data.
We summarize our philosophy: categorical extensions of conformal nets are analytic
enrichments of braided C∗-tensor categories.
Analytic properties for VOA extensions

Another motivation for studying categorical extensions is to understand the relations
between various types of “rational” VOA extensions and conformal net extensions (in-
cluding full and boundary CFTs), as well as the relations between their tensor categories.
A general theory on this topic will be left to future works. In this paper, we use even
lattice VOAs as examples to demonstrate that categorical extensions are powerful tools
for studying functional analytic properties of VOA extensions.

We first explain why strong locality is not easy to prove for lattice VOAs (and for
manyotherVOAs). The startingpoint of proving the strong locality of an energy-bounded
unitary VOA V is the 1-st order energy bounds (linear energy bounds) condition. If f
and g are supported in disjoint open intervals, and one of Y (u, x) and Y (v, x) satisfies
1-order energy bounds, then using results from [TL99] (see also Lemma 4.16), we
know that Y (u, f ) and Y (v, g) commute strongly. Unfortunately (or fortunately?), 1-st
order energy bounds are not necessary conditions for strong commutativity. [CKLW18]
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theorem 8.1 tells us that if V is generated (in the vertex-algebraic sense) by a set of quasi-
primary vectors, among which the strong commutativity of causally disjoint smeared
vertex operators holds, then V is strong local. So for instance, if V is a unitary affine
VOA, then V is generated by quasi-primary vertex operators satisfying 1-st order energy
bounds. Therefore V is strongly local. But we can easily choose u, v ∈ V whose vertex
operators do not satisfy 1-st order energy bounds.

The above example suggests a useful way to prove the strong locality of a VOA
V which is not necessarily generated by vertex operators satisfying 1-st order energy
bounds. Suppose that we can embed V into a larger unitary VOA V (conformal em-
bedding is not necessarily required), and if V is generated by quasi-primary vertex
operators satisfying 1-st order energy bounds, then V is strongly local. This proves the
strong locality of V . Indeed, all examples in [CKLW18] (see chapter 8) were proved in
this way.

Now the issue for a lattice VOA V is the lack of such a larger VOAV containing V .
Nor is the situation much better if we allowV to be a super VOA. In order to contain V ,
V has to be a highly anyonic vertex algebra, say, a generalized vertex algebra in the sense
of [DL93]. However, the problem with this approach is the difficulty of generalization to
non-abelian intertwining operators. Therefore, to take general cases into consideration,
one has to study categorical vertex algebras, whose corresponding categorical conformal
nets are the categorical extensions of ordinary (bosonic) conformal nets.

Let us explain the idea of the proof in more details. Let U be a conformal unitary
sub-VOA of V .11 Then the categorical vertex algebra V for U -intertwining operators
contains V . Similar to [CKLW18] theorem 8.1, one can show that if V is generated by
U -intertwining operators satisfying 1-st order energy bounds (and hence satisfying the
strong braiding property), then all fields of V, including those of V , satisfy the strong
braiding property. (See Theorems 3.17 and 4.20.) This proves the strong locality of V .
In the case that V is an even lattice VOA, this method works by choosing U to be the
corresponding Heisenberg sub-VOA.

Outline of the paper

In chapter 2 we present a new approach to Connes fusions of conformal net modules.
The idea of using Connes fusion products to construct (braided) C∗-tensor categories
for conformal nets is not new (see [Was98,BDH15,BDH17]). Our approach differs from
[Was98] by emphasizing the global aspects of Connes fusions. On the other hand, unlike
[BDH15,BDH17], many of our results do not require conformal covariance. Thus they
can be easily applied to Möbius covariant nets. We also avoid the technical assumption
of strong additivity.

In Sect. 2.1 we review some of the basic facts about conformal nets and their repre-
sentations. In Sect. 2.2 we define the notion path continuations, which plays a centrally
important role in our theory. As we will see, the braid operator is a special path con-
tinuation. In Sect. 2.3 we use path continuations to define the action of a conformal net
A on the Connes fusion Hi � H j of A-modules Hi and H j . In Sect. 2.4 we describe
the conformal structure of Hi � H j in terms of those of Hi and H j . Connes fusions
of three (or more) representations are discussed in Sect. 2.5. In Sect. 2.6, we define the
C∗-tensor categorical structure on Rep(A) using our theory of Connes fusions. We will
also define braiding in this section, which will be shown (Proposition 2.23) to be the
same as the one defined in [Was98], section 33. However, a direct verification of the

11 In principle U is required to be regular, but we also allow U to be a Heisenberg VOA.
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Hexagon axioms could be very complicated. We prove the Hexagon axioms in chapter
3 after categorical extensions are introduced.

Categorical extensions of conformal nets are defined in Sect. 3.1. In Sect. 3.2, we
use Connes fusions to construct categorical extensions (called Connes categorical ex-
tensions). Then, in Sect. 3.3, we use this machinery to prove the Hexagon axioms for
Rep(A). The next two sections are devoted to the uniqueness of categorical extensions.
In Sect. 3.4, we show that if E is a categorical extension of A over a braided C∗-tensor
category C , where C is also a full subcategory of Rep(A), then C is equivalent to
the corresponding braided C∗-tensor category defined by Connes fusions. In Sect. 3.5,
we show that E can be extended to a unique maximal categorical extension E defined
also over C . This maximal categorical extension E is naturally equivalent to a Connes
categorical extension. We say that E is the closure of E . The relation between E and
E is similar to that between a von Neumann algebra M and a subset E ⊂ M which
densely spansM. However, in applications one quite often starts with a subset E which
∗-algebraically (but not just linearly) generates a dense subspace of M. The situation
is similar in the construction of vertex categorical extensions (as we will see in chapter
4): if a categorical extension E over C is regarded as a C -C bimodule C CC , then, more
often, one begins with an F-F bimodule FCF , where F is a set of objects in C which
tensor-generates C . Then one can use FCF to generate C CC . Such FCF is called a
categorical local extension. In Sect. 3.6 we show that a categorical local extension E loc

generates a categorical extension E . Moreover, we show that if A (resp. B) commutes
with the right (resp. left) action of F on C , (In this case A (resp. B) is called a left
(resp. right) operator of E loc.) then A and B commute adjointly (see Theorem 3.17).
This theorem is crucial for proving the strong braiding property of certain intertwining
operators not satisfying 1-st order energy bounds.

The goal of chapter 4 is to construct vertex categorical extensions using smeared in-
tertwining operators.Most of thematerial in Sects. 4.1 and 4.3–4.5 is not new. In Sect. 4.1
we reviewHuang–Lepowsky’s construction of ribbon categories forVOA-modules.Uni-
tary structures on these tensor categories, which were introduced in [Gui17a,Gui17b],
are reviewed in Sect. 4.3. In Sect. 4.4 we review the energy bounds conditions and
smeared intertwining operators. Constructions of conformal nets and their representa-
tions from VOAs their modules are discussed in Sect. 4.5. What’s new in this chapter is
the construction of the intertwining operators Li ,Ri (for any VOA module Wi ), which
are closely related to the left and right actions L , R in categorical extensions. The ad-
joint commutativity ofL andR (in the sense of braiding) is proved in Sects. 4.2 and 4.3.
These braid relations are crucial for verifying the locality axiom of categorical exten-
sions. In Sect. 4.4 we prove the adjoint commutativity of the smeared L andR. Finally,
in Sect. 4.6 we use these smeared intertwining operators to construct vertex categorical
extensions.

Applications to various examples are given in chapter 5. In Sect. 5.1, we show that
if V is a c < 1 unitary Virasoro VOA, or a unitary affine VOA of type A,C,G2,
then problem 3 is completely solved: Repss(AV ) is equivalent to Repu(V ) as unitary
modular tensor categories. If V is an affine VOA of type B or D, then a partial result
exists: Let C be the monoidal subcategory of Repu(V ) tensor-generated by the smallest
non-vacuum irreducible V -module. Then C is equivalent toF(C) as unitary ribbon fusion
categories. (The braided tensor categorical structure on F(C) is defined using Connes
fusions.) In Sect. 5.2, we prove the equivalence of the ribbon fusion categories Repu(V )
and F(Repu(V ))when V is a unitary Heisenberg VOA. (In this case Repu(V ) is defined
to be the tensor category of semisimple unitary V -modules.)More importantly, we prove
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the strong intertwining and braiding properties for all intertwining operators of unitary
Heisenberg VOAs. This result is used in Sect. 5.3 to prove the strong intertwining and
braiding properties for all intertwining operators of an even lattice VOA V . The strong
localilty of V , the strong integrability of all V -modules, and the equivalence of the
unitary modular tensor categories Repu(V ) � F(Repu(V )) thus follow.

In the literature of conformal nets, the braided tensor categories aremore often defined
using DHR superselection theory. It is well known (at least when the conformal nets
are strongly additive) that Connes fusions and DHR theory define the same monoidal
structures. However, it is not clear why these two theories give the same braidings. In
chapter 6, we clarify the relation between these two theories, and show that the braided
C∗-tensor categories defined by them are equivalent.
Note. When V is a unitary affine VOA of type A, the equivalence of Repu(V ) and
Repss(AV )was also proved in a recent work [CCP] using completely different methods.
For affineVOAs and latticeVOAs, [CCP] proved the unitarity of Repu(V ) usingmethods
different from those in [Gui17a,Gui17b].

2. Connes Fusion Products

2.1. Conformal nets and their representations. We first recall some basic facts about
Diff+(S1), the group of orientation-preserving diffeomorphisms of S1. Convergence in
Diff+(S1) means uniform convergence of all derivatives. Diff+(S1) contains the sub-
group PSU(1, 1) of Möbius transformations of S1. For any Hilbert space H, we let
U(H) be the group of unitary operators on H, equipped with the strong operator topol-
ogy. We let PU(H) be the projective group of U(H). Then a projective representation
of Diff+(S1) on H is a continuous homomorphism U : Diff+(S1) → PU(H).

LetJ be the set of open intervals in S1, i.e., the set of non-empty non-dense connected
open subset of S1. If I ∈ J , we let I c be the interior of the complement of I in S1,
which is again an open interval. For any I , we let Diff I (S1) be the subgroup of all
g ∈ Diff+(S1) which fixes points in the closure of I c.

Let Vec(S1) = C∞(S1,R) be the Lie algebra of real vector fields on S1, where, for
any X,Y ∈ Vec(S1), [X,Y ] is the negative of the usual bracket for vector fields. Then
Vec(S1) is the Lie algebra of Diff+(S1). We let VecC(S1) be the complexification of
Vec(S1). For each n ∈ Z, we the Ln be the complex vector field on S1 defined by

Ln(e
iθ ) = −ieinθ

d

dθ
.

Then these Ln form the Witt algebra W , which is a dense Lie subalgebra of VecC(S1).
We define a ∗ structure on W by setting L∗

n = L−n . An element X = ∑

n anLn in
VecC(S1) is self-adjoint (i.e., fixed by ∗), if and only if an = a−n for all a, if and
only if i X ∈ Vec(S1). For such X , we can therefore consider the one parameter group
expi X : t ∈ R �→ exp(i t X) in Diff+(S1). In particular, expi L0

is the rotation subgroup.
In general, for any X ∈ Vec(S1), we let expX be the one parameter subgroup ofDiff+(S1)
generated by X .

It will be convenient to consider another type of localized diffeomorphism groups.We
let Diff0I (S

1) be the subgroup of Diff+(S1) (algebraically) generated by exp(VecI (S1)),
where VecI (S1) is the subspace of vector fields supported in I . Then by the proof of
[Loke94] proposition V.2.1, for any J ⊂⊂ I (i.e., J ∈ J , and J ⊂ I ) we have

Diff0J (S
1) ⊂ Diff I (S

1). (2.1)
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So Diff0I (S
1) is large enough.

A conformal net A associates to each I ∈ J a von Neumann algebra A(I ) acting
on a fixed separable Hilbert space H0, such that the following conditions hold:

(a) (Isotony) If I1 ⊂ I2 ∈ J , then A(I1) is a von Neumann subalgebra of A(I2).
(b) (Locality) If I1, I2 ∈ J are disjoint, then A(I1) and A(I2) commute.
(c) (Conformal covariance) We have a strongly continuous projective unitary represen-

tation U of Diff+(S1) on H0, such that for any g ∈ Diff+(S1), I ∈ J , and any
representing element V ∈ U(H0) of U (g),

VA(I )V ∗ = A(gI ).
Moreover, if g ∈ Diff I (S1) and x ∈ A(I c), then

V xV ∗ = x .

(d) (Positivity of energy) The generator of the restriction of U to S1 is positive.
(e) There exists a unique (up to scalar) unit vector � ∈ H0 (the vacuum vector), such

that U (g)� ∈ C� for any g ∈ PSU(1, 1). Moreover, � is cyclic under the action
of

∨

I∈J M(I ) (the von Neumann algebra generated by allM(I )).

Note that by the up to phase invariance of� under the projective action of PSU(1, 1),
one may fix an actual representation of PSU(1, 1) on H0 such that g� = � for any
g ∈ PSU(1, 1). It is also well known that a conformal net A satisfies the following
properties (cf. for example, [GL96] and the reference therein):

(1) (Additivity) A(I ) = ∨

α A(Iα) if {Iα} is a set of open intervals whose union is I .
(2) (Haag duality)A(I )′ = A(I c). As a consequence, any representation element V of

U (g) is in A(I ) if g ∈ Diff I (S1).
(3) (Reeh–Schlieder theorem) A(I )� is dense inH0 for any I ∈ J
(4) For each I ∈ J , A(I ) is a type III1 factor.

Let Hi be a separable Hilbert space. We say that (Hi , πi ) (or simply Hi ) is a rep-
resention of the A (or a A-module), if for any I ∈ J , we have a normal unital *-
representation πi,I : A(I ) → B(Hi ), such that for any I1, I2 ∈ J satisfying I1 ⊂ I2,
and any x ∈ A(I1), we have πi,I1(x) = πi,I2(x), which will be written as πi (x) when
no confusion arises. Given a vector ξ (i) ∈ Hi , we often write πi (x)ξ (i) as xξ (i). Note
that H0 itself is an A-module, called the vacuum module.

Next, we discuss conformal structures on A-modules. Let G = ˜Diff+(S1) be the
simply connected covering group of Diff+(S1), and consider the projective representa-
tion G � H0 lifted from U : Diff+(S1) � H0. This projective representation is also
denoted by U . Define a topological group

GA = {(g, V ) ∈ G × U(H0)|V is a representing element of U (g)}, (2.2)

called the central extension of G associated to A. The topology of GA inherits from
those of G and U(H0). Then we have a representation U of GA on H0 defined by
U (g, V ) = V . We have an exact sequence

1 → U (1) → GA → G → 1

where U (1) = {(1, V ) ∈ G × U(H0)|V is a representing element of U (1)}. Clearly
U (1) is acting as scalars onH0. IfH is a Hilbert space, then a (unitary) representation
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of GA on H is, by definition, a homomorphism GA → U(H) which restricts to a
homomorphism G → PU(H) (i.e., a projective representation of G ). The standard
action GA � H0 is a unitary representation which is clearly continuous.

Remark 2.1. The (equivalence class of the) central extension GA depends only on the
central charge c of the conformal net A. In fact, by [TL99] proposition 5.3.1, the Lie
algebra of GA is equivalent to the Virasoro algebra. The universal cover of GA can be
identified with the group DiffR×Z

+ (S1) considered in [Hen19]. Moreover, GA can indeed
be recovered from the central extension 1 → R → DiffR×Z

+ (S1) → G → 1 by taking
the quotient of DiffR×Z

+ (S1) by the central subgroup cZ ofR. We will not use these facts
in the present article, and content ourselves with the explicit construction (2.2) of GA.

It is important to consider local diffeomorphism subgroups of G and GA. For each
X ∈ Vec(S1), we define ẽxpX : R → G to be the one parameter subgroup of G lifted
from expX . We then set ẽxp(X) = ẽxpX (1). Define G 0(I ) to be the subgroup of G
algebraically generated by ẽxp(VecI (S1)), which can be identified with the connected
branch of the inverse image of Diff0I (S

1) in G containing the identity. Similarly, we let
G (I ) be the branch of the inverse image of Diff I (S1) in G containing the identity. Since
Diff I (S1) is contractible, G (I ) is homeomorphic to Diff I (S1) under the covering map
G → Diff+(S1). From (2.1), we know that if J ⊂⊂ I then G (J ) ⊂ G 0(I ) ⊂ G (I ).
Finally, we let G 0

A(I ) and GA(I ) be the respectively the inverse images of G 0(I ) and
G (I ) in GA. Then, we also have

GA(J ) ⊂ G 0
A(I ) ⊂ GA(I ) (2.3)

when J ⊂⊂ I . In this article, we will be mainly interested in GA(I ) instead of G 0
A(I ).

The only place we use G 0
A(I ) is in the proof of Proposition 4.9.

Note that by conformal covariance of A, U (g) ∈ A(I ) for any g ∈ GA(I ).

Theorem 2.2. Any representation Hi of A is conformal (covariant) in the sense that
there is a unique (unitary) representation Ui of GA onHi satisfying for any I ∈ J , g ∈
GA(I ) that

Ui (g) = πi,I (U (g)). (2.4)

Moreover, this representation is continuous.

Proof. In [Hen19], it was shown in the proof of theorem 12 that the collection of inclu-
sions {G (I ) ⊂ G }I∈J (whichby theorem11 is equivalent to {G (I ) ⊂ colimJ∈J G (J )}I∈J )
satisfies the assumption in the first paragraph of proposition 2 of that article.12 Thus, by
the second paragraph of that proposition, the canonical map

colim I∈J GA(I ) → GA (2.5)

induced by inclusions is an isomorphism of topological groups. Thus, the collection of
continuous representations {πi,I ◦ U : GA(I ) � Hi }I∈J gives rise to a continuous
representation GA(I ) � Hi satisfying (2.4). As (2.5) is surjective, the representation
satisfying (2.4) is unique. 
�
12 Our G (I ) is the same as Diff0(I ) in [Hen19].
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Remark 2.3. Our notion of a conformal covariant representationHi is stronger than the
usual one in the literature, which requires that Hi admits a projective representation of
Diff+(S1) on Hi satisfying (2.6), and that the generator L0 of the rotation subgroup
is positive when acting on Hi . Indeed, the positivity of L0 is redundant by [Wei06];
condition (2.6) follows from (2.4) by Corollary 2.6.

We rephrase the surjectivity of (2.5) as follows, which also follows directly from
[Hen19] lemma 17-(ii).

Proposition 2.4. GA is (algebraically) generated by {GA(I )}I∈J .

Remark 2.5. By (2.3) and the above proposition, GA is generated by {G 0
A(I )}I∈J . Thus,

similarly, G is also generated by {G 0(I )}I∈J .

Corollary 2.6. For any g ∈ GA, Ui (g) ∈ ∨

I∈J πi,I (A(I )), and

Ui (g)πi,I (x)Ui (g)
∗ = πi,gI (U (g)xU (g)

∗) (2.6)

for any I ∈ J , x ∈ A(I ).
Proof. Clearly Ui (g) ∈ ∨

I∈J πi (A(I )) when g ∈ GA(J ) for some J ∈ J . Thus it
holds in general by Proposition 2.4. On the other hand, if we fix J ∈ J and g ∈ GA(J ),
then (2.6) holds whenever x ∈ A(I ) and I is small enough such that I and J can be
covered by an open interval in S1. Thus, by the additivity ofA, (2.6) holds for any I ∈ J
and x ∈ A(I ) and the given g ∈ GA(J ). Again, by Proposition 2.4, Eq. (2.6) holds for
any g ∈ GA. 
�

Note that G restricts to the universal covering space P̃SU(1, 1) of PSU(1, 1), which
is generated by ẽxp(i X)where X = a1L1 +a0L0 +a−1L−1 is a self adjoint . By [Bar54],
if we restrict the projective representation of G on Hi to a projective representation of
P̃SU(1, 1), then the latter can be lifted uniquely to a (continuous) unitary representation
of P̃SU(1, 1), also denoted byUi . This shows that any conformalA-moduleHi isMöbius
covariant, in the sense that besides the positivity of L0, there exists a (continuous) unitary
representation of P̃SU(1, 1) on Hi such that (2.6) holds for any g ∈ P̃SU(1, 1).

2.2. Connes fusionHi (I )�H j (J ). Starting from this section, we use Connes fusion to
study the tensor category of the representations of conformal nets. Except in Sect. 2.4,
most of the discussions in this and the following chapters do not rely on the conformal
structures of conformal net modules. Thus the results are also true for Möbius covariant
nets and their (normal) representations.

For any A-modules Hi , H j , we let HomA(Hi ,H j ) be the vector space of bounded
linear operators T : Hi → H j , such that Tπi (x) = π j (x)T for any I ∈ J and
x ∈ A(I ). Similarly, given I ∈ J , we let HomA(I )(Hi ,H j ) be the vector space of
bounded linear operators Hi → H j intertwining only the actions of A(I ). Since A(I )
is a type III factor,Hi andH j are equivalent asA(I )-modules if they are both non-trivial.
Therefore HomA(I )(Hi ,H j ) has unitary operators.

Definition 2.7. Let Hi be an A-module. Given I ∈ J , we say that a vector ξ ∈ Hi is
I -bounded, if there exists A ∈ HomA(I c)(H0,Hi ), such that A� = ξ .
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Since A(I c)� is dense in H0 by Reeh–Schlieder theorem, such A, if exists, must be
unique, and we will denote this operator by Z(ξ, I ). LetHi (I ) be the set of I -bounded
vectors in Hi . In other words Hi (I ) = HomA(I c)(H0,Hi )�. Then clearly H0(I ) =
A(I )� by Haag duality. In particularH0(I ) is dense. Since there exist unitary operators
in HomA(I c)(H0,Hi ), Hi (I ) is also dense inHi .13

We now define the Connes fusion product(s) of two A-modules Hi ,H j . Choose
disjoint I, J ∈ J . We define a positive sesquilinear form 〈·|·〉 (antilinear on the second
variable) on Hi (I )⊗ H j (J ) by setting, for any ξ1, ξ2 ∈ Hi (I ), η1, η2 ∈ H j (J ),

〈ξ1 ⊗ η1|ξ2 ⊗ η2〉 = 〈Z(η2, J )∗Z(η1, J )Z(ξ2, I )∗Z(ξ1, I )�|�〉. (2.7)

The positivity of 〈·|·〉 is easy to show (see for example [Tak02] proposition IX.3.15).
Since Z(ξ2, I )∗Z(ξ1, I ) ∈ HomA(I c)(H0,H0) = A(I c)′ = A(I ) and, similarly,
Z(η2, J )∗Z(η1, J ) ∈ A(J ), we also have

〈ξ1 ⊗ η1|ξ2 ⊗ η2〉 = 〈Z(ξ2, I )∗Z(ξ1, I )Z(η2, J )∗Z(η1, J )�|�〉. (2.8)

Definition 2.8. Define a Hilbert spaceHi (I )�H j (J ) to be the completion ofHi (I )⊗
H j (J ) under 〈·|·〉. This Hilbert space is called the Connes fusion (product) of Hi ,H j
over the intervals I, J .

For simplicity, we let ξ ⊗ η ∈ Hi (I )⊗H j (J ) also denote the corresponding vector
inHi (I )⊗ H j (J ).

Note that the order of Connes fusion doesn’t matter: we can identifyHi (I )�H j (J )
withH j (J )� Hi (I ) by the canonical map Hi (I )� H j (J ) � ξ ⊗ η �→ η ⊗ ξ .

We now relate Connes fusions over different intervals. Note that by the intertwining
properties of these Z ’s, we clearly have

〈ξ1 ⊗ η1|ξ2 ⊗ η2〉 = 〈π j (Z(ξ2, I )
∗Z(ξ1, I ))η1|η2〉 = 〈πi (Z(η2, J )∗Z(η1, J ))ξ1|ξ2〉.

(2.9)

Here Z(ξ2, I )∗Z(ξ1, I ) and Z(η2, J )∗Z(η1, J ) are regarded respectively as elements in
A(I ) and A(J ). From these relations, one easily sees that H ⊗ K is dense in Hi (I )�
H j (J ) under the inner product 〈·|·〉 if H and K are dense subspaces of Hi (I ),H j (J )
respectively. In particular, if I1 ⊂ I , J1 ⊂ J are open intervals, then, asHi (I1) is dense
in Hi (and therefore in Hi (I )) and H j (J1) is dense in H j (J ), Hi (I1) � H j (J1) is the
same as Hi (I )� H j (J ).

Definition 2.9. Let I1 ⊂ I and J1 ⊂ J be open intervals. By canonical equivalence
(or canonical map) Hi (I1) � H j (J1)

�→ Hi (I ) � H j (J ) we mean the unitary map
defined by ξ ⊗ η �→ ξ ⊗ η, where ξ ∈ Hi (I1), η ∈ H j (J1). Its inverse map is called the

canonical equivalence Hi (I )� H j (J )
�→ Hi (I1)� H j (J1).

Next, we shall relateHi (I1)�H j (J1) andHi (I2)�H j (J2) when I1, I2 and J1, J2
are in general positions. In this case the equivalence maps will depend on the homotopy
classes of paths relating these two pairs of intervals. This is where braid groups enter our

13 One can indeed prove the density without appeal to the type III property. See [Tak02] chapter IX lemma
3.3 (iii).
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story. To this end, we first define, for any distinct points z, ζ ∈ S1, the Connes fusion
of Hi ,H j over z, ζ , to be a Hilbert space

Hi (z)� H j (ζ ) = lim−→
(I,J )�(z,ζ )

Hi (I )� H j (J ) =
(

∐

(I,J )�(z,ζ )
Hi (I )� H j (J )

)/

�,

where the subscript open intervals I, J ∈ J are disjoint, and the equivalence relation is
given by the canonical equivalence.14 Then for any fixed disjoint open intervals I, J ∈ J
containing z, ζ respectively, we have an obvious canonical map

Hi (I )� H j (J )
�→ Hi (z)� H j (ζ )

as well as its inverse map.
Now let Conf2(S1) = {(z, ζ ∈ S1) : z �= ζ }. Let γ (t) = (α(t), β(t)) (0 � t � 1) be

a path in Conf2(S1)with initial point (z1, ζ1) = γ (0) and end point (z2, ζ2) = γ (1). We
shall use this path to define a unitary map Hi (z1) � H j (ζ1)→Hi (z2) � H j (ζ2). First,
we say that γ is small if there exist disjoint open intervals I, J ∈ J such that the image
of γ is included in I × J . Then the map γ • : Hi (z1) � H j (ζ1)→Hi (z2) � H j (ζ2) is
defined using the canonical equivalences

Hi (z1)� H j (ζ1)
�→ Hi (I )� H j (J )

�→ Hi (z2)� H j (ζ2).

For a general path γ , we choose 0 = t0 < t1 < t2 < · · · < tn = 1, such that γ |[tk−1,tk ] is
small for any k = 1, 2, . . . , n. This is called a partition of γ . Let γk be a reparametrization
of γ |[tk−1,tk ] such that the variable t is again defined on [0, 1]. We then define a unitary
map

γ • : Hi (z1)� H j (ζ1)→Hi (z2)� H j (ζ2),

γ • = γ •
n γ

•
n−1 · · · γ •

1 .

Obviously, finer partitions give the same result. Therefore the map γ • is independent of
the partitions. We call it the path continuation Hi (z1)� H j (ζ1)

�→ Hi (z2)� H j (ζ2)

induced by γ .
Now we return to the Connes fusions over open intervals. Suppose we have two pairs

of mutually disjoint open intervals I1, J1 and I2, J2 in S1. Choose a path γ in Conf2(S1)
such that γ (0) ∈ I1 × J1, γ (1) ∈ I2 × J2. Let (z1, ζ1) = γ (0) and (z2, ζ2) = γ (1). We

then define the path continuation Hi (I1)� H j (J1)
�→ Hi (I2)� H j (J2) induced by

γ to be the map γ • defined by

Hi (I1)� H j (J1)
�→ Hi (z1)� H j (ζ1)

γ •
→ Hi (z2)� H j (ζ2)

�→ Hi (I2)� H j (J2).

The following obvious lemma provides a practical way of calculating γ •.

Lemma 2.10. Choose disjoint I1, J1 ∈ J , and I2, J2 ∈ J . Let γ be a path inConf2(S1)
from I1× J1 to I2× J2. If γ ([0, 1]) ⊂ I1× J1 or γ ([0, 1]) ⊂ I2× J2, and I1∩ I2, J1∩ J2 ∈
J (see Fig. 1), then γ • : Hi (I1)� H j (J1) → Hi (I2)� H j (J2) equals the map

Hi (I1)� H j (J1)
�→ Hi (I1 ∩ I2)� H j (J1 ∩ J2)

�→ Hi (I2)� H j (J2).
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Fig. 1. Figure of Lemma 2.10

We now show that homotopic paths induce the same map.

Proposition 2.11. Let γ, γ̃ be two paths in Conf2(S1) with γ (0), γ̃ (0) ∈ I1 × J1 and
γ (1), γ̃ (1) ∈ I2 × J2. Suppose that there exists a homotopy map � : [0, 1] × [0, 1] →
Conf2(S1) connecting the two paths γ = �(·, 0) and γ̃ = �(·, 1). Assume moreover
that �(0, [0, 1]) ⊂ I1 × J1, �(1, [0, 1]) ⊂ I2 × J2. Then γ • = γ̃ •.

Proof. Choose 0 = t0 < t1 < · · · < tm = 1, 0 = s0 < s1 < · · · < sn = 1 such that
for any a = 0, 1, · · · ,m, b = 0, 1 · · · , n, there exists a pair of disjoint open intervals
Ia,b, Ja,b in S1 satisfying the following conditions:

(1) �([ta−1, ta] × [sb−1, sb]) ⊂ Ia,b × Ja,b when a, b > 0.
(2) I0,b = I1, J0,b = J1, Im,b = I2, Jm,b = J2.
(3) When a > 0, Ia−1,b ∩ Ia,b and Ja−1,b ∩ Ja,b are open intervals in S1.

Then for any b, the map �(·, sb)• : Hi (I1) � H j (J1)→Hi (I2) � H j (J2) induced by
the path �(·, sb) is, by Lemma 2.10, equal to the map Rb defined by

Hi (I1)� H j (J1) = Hi (I0,b)� H j (J0,b)
�→ Hi (I0,b ∩ I1,b)� H j (J0,b ∩ J1,b)

�→ Hi (I1,b)� H j (J1,b)
�→ Hi (I1,b ∩ I2,b)� H j (J1,b ∩ J2,b)

�→ Hi (I2,b)� H j (J2,b)
�→ · · · �→ Hi (Im,b)� H j (Jm,b) = Hi (I2)� H j (J2).

Similarly �(·, sb)• also equals Rb+1. Therefore

γ • = �(·, s0)• = R1 = �(·, s1)• = R2 = �(·, s2)• = · · · = �(·, sn)• = γ̃ •.


�
We close this section with a brief discussion of Connes fusions defined on a single

interval. For any I ∈ J we define the Hilbert space Hi (I ) � H j to be the closure of
Hi (I )⊗ H j under the positive sesquilinear form 〈·|·〉 defined by

〈ξ1 ⊗ η1|ξ2 ⊗ η2〉 = 〈π j (Z(ξ2, I )
∗Z(ξ1, I ))η1|η2〉 (2.10)

14 It will be interesting to compare our definition with the P(z)-tensor products in [HL95a].
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for any ξ1, ξ2 ∈ Hi (I ), η1, η2 ∈ H j . Then clearly H ⊗ K is dense in Hi (I ) � H j
when H is dense in Hi (I ) and K is dense in H j . In particular we can take H = Hi (I )
and K = H j (J ) where J ∈ J is disjoint from I . Therefore, by (2.9), we have a

canonical equivalence Hi (I ) � H j (J )
�→ Hi (I ) � H j defined by ξ ⊗ η �→ ξ ⊗ η

(ξ ∈ Hi (I ), η ∈ H j (J )). Its inverse is also called the canonical equivalence Hi (I )�
H j

�→ Hi (I )� H j (J ).
Now for any z ∈ S1, one can define Hi (z) � H j , in a similar to way, to be

lim−→I�z Hi (I ) � H j . One therefore has a canonical equivalence between Hi (z) � H j

and Hi (I ) � H j for any I ∈ J containing z. If α is a path in S1 from z1 to z2, one
can define the path continuation α• : Hi (z1) � H j→Hi (z2) � H j induced by α in
a similar way. One can furthermore use this map to define, for any path α in S1 from
I1 ∈ J to I2 ∈ J , a map α• : Hi (I1)�H j→Hi (I2)�H j , also called the equivalence
induced by α. Homotopic paths induce the same map.

Path continuations of Connes fusions over single intervals can be related to those
over two intervals by the following proposition.

Proposition 2.12. Let γ = (α, β) be a path in Conf2(S1) from I1 × J1 to I2 × J2, where
the open intervals I1, J1 are disjoint, and I2, J2 are disjoint. Then the equivalence
α• : Hi (I1)� H j→Hi (I2)� H j equals the map

Hi (I1)� H j
�→ Hi (I1)� H j (J1)

γ •
→ Hi (I2)� H j (J2)

�→ Hi (I2)� H j . (2.11)

Proof. Let R denote the unitary map described by (2.11). We first assume that γ is small
enough, such that α([0, 1]) ⊂ I1, β([0, 1]) ⊂ J1, and I1 ∩ I2, J1 ∩ J2 ∈ J . Then by
Lemma 2.10 (and its variant for single interval fusions), α• and R coincide when acting
on the dense subspace Hi (I1 ∩ I2)⊗ H j (J1 ∩ J2) of Hi (I )� H j . Therefore α• = R.

For a general γ , we consider a partition 0 = t0 < t1 < · · · < tn = 1, such that
for each a = 0, 1, 2, . . . , n, there exists a pair of disjoint open intervals I ′

a, J
′
a in S1

satisfying the following conditions:

(1) γ ([ta−1, ta]) ⊂ I ′
a when a > 0.

(2) I ′
0 = I1, J ′

0 = J1, I ′
n = I1, J ′

n = J1.
(3) When a > 0, I ′

a−1 ∩ I ′
a and J ′

a−1 ∩ J ′
a are open intervals in S1.

For eacha > 0, choose a path γa = (αa, βa) defined on [0, 1] to be a reparametrization of
γ |[ta−1,ta ]. Then γa is small and, from the last paragraph, the map α•

a : Hi (I ′
a−1)�H j →

Hi (I ′
a)� H j equals the map Ra defined by

Hi (I
′
a−1)� H j

�→ Hi (I
′
a−1)� H j (J

′
a−1)

γ •
a→ Hi (I

′
a)� H j (J

′
a)

�→ Hi (I
′
a)� H j .

(2.12)

Now α• = R follows from the fact that α• = α•
nα

•
n−1 · · ·α•

1 and R = RnRn−1 · · · R1. 
�
Similar properties also hold for Hi � H j (J ).

2.3. Actions of conformal nets. Assume as usual that I, J ∈ J are disjoint. In this
section, we equipHi (I )�H j (J ) with anA-module structure, and show that the action
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ofA commutes with path continuations. First, note that we have natural representations
of A(I ) and A(J ) onHi (I )� H j (J ) defined by

x(ξ ⊗ η) = xξ ⊗ η, y(ξ ⊗ η) = ξ ⊗ yη

for any ξ ∈ Hi (I ), η ∈ H j (J ), x ∈ A(I ), y ∈ A(J ). If K ⊂ I (resp. K ⊂ J ) then the
above representation of A(I ) (resp. A(J )) restricts to one of A(K ). We would like to
define a natural action ofA(K ) onHi (I )�H j (J ) even when K is not contained inside
I or J . The following proposition gives us a clue on how to define it.

Proposition 2.13. Let γ be a path in Conf2(S1) from I × J to J × I . Then for the path
continuation γ • : Hi (I )� H j (J ) → Hi (J )� H j (I ), we have

x = (γ •)−1xγ • (2.13)

for any x ∈ A(I ). A similar result holds for any y ∈ A(J ).
Note that the x on the left hand side of (2.13) is acting on vectors inHi , whereas on

the right hand side, x is acting on vectors inH j . To prove this proposition we first need
a lemma.

Lemma 2.14. Choose disjoint I1, J1 ∈ J , and I2, J2 ∈ J . If I1 ∩ I2, J1 ∩ J2 ∈ J , then
the map

Hi (I1)� H j (J1)
�→ Hi (I1 ∩ I2)� H j (J1 ∩ J2)

�→ Hi (I2)� H j (J2)

intertwines the actions of A(I1 ∩ I2).

Proof. Denote the above map by R. Choose an arbitrary x ∈ A(I1 ∩ I2). Then for any
ξ ∈ Hi (I1 ∩ I2) and η ∈ H j (J1 ∩ J2), x R(ξ ⊗η) clearly equals Rx(ξ ⊗η), which must
be xξ ⊗ η ∈ Hi (I2)� H j (J2). Therefore, by density, x R = Rx . 
�
Proof of Proposition 2.13. Since by additivitywe haveA(I ) = ∨

K⊂⊂I A(K ) (K ⊂⊂ I
means K ∈ J and I contains the closure of K ), it suffices to verify x = (γ •)−1xγ • for
any fixed K ⊂⊂ I and x ∈ A(K ). Another way to achieve this is to replace, by density,
J by a smaller J1 ⊂⊂ J , and let J c1 , J1, I be the new I, J, K .

Let γ = (α, β). We first assume that γ is small enough, such that α([0, 1]) and
β([0, 1]) can both be covered by open intervals in S1. For example, γ can be a clockwise
or anticlockwise rotation not exceeding 2π . We now choose a pair of disjoint open
intervals I1, J1 in S1 satisfying

(a) I1 ∩ I, I1 ∩ J, J1 ∩ I, J1 ∩ J ∈ J ,
(b) K ⊂ J1,
(c) γ is homotopic (in the sense of Proposition 2.11) to a path γ̃ = (̃α,˜β) from I × J

to J × I , such that α̃([0, 1]) is covered by I ∪ I1 ∪ J and ˜β([0, 1]) is covered by
I ∪ J1 ∪ J .

(See Fig. 2.) Now consider two unitary maps

R : Hi (I )� H j (J )
�→ Hi (I ∩ I1)� H j (J ∩ J1)

�→ Hi (I1)� H j (J1),

S : Hi (I1)� H j (J1)
�→ Hi (I1 ∩ J )� H j (J1 ∩ I )

�→ Hi (J )� H j (I ).

Then from Lemma 2.10 it is easy to see that γ • = SR. According to Lemma 2.14,
Sx = xS. Therefore it suffices to show x = R∗x R.
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Fig. 2. Figure of Lemma 2.14

Choose any ξ ∈ Hi (I∩ I1), η ∈ H j (J∩J1). Then such ξ⊗η span a dense subspace of
Hi (I )� H j (J ). Clearly R(ξ ⊗ η) = ξ ⊗ η ∈ Hi (I1)�H j (J1). Now since x ∈ A(K )
and K ⊂ J1, we have x R(ξ ⊗ η) = ξ ⊗ xη ∈ Hi (I1) � H j (J1). Choose arbitrary
ξ ′ ∈ Hi (I ∩ I1), η′ ∈ H j (J ∩ J1). We also have R(ξ ′ ⊗ η′) = ξ ′ ⊗ η′. Therefore

〈R∗x R(ξ ⊗ η)|ξ ′ ⊗ η′〉 = 〈x R(ξ ⊗ η)|R(ξ ′ ⊗ η′)〉 = 〈ξ ⊗ xη|ξ ′ ⊗ η′〉
= 〈π j (Z(ξ

′, I1)∗Z(ξ, I1))xη|η′〉 = 〈π j (Z(ξ
′, I1)∗Z(ξ, I1)x)η|η′〉. (2.14)

Since ξ, ξ ′ ∈ Hi (I ∩ I1), we actually have Z(ξ, I1) = Z(ξ, I ∩ I1) = Z(ξ, I ) and,
similarly, Z(ξ ′, I1) = Z(ξ ′, I ). Note also that x ∈ A(K ) and K ⊂ I . So Z(ξ, I )x ∈
HomA(I c)(H0,Hi ). As K is disjoint from I∩ I1, by locality, Z(ξ, I )x� = x Z(ξ, I )� =
xξ . Therefore Z(ξ, I )x = Z(xξ, I ). So (2.14) equals

〈π j (Z(ξ
′, I )∗Z(ξ, I )x)η|η′〉 = 〈π j (Z(ξ

′, I )∗Z(xξ, I ))η|η′〉
= 〈xξ ⊗ η|ξ ′ ⊗ η′〉 = 〈x(ξ ⊗ η)|ξ ′ ⊗ η′〉.

This proves R∗x R = x , and hence x = (γ •)−1xγ •.
We now prove (2.13) for more general γ . Let γ1 be small path (in the same sense as

above) from I × J to J × I , and γ2 another small path from J × I to I × J , such that
γ2 ∗ γ1 is homotopic to an anticlockwise rotation by 2π . Then there exists n ∈ Z such
that γ is homotopic to γ1 ∗ (γ2 ∗ γ1)(∗n). So γ • = γ •

1 (γ
•
2 γ

•
1 )

n . From what we’ve shown,
both γ •

1 and γ •
2 intertwines x . Therefore γ •x = xγ •. 
�

Theorem-Definition 2.15. Let Hi ,H j be A-modules, and choose disjoint I, J ∈ J .

(a) There exists a (unique) representation π l
i� j of A on Hi (I ) � H j (J ) satisfying the

following condition: If K , L ∈ J are disjoint, γ is a path inConf2(S1) from I× J →
K × L, and x ∈ A(K ), then

π l
i� j (x) = (γ •)−1xγ •, (2.15)

where γ • : Hi (I )� H j (J ) → Hi (K )� H j (L) is the equivalence induced by γ .
(b) There exists a (unique) representation πr

i� j of A on Hi (I ) � H j (J ) satisfying the

following condition: If K , L ∈ J are disjoint, ς is a path inConf2(S1) from I× J →
L × K, and x ∈ A(K ), then

πr
i� j (x) = (ς•)−1xς•, (2.16)

where ς• : Hi (I )� H j (J ) → Hi (L)� H j (K ) is the equivalence induced by ς .



Categorical Extensions of Conformal Nets 781

(c) π l
i� j and πr

i� j are equal. Therefore πi� j := π l
i� j = πr

i� j gives A a natural
representation on Hi (I )� H j (J ).

(d) The unitary maps induced by inclusions of intervals, restrictions of intervals, and
path continuations are equivalences of A-modules, i.e., they intertwine the actions
of A.

Proof. Choose disjoint K , L ∈ J , and choose γ, ς as in (a) and (b). Then ς ∗ γ−1 is a
path from K × L to L×K . Apply Proposition 2.13 to ς ∗γ−1 which induces ς•(γ •)−1,
we obtain

(γ •)−1xγ • = (ς•)−1xς• (2.17)

for any x ∈ A(K ). Now we define π l
i� j using relation (2.15). We need to show that

this definition is independent of γ . If γ̃ is another path in Conf2(S1) from I × J →
K × L , then by (2.17), (γ •)−1xγ • = (ς•)−1xς• = (γ̃ •)−1x γ̃ •. This proves the well-
definedness of π l

i� j . Thus (a) is proved. (b) can be proved in a similar way. (c) follows
directly from (2.17). (d) is obvious. 
�
Definition 2.16. Let Hi ,Hi ′ ,H j ,H j ′ be A-modules, I, J ∈ J are disjoint,
F ∈ HomA(Hi ,Hi ′), G ∈ HomA(H j ,H j ′). We define a (clearly bounded) map
F ⊗G : Hi (I )�H j (J ) → Hi ′(I )�H j ′(J ) such that for any ξ ∈ Hi (I ), η ∈ H j (J ),

(F ⊗ G)(ξ ⊗ η) = Fξ ⊗ Gη. (2.18)

In the future, when several different fusion products are considered simultaneously,
we will write F ⊗ G as F � G to avoid ambiguity.

The following properties are easy to show.

Proposition 2.17. F ⊗ G commutes with the canonical equivalences induced by in-
clusions and restrictions of intervals, and hence commutes with path continuations.
Moreover, F ⊗ G is an A-module homomorphism, i.e., F ⊗ G ∈ HomA(Hi (I ) �
H j (J ),Hi ′(I )� H j ′(J )).

Proof. The first statement is easy. The second one follows from the first one and the
easy fact that F ⊗ G intertwines the actions of A(I ) or A(J ). 
�

Actions ofA on single interval fusions can be defined in a similar way. Let I ∈ J . If
K ∈ J is a sub-interval of I , we letA(K ) act onHi (I )�H j by setting x(ξ⊗η) = xξ⊗η
for any x ∈ A(K ), ξ ∈ Hi (I ), η ∈ H j . For general K , we choose a path α in S1 from
I to K , and let A(K ) act on Hi (I ) � H j by setting πi� j (x) = (α•)−1xα• for any
x ∈ A(K ). This action is independent of the path chosen, and hence makesHi (I )�H j
a natural A-module. Hi � H j (J ) can be treated in a similar way. Alternatively, one
can use the action of A on Hi (I ) � H j (J ), together with the canonical equivalence
Hi (I ) � H j→Hi (I ) � H j (J ), to define the action of A on Hi (I ) � H j . These two
ways give the same definitions. In particular, x(ξ ⊗η) = ξ ⊗ xη for any ξ ∈ Hi (I ), η ∈
H j , x ∈ A(I c). Tensor products of homomorphisms can also be defined using (2.18).

We now show that a given A-module Hi can be identified with its fusion with the
vacuummoduleH0. Define a linear map 
i : Hi (I )⊗H0 → Hi satisfying 
i (ξ⊗ y�) =
yξ for any ξ ∈ Hi (I ), y ∈ A(I c). It is easy to check that 
i is an isometry with dense
range. Therefore 
i extends to a unitarymap 
i : Hi (I )�H0 → Hi . Clearly 
i preserves
the canonical equivalences induced by restrictions and inclusions of intervals, and hence
preserves path continuations. 
i also commutes with the action of A(I ). Therefore 
i
intertwines the actions of A. We thus conclude:
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Theorem 2.18. There exists a (unique) unitary A-module isomorphism 
i : Hi (I ) �
H0 → Hi satisfying


i (ξ ⊗ y�) = yξ

for any ξ ∈ Hi (I ), y ∈ A(I c). Moreover 
i preserves path continuations, i.e., 
iα• = 
i
for any path α : [0, 1] → S1 from I to another open interval in S1.

Similar results hold forHi (I )� H0(J ).

2.4. Conformal structures. Let Hi ,H j be A-modules, and choose I ∈ J . Then we
know thatHi ,H j ,Hi (I )�H j are all conformalA-modules. In this section we describe
the action Ui� j of GA onHi (I )�H j in terms of those onHi andH j . This result will
be used in the next chapter to study the conformal structures of categorical extensions.
(See Theorems 3.5 and 3.13.)

Choose g ∈ GA. Choose a path λ : [0, 1] → GA from 1 to g (i.e. λ(0) = 1 and
λ(1) = g). We require only that λ descends to a continuous path [λ] in G ; the continuity
of λ in GA is not necessary. Note that the homotopy class of [λ] is uniquely determined
by g. Consider the action of G on S1 lifted from G (and hence from Diff+(S1)). Choose
arbitrary z ∈ I . Then the map λz defined by

λz : [0, 1] → S1, t �→ λ(t)z

is a path from I to gI with initial point z and end point gz. The homotopy class of λz is
clearly determined by that of [λ] and hence by g. Thus, by Proposition 2.11, λ•

z depends
only on g but not on the choice of λ. For instance, if g ∈ GA is a lift of ẽxp(2iπL0) ∈ G ,
then γ •

z is the path continuation induced by an anticlockwise rotation by 2π .
We now let g act onHi (I )� H j by setting

U ′
i� j (g)(ξ ⊗ η) = (λ•

z )
−1(gZ(ξ, I )g−1�⊗ gη

)

(2.19)

for any ξ ∈ Hi (I ), η ∈ H j . (Here the actions of g onHi (I ),H j are the standard ones.)
Note that since Z(ξ, I ) intertwines the actions of A(I c), gZ(ξ, I )g−1 intertwines the
actions of gA(I c)g−1 = A(gI c). So gZ(ξ, I )g−1 ∈ HomA(gI c)(H0,Hi ). Accordingly,

(λ•
z )

−1 : Hi (gI )�H j
�−→ Hi (I )�H j is the path continuation induced by the path λ−1

z
from gI to I . Set

gξg−1 = gZ(ξ, I )g−1�, (2.20)

which is a vector inHi (gI ). Equivalently,

Z(gξg−1, gI ) = gZ(ξ, I )g−1. (2.21)

Then (2.19) can be simplified as

U ′
i� j (g)(ξ ⊗ η) = (λ•

z )
−1(gξg−1 ⊗ gη

)

. (2.22)

Note that although (2.22) only gives a linear mapU ′
i� j (g) : Hi (I )⊗H j → Hi (I )�

H j , whereHi (I )⊗H j (or more precisely, the quotient ofHi (I )⊗H j over its subspace
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annihilated by 〈·|·〉) is regarded as a dense subspace of Hi (I )� H j , one computes, for
any ξ ′ ∈ Hi (I ), η′ ∈ H j , that

〈U ′
i� j (g)(ξ ⊗ η)|U ′

i� j (g)(ξ
′ ⊗ η′)〉 = 〈gξg−1 ⊗ gη|gξ ′g−1 ⊗ gη′〉

= 〈Z(gξ ′g−1, gI )∗Z(gξg−1, gI )gη|gη′〉 = 〈gZ(ξ ′, I )∗Z(ξ, I )g−1 · gη|gη′〉
= 〈Z(ξ ′, I )∗Z(ξ, I )η|η′〉 = 〈ξ ⊗ η|ξ ′ ⊗ η′〉.

Therefore U ′
i� j (g) is an isometry. As the image of λ•

zU
′
i� j (g) is clearlyHi (gI )⊗H j ,

which is dense inHi (gI )� H j , U ′
i� j (g) extends to a unitary map on Hi (I )� H j .

Lemma 2.19. If (2.22) defines a unitary representation U ′
i� j of GA on Hi (I ) � H j ,

then U ′
i� j equals the standard one Ui� j .

Proof. Suppose that U ′
i� j is a representation. By the uniqueness statement in Theorem

2.2, it remains to check (2.4) forU ′
i� j , i.e., to check that for any K ∈ J and g ∈ GA(K ),

U ′
i� j (g) = πi� j,K (U (g)) (2.23)

when acting on Hi (I )� H j .
Note first of all that from the definition (2.22), it is clear that the actionU ′

i� j ofGA on
Connes fusions commuteswith the canonicalmaps induced by restrictions and inclusions
of intervals. So it also commutes with path continuations. Therefore, by adjusting I , it
suffices to prove (2.23) when K ⊂ I c. In this case g ∈ GA(I c), which implies that g
commutes with Z(ξ, I ) (i.e. gξg−1 = ξ ), and that the path λz considered in (2.22) is a
constant. Hence, for any ξ ∈ Hi (I ), η ∈ H j ,

U ′
i� j,K (g)(ξ ⊗ η) = ξ ⊗ gη. (2.24)

One the other hand, from the canonical equivalence Hi (I ) � H j
�−→ Hi (I ) � H j (I c)

and the way we define the action of A(K ) on Hi (I ) � H j (I c), one easily sees that
πi� j (U (g))(ξ ⊗ η) also equals ξ ⊗ gη. Hence (2.23) is proved. 
�
Lemma 2.20. (2.22) defines a unitary representation U ′

i� j of GA on Hi (I ) � H j .
Namely, for any ξ ∈ Hi (I ), η ∈ H j , g, h ∈ GA,

U ′
i� j (g)U

′
i� j (h)(ξ ⊗ η) = U ′

i� j (gh)(ξ ⊗ η). (2.25)

Proof. We writeU ′
i� j asU

′ for brevity. By [Hen19] lemma 17-(ii), G is (algebraically)
generated by G (J ) for all J ∈ J whose length |J | is less than |I |. Thus, GA is generated
by GA(J ) for all J satisfying |J | < |I |. Therefore, it suffices to verify (2.25) when h
belongs to GA(J ) satisfying |J | < |I |. Choose I0 ∈ J to be a sub-interval of I disjoint
from J . SinceHi (I0)⊗H j is dense inHi (I )�H j , it suffices to assume that ξ ∈ Hi (I0).
In that case, as argued near (2.24), we have hξh−1 = ξ and henceU ′(h)(ξ⊗η) = ξ⊗hη.
Therefore, we need to check

U ′(g)(ξ ⊗ hη) = U ′(gh)(ξ ⊗ η). (2.26)

Choose a path λ in GA from 1 to g. Again, we assume the continuity only for the
projection [λ] of λ in G . Choose z ∈ I0. Then the left hand side of (2.26) is

U ′(g)(ξ ⊗ hη) = (λ•
z )

−1(gξg−1 ⊗ ghη).
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Choose a path μ in GA(J ) from 1 to h. (This is possible since G (J ) is clearly con-
tractible.) Then λμ = λ(t)μ(t) is a path in GA from 1 to gh. Since z ∈ I0 is outside J ,
μ(t)z = z for any t ∈ [0, 1]. It follows that (λμ)z = λz . Using hξh−1 = ξ , we compute
the right hand side of (2.26):

U ′(gh)(ξ ⊗ η) = ((λμ)•z )−1(ghξh−1g−1 ⊗ ghη) = (λ•
z )

−1(gξg−1 ⊗ ghη).

This proves (2.26). 
�
The above two lemmas imply the following main result of this section.

Theorem 2.21. LetHi ,H j beA-modules. Then for any I ∈ J , the unitary representa-
tionUi� j of GA defining the conformal structure ofHi (I )�H j can be described as fol-
lows. For any g ∈ GA, we choose a map λ : [0, 1] → GA satisfying λ(0) = 1, λ(1) = g
such that λ descends to a (continuous) path in G . Choose any z ∈ I , and let λz be the
path t ∈ [0, 1] �→ λ(t)z in S1. Then for any ξ ∈ Hi (I ), η ∈ H j ,

g(ξ ⊗ η) = (λ•
z )

−1(gξg−1 ⊗ gη
)

(2.27)

where gξg−1 = gZ(ξ, I )g−1�, and λ•
z : Hi (I ) � H j → Hi (gI ) � H j is the path

continuation induced by λz .

Using (2.27), one can easily describe the Möbius structure on Hi (I )� H j . For any
A-module Hk and a self-adjoint vector field X = ∑

s=1,0,−1 as Ls , we let the operator

ei X denote the action of ẽxp(i X) ∈ P̃SU(1, 1) onHk . Now define the path λX : [0, 1] →
P̃SU(1, 1) to be λX (t) = ẽxp(i t X). For an arbitrary z ∈ I , let λX,z = (λX )z be the path
t ∈ [0, 1] �→ λX (t)z. Then for any ξ ∈ Hi (I ), η ∈ H j , we have the formula

ei X (ξ ⊗ η) = (λ•
X,z)

−1(ei X ξ ⊗ ei Xη). (2.28)

Here we use the fact that ei X ξ = ei X ξe−i X since � is fixed by PSU(1, 1).
The action of GA on Hi � H j (J ) can be described in a similar way.

2.5. Associativity. In this section we study Connes fusion of more than twoA-modules.
For simplicity, our discussion is restricted to the case of 3 modules. The general cases
can be treated in a similar way.

We first discuss Connes fusions over three disjoint intervals. There are two equiva-
lent ways to define them. Let Hi ,H j ,Hk be A-modules, and I, J, K be disjoint open
intervals in S1. Let 〈·|·〉 be a positive sesquilinear form on Hi (I ) ⊗ H j (J ) ⊗ H j (K )
satisfying

〈ξ1 ⊗ η1 ⊗ χ1|ξ2 ⊗ η2 ⊗ χ2〉
= 〈Z(ξ2, I )∗Z(ξ1, I )Z(η2, J )∗Z(η1, J )Z(χ2, K )∗Z(χ1, K )�|�〉 (2.29)

for any ξ1, ξ2 ∈ Hi (I ), η1, η2 ∈ H j (J ), χ1, χ2 ∈ H j (K ). The Connes fusionHi (I )�
H j (J ) � Hk(K ) is defined to be the Hilbert space completion of Hi (I ) ⊗ H j (J ) ⊗
Hk(K ) under 〈·|·〉. Canonical equivalences induced by restrictions and inclusions of open
intervals, and path continuations can be defined in a similar way.We have natural actions
of A(I ),A(J ),A(K ) on Hi (I ) � H j (J ) � Hk(K ). These actions can be extended to
a representation of A using path continuations.
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One can also defined fusions of three modules as iterated fusions of two modules.
For example, consider Hi (I ) � (H j (J ) � Hk(K )). This expression is a combination
of a fusion over two intervals with a fusion over one interval: we first take a fusion of
H j ,Hk over J, K , and treat this fusion as a single A-module H1 = H j (J )� Hk(K );
then we take Hi (I )� H1 as a fusion over I . It is easy to check that the right hand side
of (2.29) also gives the formula for the positive sesquilinear form of the iterated Connes
fusion. Therefore we have a unitary map

Hi (I )� (H j (J )� Hk(K )) → Hi (I )� H j (J )� Hk(K ),

ξ ⊗ (η ⊗ χ) �→ ξ ⊗ η ⊗ χ (ξ ∈ Hi (I ), η ∈ H j (J ), η ∈ Hk(K )). (2.30)

Similarly one can define (Hi (I )�H j (J ))�Hk , and an equivalence (Hi (I )�H j (J ))�
Hk(K )

�−→ Hi (I ) � H j (J ) � Hk(K ) mapping (ξ ⊗ η) ⊗ χ to ξ ⊗ η ⊗ χ . Therefore

we have a natural unitary associativity map (Hi (I ) � H j (J )) � Hk(K )
�−→ Hi (I ) �

(H j (J )� Hk(K )).
For Connes fusions of three modules over two intervals, one also has similar isomor-

phisms between Hi (I )� H j � Hk(K ), (Hi (I )� H j )� Hk(K ), and Hi (I )� (H j �
Hk(K )). Here, the second and the third fusions are iterations of two fusions over single
intervals.

We now show that associativity maps are A-module isomorphisms. We only prove
this for fusions over two intervals. The three-interval cases can be proved in a similar
way. To show this, note that the above isomorphisms clearly commute with the actions
of A(I ). Hence it suffices to prove that they also commute with path continuations, as
indicated by the following proposition.

Proposition 2.22. LetHi ,H j ,Hk beA-modules. Choose two pairs of disjoint intervals
I, J ∈ J , I ′, J ′ ∈ J . Let γ = (α, β) : [0, 1] �→ Conf2(S1) be a path from I × J to
I ′ × J ′. Then the following diagrams commute.

(Hi (I )� Hk)� H j (J )
β•(α•⊗id j )−−−−−−−−−→ (Hi (I ′)� Hk)� H j (J ′)

�
⏐

⏐

�
�
⏐

⏐

�

Hi (I )� Hk � H j (J )
γ •

−−−−−−−−→ Hi (I ′)� Hk � H j (J ′)

�
⏐

⏐

�
�
⏐

⏐

�

Hi (I )� (Hk � H j (J ))
α•(idi⊗β•)−−−−−−−−−→ Hi (I ′)� (Hk � H j (J ′))

(2.31)

We remark that β• commutes with α• ⊗ id j and α• commutes with idi ⊗ β• by the
functoriality of path continuations (see Proposition 2.17).

Proof. We only prove the commutativity of the first diagram, as the second one can
be proved similarly. Let us first assume that γ = (α, β) is small in the sense that
γ ([0, 1]) ⊂ I ′ × J ′, and I ∩ I ′, J ∩ J ′ ∈ J . Then it is easy to verify the commutativity
of the first diagram by considering the actions of these maps on any (ξ ⊗χ)⊗ η, where
ξ ∈ Hi (I ∩ I ′), χ ∈ Hk, η ∈ H j (J ∩ J ′).

In the general case, we can divide γ = (α, β) into small paths in Conf2(S1): γ =
γn ∗ γn−1 ∗ · · · ∗ γ1, and choose pairs of disjoint open intervals I0, J0 ∈ J , I1, J1 ∈
J , · · · , In, Jn ∈ J , such that I0 = I, J0 = J, In = I ′, Jn = J ′, and that for any
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s = 1, 2, . . . , n, we have Is−1 ∩ Is, Js−1 ∩ Js ∈ J , and γs([0, 1]) ⊂ Is × Js . Write
γs = (αs, βs). Then by the first paragraph, for each s the diagram

(Hi (Is−1)� Hk)� H j (Js−1)
β•
s (α

•
s ⊗id j )−−−−−−−−−→ (Hi (Is)� Hk)� H j (Js)

�
⏐

⏐

�
�
⏐

⏐

�

Hi (Is−1)� Hk � H j (Js−1)
γ •
s−−−−−−−−−→ Hi (Is)� Hk � H j (Js)

commutes. Since β•
t commutes with α•

s ⊗ id j for any 1 � s, t � n, and since α• =
α•
n · · ·α•

1, β
• = β•

n · · ·β•
1 , γ

• = γ •
n · · · γ •

1 , the commutativity of the first diagram of
(2.31) follows. 
�

2.6. C∗-Tensor categories. Let Rep(A) be the C∗-category of A-modules. In this sec-
tion, we equip Rep(A) with a unitary monoidal structure. More precisely, we want to
define a tensor (fusion) ∗-bifunctor� : Rep(A)×Rep(A) → Rep(A), define unitary as-
sociativity isomorphisms which are functorial with respect to the tensor bifunctor, define
a unit object, identify (unitarily) amodule with the tensor (fusion) product of this module
with the unit, and verify the triangle and pentagon axioms. (See [Tur94,BK01,EGNO]
for the general theory of tensor categories.)

Let S1+ = {z ∈ S1 : Imz > 0}, S1− = {z ∈ S1 : Imz < 0}. For anyHi ,H j ∈ Rep(A),
we define their tensor productHi �H j to beHi (S1+)�H j (S1−).We also identifyHi�H j

withHi (S1+)�H j andHi �H j (S1−) through the canonical equivalences. Let us simplify
our notations by writing S1+ and S

1− as + and− in Connes fusions. Then by our definition,

Hi � H j := Hi (+)� H j (−) = Hi (+)� H j = Hi � H j (−). (2.32)

Since this definition of tensor bifunctor relies on two fixed open intervals, we do not
have a natural identification of Hi � H j and H j � Hi . If F ∈ HomA(Hi ,H j ),G ∈
Hom(Hi ′ ,H j ′), then the tensor product F⊗G : Hi �H j → Hi ′ �H j ′ is defined using
(2.18). That (F ⊗ G)∗ = F∗ ⊗ G∗ is easy to verify, which shows that the bifunctor �
preserves the ∗-structures.

ForHi ,H j ,Hk ∈ Rep(A),15 we define the associativity isomorphism (Hi �H j )�
Hk

�−→ Hi � (H j � Hk) to be the one for

(Hi (+)� H j )� Hk(−) �−→ Hi (+)� (H j � Hk(−)), (2.33)

which is clearly functorial. The pentagon axiom (see Fig. 3) holds , since it can easily
be verified for all ξ (i) ⊗ ξ ( j) ⊗ ξ (k) ⊗ ξ (l), where ξ (i) ∈ Hi (S1+), ξ

( j) ∈ H j (S1+), ξ
(k) ∈

Hk(S1−), ξ (l) ∈ Hl(S1−). (Note that ξ (i) ⊗ ξ ( j) ∈ (Hi � H j )(S1+), ξ
(k) ⊗ ξ (l) ∈ (Hk �

Hl)(S1−).) (cf. [Loke94] lemma VI.5.5.1.) One can thus remove all the brackets in an
iterated fusion. For example, all the iterated fusions in Fig. 3 can be identified as Hi �
H j � Hk � Hl .

Let H0 be the unit object. By Theorem 2.18, we have unitary isomorphisms

�i : Hi � H0 = Hi (S
1
+)� H0


i−→ Hi ,

15 Although Rep(A) is not a set, we still write Hi ∈ Rep(A) to mean that Hi is an object in Rep(A). We
will use similar notations for other categories.
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Fig. 3. Pentagon Axiom

� j : H0 � H j = H0 � H j (S
1−) = H j (S

1−)� H0

 j−→ H j .

The triangle axiom says that

�i ⊗ id j = idi ⊗ � j , (2.34)

where idi (resp. id j ) is the identity operator on Hi (resp. H j ). To see this, note that
both sides of (2.34) act on Hi � H0 � H j = Hi (+) � H0 � H j (−). Let us choose
I ⊂⊂ S1+, J ⊂⊂ S1−, and K ∈ J disjoint from I, J . Then for any ξ ∈ Hi (I ), η ∈
H j (J ), x ∈ A(K ), one computes that

(�i ⊗ id j )(ξ ⊗ x�⊗ η) = xξ ⊗ η ∈ Hi � H j (−),
(idi ⊗ � j )(ξ ⊗ x�⊗ η) = ξ ⊗ xη ∈ Hi (+)� H j .

One can easily construct path continuations to show that both xξ ⊗ η and ξ ⊗ xη equal
x(ξ ⊗ η). Therefore (2.34) holds. A construction of C∗-tensor categorical structure on
Rep(A) is now finished.

We close this section with a brief discussion of braiding in Rep(A). Let � be a path
of 180◦ clockwise rotation from S1+ to S1−, e.g.,

� : [0, 1] → S1, t �→ eiπ(
1
2−t). (2.35)

The braid operator Bi, j : Hi � H j → H j � Hi is defined to be

Bi, j : Hi � H j = Hi (S
1
+)� H j

�•
−→ Hi (S

1−)� H j = H j (S
1
+)� Hi (S

1−) = H j � Hi ,

(2.36)

or written more simply, B = �•. This unitary map is clearly functorial. So Rep(A) be-
comes a braidedC∗-tensor category oncewe’ve proved the hexagon axioms forBi, j . The
proof of hexagon axioms will be much easier after we introduce categorical extensions.
So we leave the proof to the next chapter (see Sect. 3.3).
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Note that our description of the C∗-tensor category Rep(A) and the braiding B (as
well as theHexagon axioms to be proved in the next chapter) do not rely on the conformal
structures of A and A-modules. Thus the above results hold when A is only a Möbius
covariant net. In [Was98] section 33, A.Wassermann defines braiding in a different way
(see Eq. (2.39)), which relies on the conformal structures. In the following we show that
our definition of B agrees with that of Wassermann. Although this result is interesting
in its own right, we will not use it in the rest of this paper. The following discussion can
be skipped safely.

Choose Hi ,H j ∈ Rep(A). Consider a path λ in P̃SU(1, 1) defined by t ∈ [0, 1] �→
ẽxp(−iπ t L0). Set z = i , and λz : t ∈ [0, 1] �→ λ(t)z ∈ S1. Then λz = � where � is
defined by (2.35). By (2.28), for any ξ ∈ Hi (S1+), η ∈ H j (S1−),

(λ•
z )

−1(η ⊗ ξ) = e−iπL0(eiπL0η ⊗ eiπL0ξ) (2.37)

where we regard η⊗ ξ ∈ H j (S1−)�Hi (S1+) and e
iπL0η⊗ eiπL0ξ ∈ H j (S1+)�Hi (S1−).

Under the identification H j (S1−) � Hi (S1+) = Hi (S1+) � H j (S1−) = Hi � H j and
H j (S1+)� Hi (S1−) = H j � Hi , (2.37) becomes

(λ•
z )

−1(ξ ⊗ η) = e−iπL0(eiπL0η ⊗ eiπL0ξ) (2.38)

where we regard ξ ⊗ η ∈ Hi � H j , eiπL0η ⊗ eiπL0ξ ∈ H j � Hi . As λz = �, we have
B = λ•

z . We thus conclude:

Proposition 2.23. IfHi ,H j are conformal A-modules, then the inverse of B j,i : H j �
Hi → Hi � H j can be described by

B
−1
j,i (ξ ⊗ η) = e−iπL0(eiπL0η ⊗ eiπL0ξ) (∀ξ ∈ Hi (S

1
+), η ∈ H j (S

1−)). (2.39)

3. Connes Fusions and Categorical Extensions

3.1. Categorical extensions. LetA be a conformal net as usual. Let C be a full abelian
(C∗-)subcategory of Rep(A) containingH0. In other words, C is a class of A-modules
which, up to unitary equivalences, is closed under takingA-submodules and finite direct
sums.16 Equip C with a tensor bifunctor � (not necessarily the Connes fusion bifunctor

�), functorial unitary associativity isomorphisms (Hi �H j )�Hk
�−→ Hi � (H j �Hk),

and unitary isomorphisms Hi � H0
�−→ Hi ,H0 � Hi

�−→ Hi , so that C becomes a
C∗-tensor category with unit H0. We identify (Hi � H j ) � Hk , Hi � (H j � Hk) as
Hi � H j � Hk , and Hi � H0, H0 � Hi as Hi .

An arg function defined on I ∈ J is a continuous function argI : I → R such that
z = elog |z|+i argI (z) for any z ∈ I . We say that an open interval I ∈ J is arg-valued, if I
is equipped with an arg function argI . An arg-valued I is often denoted by˜I or (I, argI ).
Two identical open intervals are regarded as different arg-valued intervals if they have
different arg functions. We let ˜J be the set of all arg-valued open intervals in S1. If
˜I = (I, argI ), ˜J = (J, argJ ) ∈ ˜J , we say that ˜I is an (arg-valued) open subinterval
of ˜J if I ⊂ J and argJ |I = argI . In this case we write ˜I ⊂ ˜J . Given ˜J ∈ ˜J , we say
˜I ⊂⊂ ˜J if ˜I ∈ ˜J , ˜I ⊂ ˜J , and I ⊂⊂ J . We say that ˜I and ˜J are disjoint if I and J are

16 Indeed it is not necessary to require C to be a full subcategory. We add this condition only to simplify
discussions.
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disjoint. We say ˜I is anticlockwise to ˜J (or ˜J is clockwise to ˜I ), if ˜I and ˜J are disjoint,
and argJ (ζ ) < argI (z) < argJ (ζ ) + 2π for any z ∈ I, ζ ∈ J .

The group G acts on ˜J in a natural way: If g ∈ G , ˜I = (I, argI ) ∈ ˜J , we choose
a path λ in G from 1 to g. Then for any z ∈ I , we have a path λz in S1 defined by
λz(t) : t ∈ [0, 1] �→ λ(t)z. Let us now extend argI (z) continuously to an argument of
gz along the pathλz .More precisely, we define a continuous function argλz : [0, 1] → R,
such that for any t ∈ [0, 1], argλz (t) is an argument of λz(t) = λ(t)z. Then we take
argλz (1) to be the argument of gz. Now we let arggI be the arg function on gI satisfying
arggI (gz) = argλz (1). We define g˜I = (gI, arggI ). It is easy to check that this definition

is well defined, and that the action of G � ˜J is a group action. We can easily lift this
action to GA � ˜J .

If P,Q,R,S are Hilbert spaces, and we have bounded linear operators A : P →
R, B : Q → S,C : P → Q, D : R → S, we say that the diagram

P C−−−−→ Q
A

⏐

⏐

� B

⏐

⏐

�

R D−−−−→ S

(3.1)

commutes adjointly, if both this diagram and the diagram

P C−−−−→ Q
A∗

�

⏐

⏐ B∗
�

⏐

⏐

R D−−−−→ S

(3.2)

commute. Note that (3.2) commutes if and only if the following diagram (3.3) commutes.

P C∗←−−−− Q
A

⏐

⏐

� B

⏐

⏐

�

R D∗←−−−− S

(3.3)

Note also that if either A, B or C, D are unitary, then the commutativity implies the
adjoint commutativity of (3.1).

Definition 3.1. LetH assign, to each ˜I ∈ ˜J andHi ∈ C , a setHi (˜I ) such thatHi (˜I1) ⊂
Hi (˜I2) whenever ˜I1 ⊂ ˜I2. A categorical extension E = (A,C ,�,H) of A associates,
to any Hi ,Hk ∈ C ,˜I ∈ ˜J , a ∈ Hi (˜I ), bounded linear operators

L(a,˜I ) ∈ HomA(I c)(Hk,Hi � Hk),

R(a,˜I ) ∈ HomA(I c)(Hk,Hk � Hi ),

such that the following conditions are satisfied:

(a) (Isotony) If ˜I1 ⊂ ˜I2 ∈ ˜J , and a ∈ Hi (˜I1), then L(a,˜I1) = L(a,˜I2), R(a,˜I1) =
R(a,˜I2) when acting on any Hk ∈ C .
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(b) (Functoriality) If Hi ,Hk,Hk′ ∈ C , F ∈ HomA(Hk,Hk′), the following diagrams
commute for any ˜I ∈ ˜J , a ∈ Hi (˜I ).

Hk
F−−−−→ Hk′

L(a,˜I )

⏐

⏐

� L(a,˜I )

⏐

⏐

�

Hi � Hk
idi⊗F−−−−→ Hi � Hk′

Hk
R(a,˜I )−−−−→ Hk � Hi

F

⏐

⏐

�
F⊗idi

⏐

⏐

�

Hk′
R(a,˜I )−−−−→ Hk′ � Hi

. (3.4)

(c) (Neutrality) For any Hi ∈ C , under the identifications Hi = Hi � H0 = H0 � Hi ,
the relation

L(a,˜I )� = R(a,˜I )� (3.5)

holds for any ˜I ∈ ˜J , a ∈ Hi (˜I ).
(d) (Reeh–Schlieder property) If Hi ∈ C ,˜I ∈ ˜J , then under the identification Hi =

Hi � H0, the set L(Hi (˜I ),˜I )� spans a dense subspace of Hi .
(e) (Density of fusion products) If Hi ,Hk ∈ C ,˜I ∈ ˜J , then the set L(Hi (˜I ),˜I )Hk

spans a dense subspace of Hi � Hk , and R(Hi (˜I ),˜I )Hk spans a dense subspace of
Hk � Hi .

(f) (Locality) For any Hk ∈ C , disjoint ˜I , ˜J ∈ ˜J with ˜I anticlockwise to ˜J , and any
a ∈ Hi (˜I ), b ∈ H j (˜J ), the following diagram (3.6) commutes adjointly.

Hk
R(b,˜J )−−−−−−−→ Hk � H j

L(a,˜I )

⏐

⏐

� L(a,˜I )

⏐

⏐

�

Hi � Hk
R(b,˜J )−−−−−−−→ Hi � Hk � H j

(3.6)

(g) (Braiding) There is a unitary linear map ßi, j : Hi � H j → H j � Hi for any
Hi ,H j ∈ C , such that

ßi, j L(a,˜I )η = R(a,˜I )η (3.7)

whenever ˜I ∈ ˜J , a ∈ Hi (˜I ), η ∈ H j .

Definition 3.2. A categorical extension E is called conformal (covariant), if for any
g ∈ GA,˜I ∈ ˜J ,Hi ∈ C , a ∈ Hi (˜I ), there exits an element gag−1 ∈ Hi (g˜I ), such that

L(gag−1, g˜I ) = gL(a,˜I )g−1 (3.8)

when acting on any H j ∈ C .

Note that (3.8) is equivalent to

R(gag−1, g˜I ) = gR(a,˜I )g−1 (3.9)

by relation (3.7) and Corollary 2.6.
We now derive some immediate consequences from the definition of a categorical

extension E . The first thing to notice is that for any Hi ∈ C ,˜I ∈ ˜J , and a ∈ Hi (˜I ),
the operator L(a,˜I ) (acting on all possible A-modules in C ) is uniquely determined
by the vector L(a,˜I )�. To see this, we choose an arbitrary H j ∈ C , and choose



Categorical Extensions of Conformal Nets 791

˜J ∈ ˜J clockwise to ˜I . Then by locality, L(a,˜I )R(b, ˜J )� = R(b, ˜J )L(a,˜I )� for any
b ∈ H j (˜J ). So the action of L(a,˜I ) on R(H j (˜J ), ˜J )� is determined by L(a,˜I )�. By
Reeh–Schlieder property, R(H j (˜J ), ˜J )� = L(H j (˜J ), ˜J )� spans a dense subspace of
Hi . Therefore L(a,˜I ) is uniquely determined by L(a,˜I )�. Note also that L(a,˜I )� ∈
Hi (I ). Hence we may relabel E to satisfy the following condition:

Definition 3.3. A categorical extension E = (A,C ,�,H) is called vector-labeled, if
for any Hi ∈ C ,˜I ∈ ˜J , the set Hi (˜I ) is a subset of Hi (I ), and for any a ∈ Hi (˜I ), the
following creation property (state-field correspondence) holds:

L(a,˜I )� = a. (3.10)

If E is vector-labeled, x ∈ A(I ), and x� ∈ H0(˜I ), then for anyHk ∈ C , L(x�,˜I ) =
πk(x) = R(x�,˜I )when acting onHk . Indeed, we choose an arbitrary ˜J ∈ ˜J clockwise
to ˜I , and b ∈ Hk(˜J ). Then by locality, L(x�,˜I )R(b, ˜J )� = R(b, ˜J )L(x�,˜I )� =
R(b, ˜J )x� = πk(x)R(b, ˜J )�. Now L(x�,˜I ) = πk(x) follows immediately from the
Reeh–Schlieder property. Similar argument shows that πk(x) = R(x�,˜I ).

3.2. Connes categorical extensions. The main goal in this section is to use Connes
fusions to construct a conformal categorical extension EC = (A,Rep(A),�,H) of A.
For any Hi ∈ Rep(A),˜I = (I, argI ) ∈ ˜J , we set Hi (˜I ) = Hi (I ), which plays the
role of Hi (˜I ) in the definition of categorical extensions. Fix z+ = i, z− = −i , and let
� : [0, 1] → S1 be an 180◦ clockwise rotation from z+ to z− defined for instance by
(2.35). Choose a path α

˜I : [0, 1] → S1 from (a point in) I to z+, such that the arg value
argI (α˜I (0)) of α˜I (0) changes continuously along this path to the arg value

π
2 of z+ = i .

(For example, if−1 ∈ I , and˜I = (I, argI ) is defined in such a way that argI (−1) = 5π ,
then we can choose α

˜I to be a (5− 1
2 ) · 180◦ clockwise rotation from −1 to i .) Then we

know that argI (α˜I (0)) changes continuously along the path � ∗ λ
˜I to the arg value −π

2
of z− = −i .

Now for any ξ ∈ Hi (I ) and anyHk ∈ Rep(A), we let Z(ξ, I ) (which is originally a
linear mapH0 → Hi ) also be a bounded linear operator fromHk toHi (I )� Hk :

Z(ξ, I ) : Hk → Hi (I )� Hk, χ �→ ξ ⊗ χ.
Clearly Z(ξ, I ) ∈ HomA(I c)(Hk,Hi (I )�Hk).Nowwedefine L(ξ,˜I ) : Hk → Hi�Hk
to be

L(ξ,˜I ) : Hk
Z(ξ,I )−−−→ Hi (I )� Hk

α•̃
I−→ Hi (S

1
+)� Hk = Hi � Hk . (3.11)

Since path continuations commute with the actions of A, we have L(ξ,˜I ) ∈
HomA(I c)(Hk,Hi � Hk). Similarly, we define R(ξ,˜I ) ∈ HomA(I c)(Hk,Hk � Hi )

to be

R(ξ,˜I ) : Hk
Z(ξ,I )−−−→ Hi (I )� Hk

(�∗α
˜I )

•
−−−−→ Hi (S

1−)� Hk = Hk � Hi . (3.12)

Then Eq. (3.7) (with ß = B) follows directly from the fact that B = �•.

Theorem 3.4. With the above constructions, EC = (A,Rep(A),�,H) is a vector-
labeled categorical extension of A. We call it the Connes categorical extension of A.
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Proof. We only prove locality here. All the other axioms are easy to verify using the
results obtained in the previous chapter.

Step 1. We show that for any Hi ,H j ,Hk ∈ Rep(A), disjoint I, J ∈ J , and ξ ∈
Hi (I ), η ∈ H j (J ), the following diagram commutes adjointly:

Hk
Z(η,J )−−−−−−−→ Hk � H j (J )

Z(ξ,I )

⏐

⏐

�
Z(ξ,I )

⏐

⏐

�

Hi (I )� Hk
Z(η,J )−−−−−−−→ Hi (I )� Hk � H j (J )

. (3.13)

It is easy to show that this diagram commutes. Indeed, if we choose an arbitrary χ ∈ Hk ,
then clearly Z(η, J )Z(ξ, I )χ = ξ ⊗ χ ⊗ η = Z(ξ, I )Z(η, J )χ . To prove the adjoint
commutativity, we choose any ξ ′ ∈ Hi (I ), χ ′ ∈ Hk . Then it is easy to show

Z(ξ, I )∗(ξ ′ ⊗ χ ′) = πk(Z(ξ, I )
∗Z(ξ ′, I ))χ ′ (3.14)

by evaluating both sides with an arbitrary vector χ ∈ Hk . Similarly, we have

Z(ξ, I )∗Z(η, J )(ξ ′ ⊗ χ ′) = Z(ξ, I )∗(ξ ′ ⊗ χ ′ ⊗ η)
= πk� j (Z(ξ, I )

∗Z(ξ ′, I ))(χ ′ ⊗ η).
Since Z(ξ, I )∗Z(ξ ′, I )|H0 ∈ A(I ), the right hand side of the above expression equals

πk(Z(ξ, I )
∗Z(ξ ′, I ))χ ′ ⊗ η = Z(η, J )πk(Z(ξ, I )

∗Z(ξ ′, I ))χ ′,

which, by (3.14), equals Z(η, J )Z(ξ, I )∗(ξ ′ ⊗ χ ′). Thus we’ve proved Z(η, J )
Z(ξ, I )∗ = Z(ξ, I )∗Z(η, J ), and hence the adjoint commutativity of (3.13).

Step 2. We prove the adjoint commutativity of (3.6) for a = ξ, b = η. Choose a path
β

˜J from J to z− ∈ S1−, such that the arg value argJ (β˜J (0)) of β˜J (0) changes contin-
uously along this path to the arg value −π

2 of z−. Then clearly R(η, ˜J ) = β •̃
J
Z(η, J ).

By replacing α
˜I and β

˜J with homotopic paths, we assume that (α
˜I , β˜J ) is a path in

Conf2(S1), i.e., α˜I (t) �= β
˜J (t) for any t ∈ [0, 1]. (It is here that the anticlockwiseness

of ˜I to ˜J is used.) Consider the following 2 × 2 matrix of diagrams:

Hk
Z(η,J )−−−−−−−→ Hk � H j (J )

β •̃
J−−−−−−−→ Hk � H j (S

1−)

Z(ξ,I )
⏐

⏐

�
Z(ξ,I )

⏐

⏐

�
Z(ξ,I )

⏐

⏐

�

Hi (I )� Hk
Z(η,J )−−−−−−−→ Hi (I )� Hk � H j (J )

idi⊗β •̃
J−−−−−−−→ Hi (I )� (Hk � H j (S

1−))

α•̃
I

⏐

⏐

�

α•̃
I
⊗id j

⏐

⏐

�

α•̃
I

⏐

⏐

�

Hi (S
1
+)� Hk

Z(η,J )−−−−−−−→ (Hi (S
1
+)� Hk )� H j (J )

β •̃
J−−−−−−−→ Hi (S

1
+)� Hk � H j (S

1−).

(3.15)

If we can prove the adjoint commutativity of all these four diagrams, then (3.6) com-
mutes adjointly. Now the (1, 1)-diagram commutes adjointly due to step 1. It is easy
to show that the (2, 1)-diagram commutes when α•̃

I
is more generally any morphism in

HomA(Hi (I )�Hk,Hi (S1+)�Hk). Therefore (2, 1) commutes. Since α•̃
I
and α•̃

I
⊗ id j

are unitary, (2, 1) commutes adjointly. Similarly (1, 2) also commutes adjointly. The
(adjoint) commutativity of the (2, 2)-diagram follows from Proposition 2.22. 
�
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The above argument and result clearly hold for any Möbius covariant net. Now that
we assume A to be conformal covariant, we can also show that the Connes categorical
extension is conformal covariant.

Theorem 3.5. EC is a conformal vector-labeled categorical extension.

Proof. Choose any Hi ,Hk ∈ Rep(A),˜I ∈ ˜J , ξ ∈ Hi (I ), g ∈ GA. We show that

gL(ξ,˜I )g−1 = L(gξg−1, g˜I ). (3.16)

Recall our notation gξg−1 = gZ(ξ, I )g−1�. Choose z ∈ I , and let α
˜I be a path in S1

from z to z+ = i , along which argI (z) changes continuously to the argument π2 of z+.
Let furthermore λ be a path in GA from 1 to g, and let λz : t ∈ [0, 1] �→ λ(t)z ∈ S1.
Therefore, if we write g˜I = (gI, arggI ), then α˜I ∗ (λz)−1 is a path in S1 from gz to z+,
along which the argument arggI (gz) of gz changes continuously to the argument π2 of
z+. It follows that L(ξ,˜I ) = α•̃

I
Z(ξ, I ) and L(gξg−1, g˜I ) = α•̃

I
(λ•

z )
−1Z(gξg−1, gI ).

By relation (2.27), we have

gZ(ξ, I ) = (λ•
z )

−1Z(gξg−1, gI )g.

Using the fact that path continuations intertwine the actions of GA (since they intertwine
the actions of A. Note also Corollary 2.6), we have

gL(ξ,˜I )g−1 = gα•̃
I
Z(ξ, I )g−1 = α•̃

I
· gZ(ξ, I ) · g−1

= α•̃
I
· (λ•

z )
−1Z(gξg−1, gI )g · g−1 = L(gξg−1, g˜I ).


�

3.3. Hexagon axioms. With the results obtained so far, we give an easy proof of the
hexagon axioms for the braid operatorsBdefined inSect. 2.6. Firstwe collect someuseful
formulas. For any Hi ,H j ∈ Rep(A), disjoint ˜I , ˜J ∈ ˜J , and ξ ∈ Hi (I ), η ∈ H j (J ), if
˜I is anticlockwise to ˜J , then

L(ξ,˜I )η = B j,i L(η, ˜J )ξ. (3.17)

Indeed, L(ξ,˜I )η = L(ξ,˜I )R(η, ˜J )� = R(η, ˜J )L(ξ,˜I )� = R(η, ˜J )ξ = B j,i L(η, ˜J )ξ .
Therefore, if ˜I is clockwise to ˜J then

L(ξ,˜I )η = B
−1
i, j L(η, ˜J )ξ. (3.18)

Next, if F ∈ HomA(Hi ,Hi ′),G ∈ HomA(H j ,H j ′), then it is easy to see that for any
˜I ∈ ˜J , ξ ∈ Hi (I ), η ∈ H j ,

(F ⊗ G)L(ξ,˜I )η = L(Fξ,˜I )Gη. (3.19)

The following properties are parallel to the fusion and braid relations for intertwining
operators of vertex operator algebras.
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Proposition 3.6. Choose ˜I , ˜J , ˜O ∈ ˜J such that ˜I , ˜J ⊂ ˜O, and ξ ∈ Hi (I ), η ∈ H j (J ).
Then L(ξ,˜I )η ∈ (Hi � H j )(O), and

L(ξ,˜I )L(η, ˜J ) = L(L(ξ,˜I )η, ˜O) (3.20)

when acting on any Hk ∈ Rep(A).
Proof. Since L(ξ,˜I ) = L(ξ, ˜O), L(η, ˜J ) = L(ξ, ˜O), we may assume that ˜I =
˜J = ˜O . Since both L(ξ, ˜O) and L(η, ˜O) intertwines the actions of A(Oc), so does
L(ξ, ˜O)L(η, ˜O). Hence L(ξ, ˜O)L(η, ˜O) ∈ HomA(Oc)(H0,Hi � H j ). Since
L(ξ, ˜O)L(η, ˜O)� = L(ξ, ˜O)η, we conclude L(ξ, ˜O)η ∈ (Hi � H j )(O).

Now we choose argOc such that ˜Oc = (Oc, argOc ) is clockwise to ˜O . Then for any
Hk ∈ Rep(A) and χ ∈ Hk(Oc),

L(ξ, ˜O)L(η, ˜O)χ = L(ξ, ˜O)L(η, ˜O)R(χ, ˜Oc)� = R(χ, ˜Oc)L(ξ, ˜O)L(η, ˜O)�

= R(χ, ˜Oc)L(ξ, ˜O)η = R(χ, ˜Oc)L(L(ξ, ˜O)η, ˜O)�

= L(L(ξ, ˜O)η, ˜O)R(χ, ˜Oc)�

= L(L(ξ, ˜O)η, ˜O)χ.

This proves (3.20). 
�
Proposition 3.7. Suppose that ˜I is anticlockwise to ˜J , and there exits ˜O ∈ ˜J such that
˜I , ˜J ⊂ ˜O. Then for any Hi ,H j ,Hk ∈ Rep(A), ξ ∈ Hi (I ), η ∈ H j (J ), χ ∈ Hk , we
have

L(ξ,˜I )L(η, ˜J )χ = (B j,i ⊗ idk)L(η, ˜J )L(ξ,˜I )χ. (3.21)

Proof. We compute

(B j,i ⊗ idk)L(η, ˜J )L(ξ,˜I )η = (B j,i ⊗ idk)L(L(η, ˜J )ξ, ˜O)χ = L(B j,i L(η, ˜J )ξ, ˜O)χ

= L(L(ξ,˜I )η, ˜O)χ = L(ξ,˜I )L(η, ˜J )χ.


�
The above proposition is equivalent to the braiding condition (g) of Definition 3.1.

Although 3.1-(g) looks simpler and is easier to verify than (3.21), the latter has clearer
physical meaning: it says that the left operators L satisfy braid statistics, which gener-
alize the usual boson and fermion statistics.

Now we prove the hexagon axioms for B. In this paper, we always let Hi� j or its
subscript i � j denote Hi � H j .

Theorem 3.8 (Hexagon axioms for B). Choose any Hi ,H j ,Hk ∈ Rep(A). Then for
the braiding B defined by 180◦ clockwise rotations (see the end of Sect. 2.6), we have
the following relations for morphisms Hi � H j � Hk → Hk � Hi � H j :

(Bi,k ⊗ id j )(idi ⊗ B j,k) = Bi� j,k, (3.22)

(B−1
k,i ⊗ id j )(idi ⊗ B

−1
k, j ) = B

−1
k,i� j . (3.23)
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Proof. Since the proof of the two relations are similar, we only prove the first one.
Choose disjoint ˜I , ˜J , ˜K ∈ ˜J such that ˜I is clockwise to ˜J , ˜J is clockwise to ˜K , and
˜I , ˜J , ˜K can be covered by an arg-valued open interval in S1. Choose ˜O ∈ ˜J containing
˜I , ˜J and clockwise to ˜K . Then for any ξ ∈ Hi (I ), η ∈ H j (J ), χ ∈ Hk(K ), the action
of the left hand side of Eq. (3.22) on L(ξ,˜I )L(η, ˜J )χ is

L(ξ,˜I )L(η, ˜J )χ
(idi⊗B j,k)−−−−−−→ L(ξ,˜I )B j,k L(η, ˜J )χ

= L(ξ,˜I )L(χ, ˜K )η
Bi,k⊗id j−−−−−→ L(χ, ˜K )L(ξ,˜I )η.

On the other hand, the action of the right hand side of (3.22) on L(ξ,˜I )L(η, ˜J )χ is

L(ξ,˜I )L(η, ˜J )χ = L(L(ξ,˜I )η, ˜O)χ
Bi� j,k−−−→ Bi� j,k L(L(ξ,˜I )η, ˜O)χ

= L(χ, ˜K )L(ξ,˜I )η.

Hence (3.22) is proved. 
�
Theorem 3.9. With the monoidal structure and the braid operators defined in Sect. 2.6,
Rep(A) is a braided C∗-tensor category.

3.4. Uniqueness of tensor categorical structures. Let E = (A,C ,�,H) be a categor-
ical extension of A with braid operator ß. In this section, we show that (C ,�, ß) is a
braided C∗-tensor category (i.e., the unitary map ß is a functorial A-module isomor-
phism satisfying the Hexagon axioms), and that there is a natural equivalent between
(C ,�, ß) and a braided tensor subcategory of (Rep(A),�,B).

To begin with, we let ̂C be the C∗-category of all A-modules Hi such that Hi is
unitarily equivalent to some object in C . We assume without loss of generality that E is
vector-labeled. So, in particular, for each˜I ∈ ˜J ,Hi ∈ C ,Hi (˜I ) is a subset ofHi (I ).We
thus write ξ, η, . . . instead of a, b, . . . for elements in Hi (˜I ). But then there is a conflict
of notations, as L(ξ,˜I ) may denote a left action in either E or the Connes categorical
extension EC .We avoid this issue by letting L�(ξ,˜I ) and L�(ξ,˜I ) denote left actions in
E = (A,C ,�,H) and EC = (A,Rep(A),�,H) respectively. Similar notations apply
to right actions.

Theorem 3.10. Let E = (A,C ,�,H) be a vector-labeled categorical extension of A.
Then (C ,�, ß) is a braidedC∗-tensor category, ̂C is closed underConnes fusion product
�, and there is a (unique) unitary functorial (i.e. natural) isomorphism

�i, j : Hi � H j → Hi � H j (∀Hi ,H j ∈ C ), (3.24)

such that for any ˜I ∈ ˜J ,Hi ,H j ∈ C , ξ ∈ Hi (˜I ), η ∈ H j ,

�i, j L
�(ξ,˜I )η = L�(ξ,˜I )η, (3.25)

� j,i R
�(ξ,˜I )η = R�(ξ,˜I )η. (3.26)

Moreover, � induces an equivalence of braided C∗-tensor categories ( ̂C ,�,B) �
(C ,�, ß). More precisely, “equivalence” means that for any Hi ,H j ,Hk ∈ C , the
following conditions are satisfied:
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(a) The following diagram commutes.

Hi � Hk � H j
idi⊗�k, j−−−−−−−−→ Hi � (Hk � H j )

�i,k⊗id j

⏐

⏐

�
�i,k� j

⏐

⏐

�

(Hi � Hk)� H j
�i�k, j−−−−−−−−→ Hi � Hk � H j

. (3.27)

(b) The following two maps equal idi : Hi → Hi .

Hi � H0 � Hi
�0,i−−→ H0 � Hi � Hi , (3.28)

Hi � Hi � H0
�i,0−−→ Hi � H0 � Hi . (3.29)

(c) The following diagram commutes.

Hi � H j
Bi, j−−−−−→ H j � Hi

�i, j

⏐

⏐

�
� j,i

⏐

⏐

�

Hi � H j
ßi, j−−−−→ H j � Hi

. (3.30)

Note that the functoriality of � means that for any objects Hi ,Hi ′ ,H j ,H j ′ of C
and any F ∈ HomA(Hi ,Hi ′),G ∈ HomA(H j ,H j ′), we have �i ′, j ′(F � G) = (F �

G)�i, j , where F �G and F �G are the tensor products F ⊗G in ( ̂C ,�) and in (C ,�)
respectively.

Proof. Step 1. LetHi ,H j ∈ C . Choose any disjoint ˜I , ˜J ∈ ˜J such that ˜I is anticlock-
wise to ˜J . Then for any ξ ∈ Hi (˜I ) and x ∈ A(I c),

L�(ξ,˜I )x� = xL�(ξ,˜I )� = xξ = xL�(ξ,˜I )� = L�(ξ,˜I )x�, (3.31)

which shows that L�(ξ,˜I ) = L�(ξ,˜I ) when acting on H0. Similar result holds for
the right actions of modules on H0. Then using locality, we compute, for any x1, x2 ∈
A(I ), ξ1, ξ2 ∈ Hi (˜I ), η1, η2 ∈ H j (˜J ), that

〈x1L�(ξ1,˜I )η1|x2L�(ξ2,˜I )η2〉
= 〈x1L�(ξ1,˜I )R

�(η1, ˜J )�|x2L�(ξ2,˜I )R
�(η2, ˜J )�〉

= 〈R�(η2, ˜J )
∗L�(ξ2,˜I )

∗x∗
2 x1L

�(ξ1,˜I )R
�(η1, ˜J )�|�〉

= 〈R�(η2, ˜J )
∗R�(η1, ˜J )L

�(ξ2,˜I )
∗x∗

2 x1L
�(ξ1,˜I )�|�〉. (3.32)

Note that on the right hand side of (3.32), L�(ξ1,˜I ), L�(ξ2,˜I ), R�(η1, ˜J ), R�(η2, ˜J )
all act on the vacuum module. Similarly,

〈x1L�(ξ1,˜I )η1|x2L�(ξ2,˜I )η2〉
= 〈R�(η2, ˜J )∗R�(η1, ˜J )L�(ξ2,˜I )∗x∗

2 x1L
�(ξ1,˜I )�|�〉, (3.33)

and on the right hand side of this equations, all the operators R� are acting on H0.
Therefore the left hand sides of (3.32) and (3.33) are equal. We thus conclude, by the
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density of fusion products and the Reeh–Schlieder property (conditions (d) and (e) of

Definition 3.1), that there is a unique unitarymap�
˜I ,˜J
i, j : Hi�H j → Hi�H j satisfying

�
˜I ,˜J
i, j x L

�(ξ,˜I )η = xL�(ξ,˜I )η (∀x ∈ A(I ), ξ ∈ Hi (˜I ), η ∈ H j (˜J )).

In particular,�
˜I ,˜J
i, j intertwines the actions ofA(I ) onHi �H j andHi �H j . It is obvious

that if ˜I0, ˜J0 ∈ ˜J and ˜I0 ⊂ ˜I , ˜J0 ⊂ ˜J , then �
˜I0,˜J0
i, j = �

˜I ,˜J
i, j . Therefore it is easy to see

that �
˜I ,˜J
i, j = �

˜I ′,˜J ′
i, j for any ˜I ′, ˜J ′ ∈ ˜J such that ˜I ′ is anticlockwise to ˜J ′, i.e., �˜I ,˜J

i, j is

independent of ˜I and ˜J . This shows that �
˜I ,˜J
i, j intertwines the actions of A(I ′) for any

I ′ ∈ J .
We thus write �

˜I ,˜J
i, j = �i, j . Then �i, j : Hi � H j → Hi � H j is a unitary A-

module isomorphism satisfying (3.25) for any ξ ∈ Hi (˜I ), η ∈ H j (˜J ). In particular,
Hi � H j ∈ ̂C as Hi � H j ∈ C . By Reeh–Schlieder property, (3.25) holds for any
ξ ∈ Hi (˜I ), η ∈ H j . By (3.25) and the functoriality of L�(ξ,˜I ) and L�(ξ,˜I ), it is clear
that �i, j ′(idi � G) = (idi � G)�i, j for any H′

j ∈ C and G ∈ HomA(H j ,H j ′). Now

assume ξ ∈ Hi (˜I ), η ∈ H j (˜J ). Then

�i, j R
�(η, ˜J )ξ = �i, j L

�(ξ,˜I )η = L�(ξ,˜I )η = R�(η, ˜J )ξ.

Since Hi (˜I ) spans a dense subspace ofHi by Reeh–Schlieder property, the left and the
right hand sides of the above equation are equal for any ξ ∈ Hi . Equivalently, we’ve
proved condition (3.26). A similar argument shows that�i ′, j (F � id j ) = (F � id j )�i, j
for any Hi ′ ∈ C and F ∈ HomA(Hi ,Hi ′). Therefore � is functorial.

Step 2. We now show that � induces an equivalence of C∗-tensor categories. We
first verify the commutativity of digram (3.27). Choose any Hi ,H j ,Hk ∈ C , disjoint
˜I , ˜J ∈ ˜J such that ˜I is anticlockwise to ˜J , and ξ ∈ Hi (˜I ), η ∈ H j (˜J ), χ ∈ Hk .
Then using conditions (3.25), (3.26), and the functoriality and locality of categorical
extensions (conditions (b) and (f) of Definition 3.1), we compute

L�(ξ,˜I )R�(η, ˜J )χ
idi⊗�k, j−−−−−→ L�(ξ,˜I )�k, j R

�(η, ˜J )χ

= L�(ξ,˜I )R�(η, ˜J )χ
�i,k� j−−−−→ L�(ξ,˜I )R�(η, ˜J )χ,

and also

L�(ξ,˜I )R�(η, ˜J )χ = R�(η, ˜J )L�(ξ,˜I )χ
�i,k⊗id j−−−−−→ R�(η, ˜J )�i,k L

�(ξ,˜I )χ

= R�(η, ˜J )L�(ξ,˜I )χ
�i�k, j−−−−→ R�(η, ˜J )L�(ξ,˜I )χ = L�(ξ,˜I )R�(η, ˜J )χ.

Therefore diagram (3.27) commutes.
For condition (b), we choose any ˜I ∈ ˜J , ξ ∈ Hi . Then

ξ = L�(�,˜I )ξ
�0,i−−→ L�(�,˜I )ξ = ξ.

Thus (3.28) equals identity. Similarly (3.29) also equals identity. Thus � is an equiva-
lence of C∗-tensor categories.
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Finally, choose any ξ ∈ Hi (˜I ), η ∈ H j . Then

L�(ξ,˜I )η
�i, j−−→ L�(ξ,˜I )η

ßi, j−−→ R�(ξ,˜I )η,

and also

L�(ξ,˜I )η
Bi, j−−→ R�(ξ,˜I )η

� j,i−−→ R�(ξ,˜I )η.

Hence diagram (3.30) commutes. This shows that � intertwines B and ß. Thus, due to
the functoriality of�, we conclude that ß is functorial and satisfies hexagon axioms since
these are true for B. Since � and B are isomorphisms of A-modules, so is ß. Therefore
(C ,�, ß) is a braided C∗-tensor category equivalent to ( ̂C ,�,B) under the functorial
map �. 
�

3.5. Uniqueness of maximal categorical extensions.

Definition 3.11. Let E = (A,C ,�,H) andF = (A,C ,�,K) be vector-labeled cate-
gorical extensions of A. We say thatF is a small extension of E if Hi (˜I ) ⊂ Ki (˜I ) for
any Hi ∈ C ,˜I ∈ ˜J , and for any ξ ∈ Hi (˜I ), the operator L(ξ,˜I ) (resp. R(ξ,˜I )) of E
equals the one of F . In this case we write E ⊂ F .

By density of fusion products, it is clear that E andF have the same braid operator ß.

Theorem 3.12. Let E = (A,C ,�,H) be a vector-labeled categorical extension of A.
Then E has a unique maximal small extension E = (A,C ,�,H), called the closure of
E . Moreover, E satisfies that for any ˜I ∈ ˜J and Hi ,H j ∈ C :

(a) Hi (˜I ) = Hi (I ).
(b) If ξ ∈ Hi (I ), η ∈ H j (I ), then L(ξ,˜I )η ∈ (Hi � H j )(I ), and L(L(ξ,˜I )η,˜I ) =

L(ξ,˜I )L(η,˜I ).

Proof. As in the last chapter, we let L�, R� denote actions in E , and let L�, R� denote
actions in the Connes categorical extension EC . Consider the functorial isomorphism�
in Theorem 3.10. We now define E = (A,C ,�,H) such that Hi (˜I ) = Hi (I ) for any
Hi ∈ C ,˜I ∈ ˜J , and for any Hi ,H j ∈ C , the bounded linear operators L�(ξ,˜I ) and
R�(ξ,˜I ) mapping H j → Hi � H j and H j → H j � Hi respectively are defined by

L�(ξ,˜I )η = �i, j L
�(ξ,˜I )η, (3.34)

R�(ξ,˜I )η = � j,i R
�(ξ,˜I )η (3.35)

for any η ∈ H j . Condition (a) is clearly satisfied. Condition (b) follows from Proposi-
tion 3.6. This construction is clearly compatible with E . So once we’ve proved that E
satisfies the axioms of a categorical extension, then E is a small extension of E .

We only check that E satisfies locality, as all the other axioms are easy to verify.
Choose any ˜I ∈ ˜J anticlockwise to ˜J ∈ ˜J . Choose Hi ,H j ∈ C , ξ ∈ Hi (I ), η ∈
H j (J ). Consider the following 2 × 2 matrix of diagrams:
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Hk
R�(η,˜J )−−−−−−−−→ Hk � H j

�k, j−−−−−−−→ Hk � H j

L�(ξ,˜I )
⏐

⏐

� L�(ξ,˜I )
⏐

⏐

� L�(ξ,˜I )
⏐

⏐

�

Hi � Hk
R�(η,˜J )−−−−−−−−→ Hi � Hk � H j

idi⊗�k, j−−−−−−−−→ Hi � (Hk � H j )

�i,k

⏐

⏐

�
�i,k⊗id j

⏐

⏐

�
�i,k� j

⏐

⏐

�

Hi � Hk
R�(η,˜J )−−−−−−−−→ (Hi � Hk)� H j

�i�k, j−−−−−−−−→ Hi � Hk � H j .

(3.36)

The (1, 1)-diagram commutes adjointly due to the locality of EC . The (2, 1)-diagram
and the (1, 2)-diagram both commute (and hence commute adjointly since the maps
involved are unitary) due to the functoriality axiom of EC . The (2, 2)-diagram is ex-
actly diagram (3.27). So it commutes (adjointly) by Theorem 3.10. Therefore the largest
diagram commutes adjointly, which proves the locality of E .

Now suppose that F is a small extension of E . If we construct F in a similar way,
then by the uniqueness of � (which follows from the density of fusion products and
the Reeh–Schlieder property of E ), we clearly have E = F . Therefore F ⊂ E . Thus
we’ve proved that any small extension of E is included in E , which means that E is the
unique maximal small extension of E . 
�

The proof of Theorem 3.12 implies a very interesting consequence.

Theorem 3.13. Any categorical extension E = (A,C ,�,H) of A is conformal.

Proof. Assume that E is vector-labeled. We want to check that for any g ∈ GA,˜I ∈
˜J ,Hi ∈ C , ξ ∈ Hi (˜I ),

L�(gξg−1, g˜I ) = gL�(ξ,˜I )g−1 (3.37)

when acting on any H j ∈ C . By Theorem 3.5, we have

L�(gξg−1, g˜I ) = gL�(ξ,˜I )g−1. (3.38)

Since A-module homomorphisms intertwine the actions of GA by Proposition 2.4, g
commutes with �. Therefore relation (3.37) follows from (3.38) and (3.34). 
�

We say that a vector-labeled categorical extension E is closed if E = E .

3.6. Semisimple categorical extensions. In this section we assume that the full abelian
C∗-subcategoryC of Rep(A) is semisimple, i.e., any moduleHi ∈ C is unitarily equiv-
alent to a finite direct sum of A-modules in C . We equip C with a braided C∗-tensor
categorical structure (C ,�, ß).17 If F is a set of A-modules in C , we say that F gen-
erates C , if for any irreducible Hi ∈ C , there exist Hi1 , . . . ,Hin ∈ F such that Hi is
equivalent to an (irreducible) A-submodule of Hi1 � Hi2 � · · · � Hin .

17 As we have seen in Theorem 3.10, Hexagon axioms and the functoriality of braidings are consequences
of the existence of a categorical existence. However, for the categorical local extensions, we need to assume
these two properties at the very beginning: see step 2 of the proof of Theorem 3.15.
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Definition 3.14. Assume (C ,�, ß) is semisimple andF is a generating set ofA-modules
in C . Let H assign, to each ˜I ∈ ˜J ,Hi ∈ F , a set Hi (˜I ) such that Hi (˜I1) ⊂ Hi (˜I2)
whenever ˜I1 ⊂ ˜I2. A categorical local extension E loc = (A,F ,�,H) ofA associates,
to any Hi ∈ F ,Hk ∈ C ,˜I ∈ ˜J , a ∈ Hi (˜I ), bounded linear operators

L(a,˜I ) ∈ HomA(I c)(Hk,Hi � Hk),

R(a,˜I ) ∈ HomA(I c)(Hk,Hk � Hi ),

such that the axioms of Definition 3.1 are satisfied only for Hi ∈ F , and the locality
(axiom (f)) holds only forHi ,H j ∈ F . We also assume that the unitary operator ß in the
braiding axiom (see (3.7)) is the same as the one of the braided C∗-tensor category C .

Similar to categorical extensions, if E loc is a categorical local extension, then for any
Hi ∈ F , a ∈ Hi (˜I ), the operator L(a,˜I ), acting on any A-module in C , is determined
by L(a,˜I )�. Indeed, for any irreducible H j ∈ C , we can find H j1 , . . . ,H jn ∈ F and
an isometric G ∈ HomA(H j ,H j1 � · · · � H jn ). Choose ˜J ∈ ˜J clockwise to ˜I . Then
for any b1 ∈ H j1(

˜J ), . . . bn ∈ H jn (
˜J ),

L(a,˜I )G∗ · R(bn, ˜J ) · · · R(b1, ˜J )� = (idi ⊗ G∗) · R(bn, ˜J ) · · · R(b1, ˜J )L(a,˜I )�.
(3.39)

By Reeh–Schlieder property and density of fusion products, vectors of the form G∗ ·
R(bn, ˜J ) · · · R(b1, ˜J )� span a dense subspace of H j . Thus the action of L(a,˜I ) on
any irreducible H j ∈ C is determined by L(a,˜I )�. The general case follows from
the functoriality of E loc. Therefore E loc is equivalent to a vector-labeled categorical
local extension. (The meaning of “vector-labeled” is understood in a similar way as in
Definition 3.3.)

Theorem 3.15. After relabeling, E loc = (A,F ,�,H) can be extended to a unique
closed vector-labeled categorical extension E = (A,C ,�,H).
Proof. Step 1. Assume without loss of generality that E loc is vector-labeled. We first
prove the uniqueness. Let F⊕ be the class of all Hi ∈ C which is equivalent to a fi-
nite direct sum of A-modules in F . Assume E = (A,C ,�,H) is a closed categorical
extension containing E loc. Then for any Hi0 ∈ F ,˜I ∈ ˜J , ξ ∈ Hi0(I ), the operator
L(ξ,˜I ) is uniquely determined by E loc due to Eq. (3.39) (with a replaced by ξ ) and the
fact that Hi (˜I ) spans a dense subspace of Hi .

Now ifHi ∈ F⊕,we canfindHi1 , . . . ,Him ∈ F , and isometricU1 ∈ HomA(Hi1 ,Hi ),

. . . ,Um ∈ HomA(Him ,Hi ), such that U1U∗
1 , . . . ,UmU∗

m are orthogonal projections,
and U1U∗

1 + · · · +UmU∗
m = idi . Then by (3.19), for any Hk ∈ C , ξ ∈ Hi (I ), χ ∈ Hk ,

L(ξ,˜I )χ = (U1 ⊗ idk)L(U
∗
1 ξ,

˜I )χ + · · · + (Um ⊗ idk)L(U
∗
mξ,

˜I )χ. (3.40)

Therefore, L(ξ,˜I ) is uniquely determined by E loc.
Next, if Hi1 , . . . ,Him ∈ F⊕, then by Theorem 3.12-(b), for any ξ (i1) ∈ Hi1(I ),

. . . , ξ (im ) ∈ Him (I ),

L(L(ξ (im),˜I ) · · · L(ξ (i2),˜I )ξ (i1),˜I ) = L(ξ (im),˜I ) · · · L(ξ (i2),˜I )L(ξ (i1),˜I ).
(3.41)
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Therefore, since vectors of the form L(ξ (im),˜I ) · · · L(ξ (i2),˜I )ξ (i1) span a dense sub-
space of Him � · · · � Hi1 , the left actions of Him � · · · � Hi1 on modules in C are
determined by E loc.

Finally, for any Hi ∈ C , we can find Hi1 , . . . ,Him ∈ F⊕ and an isometric F ∈
HomA(Hi ,Him � · · ·�Hi1). Since F

∗F = idi , by (3.19), for any ˜I ∈ ˜J ,Hk ∈ C , ξ ∈
Hi (I ), χ ∈ Hk ,

L(ξ,˜I )χ = (F∗ ⊗ idk)L(Fξ,˜I )χ. (3.42)

Therefore L(ξ,˜I ) is determined by E loc. As R(ξ,˜I ) is related to L(ξ,˜I ) by ß, R(ξ,˜I )
is also determined by E loc. Thus the uniqueness is proved.

Step 2. We prove the existence. Let us first extend E loc to a categorical local ex-
tension E loc

1 = (A,F⊕,�,K). For any Hi ∈ F⊕, we choose Hi1 , . . . ,Him ∈ F and
U1, . . . ,Um as in step 1. If it turns out that Hi ∈ F , then we choose m = 1,Hi1 =
Hi ,U1 = idi . Now for any ˜I ∈ ˜J , we define Ki (˜I ) = Hi1(

˜I ) � · · · � Him (
˜I ). If

s = 1, 2, . . . ,m and k = as ∈ His (
˜I ) ⊂ Ki (˜I ), we set, for any Hk ∈ C , χ ∈ Hk ,

L(k,˜I )χ = (Us ⊗ idk)L(as,˜I ), (3.43)

R(k,˜I )χ = ßi,k L(k,˜I ) = (idk ⊗Us)R(as,˜I ). (3.44)

(Note that the functoriality of ß is used in the second equation of (3.44).) Then one can
easily check that E loc

1 = (A,F⊕,�,K) satisfies all the axioms of a categorical local
extension.

Let P be the class of all Hi ∈ C equaling Hi1 � · · · � Him for some m =
1, 2, . . . and Hi1 , . . . ,Him ∈ F⊕. We now extend E loc

1 to a categorical local exten-
sion E loc

2 = (A,P,�,M). For each Hi ∈ P , we choose Hi1 , . . . ,Him ∈ F⊕ such
that Hi = Him � · · · � Hi1 . For any ˜I ∈ ˜J , we define ˜Jm(˜I ) to be the set of all
(˜I1,˜I2, . . . ,˜Im) ∈ ˜J ×m satisfying that ˜I1, . . . ,˜Im ⊂ ˜I , and that ˜Is is anticlockwise to
˜Is−1 for any s = 2, . . . ,m. We now set

Mi (˜I ) =
∐

(˜I1,...,˜Im )∈ ˜Jm (˜I )

Ki1(
˜I1)× · · · × Kim (

˜Im),

and define, for any Hk ∈ C and m = (a1, · · · , am) ∈ Ki1(
˜I1) × · · · × Kim (

˜Im) ⊂
Mi (˜I ), bounded linear operators L(m,˜I ) ∈ HomA(I c)(Hk,Hi � Hk), R(m,˜I ) ∈
HomA(T c)(Hk,Hk � Hi ), such that for any χ ∈ Hk ,

L(m,˜I )χ = L(am,˜Im) · · · L(a1,˜I1)χ, (3.45)

R(m,˜I )χ = ßi,k L(m,˜I )χ. (3.46)

Then all the axioms of a categorical local extension, except the locality, are easy to verify
for E loc

2 . We now show that

R(m,˜I )χ = R(a1,˜I1) · · · R(am,˜Im)χ. (3.47)

Then the locality of E loc
2 follows immediately from that of E loc

1 .
Let us prove (3.47) when m = 3. For general m the argument is similar. By the

coherence theorem for braided tensor categories, we have

ßi,k = ßi3�i2�i1,k = (ßi3,k ⊗ idi2 ⊗ idi1)(idi3 ⊗ ßi2,k ⊗ idi1)(idi3 ⊗ idi2 ⊗ ßi1,k).



802 B. Gui

Therefore the action of ßi,k on L(m,˜I )χ is

L(m,˜I )χ = L(a3,˜I3)L(a2,˜I2)L(a1,˜I1)χ
idi3⊗idi2⊗ßi1,k−−−−−−−−−→ L(a3,˜I3)L(a2,˜I2)ßi1,k L(a1,˜I1)χ

= L(a3,˜I3)L(a2,˜I2)R(a1,˜I1)χ = R(a1,˜I1)L(a3,˜I3)L(a2,˜I2)χ
idi3⊗ßi2,k⊗idi1−−−−−−−−−→ R(a1,˜I1)(idi3 ⊗ ßi2,k)L(a3,˜I3)L(a2,˜I2)χ

= R(a1,˜I1)L(a3,˜I3)ßi2,k L(a2,˜I2)χ

= R(a1,˜I1)L(a3,˜I3)R(a2,˜I2)χ = R(a1,˜I1)R(a2,˜I2)L(a3,˜I3)χ
ßi3,k⊗idi2⊗idi1−−−−−−−−−→ R(a1,˜I1)R(a2,˜I2)ßi3,k L(a3,˜I3)χ = R(a1,˜I1)R(a2,˜I2)R(a3,˜I3)χ.

Hence (3.47) is proved.
Finally we extend E loc

2 to a categorical extension E = (A,C ,�,N). This will finish
our proof. For anyHi ∈ C , we can findHi0 ∈ P and an isometric F ∈ HomA(Hi ,Hi0).
For any ˜I ∈ ˜J , we set Ni (˜I ) = Mi0(

˜I ). If n = m ∈ Mi0(
˜I ) = Ni (˜I ) and Hk ∈ C ,

we define L(m,˜I ) ∈ HomA(I c)(Hk,Hi � Hk), R(m,˜I ) ∈ HomA(I c)(Hk,Hk � Hi )

satisfying that for any χ ∈ Hk ,

L(n,˜I )χ = (F∗ ⊗ idk)L(m,˜I )χ,

R(n,˜I )χ = ßi,k L(n,˜I )χ = (idk ⊗ F∗)R(m,˜I )χ.

This construction makes E a categorical extension of A. Its closure E = (A,C ,�,H)
is the desired vector-labeled closed categorical extension containing E loc. 
�

We now give an application of this theorem.

Definition 3.16. A left operator of E loc = (A,F ,�,H) is a quadruple (A, a,˜I ,Hi ),
where a is an element, Hi ∈ C ,˜I ∈ ˜J , and for any Hk ∈ C , there is a bounded linear
operator A(a,˜I ) ∈ HomA(I c)(Hk,Hi � Hk), such that the following conditions are
satisfied:

(a) IfHk,Hk′ ∈ C , F ∈ HomA(Hk,Hk′), then the following diagram commutes.

Hk
F−−−−→ Hk′

A(a,˜I )

⏐

⏐

� A(a,˜I )

⏐

⏐

�

Hi � Hk
idi⊗F−−−−→ Hi � Hk′

. (3.48)

(b) For anyH j ∈ F ,Hk ∈ C , ˜J ∈ ˜J clockwise to˜I , and any b0 ∈ H j (˜J ), the following
diagram commutes (not necessarily adjointly).

Hk
R(b0,˜J )−−−−−−−→ Hk � H j

A(a,˜I )

⏐

⏐

� A(a,˜I )

⏐

⏐

�

Hi � Hk
R(b0,˜J )−−−−−−−→ Hi � Hk � H j

. (3.49)
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Similarly, a right operator of E loc is a quadruple (B, b, ˜J ,H j ), where b is an el-
ement, H j ∈ C , ˜J ∈ ˜J , and for any Hk ∈ C , there is a bounded linear operator
B(b, ˜J ) ∈ HomA(J c)(Hk,Hk � H j ), such that the following conditions are satisfied:

(a) IfHk,Hk′ ∈ C , F ∈ HomA(Hk,Hk′), then the following diagram commutes.

Hk
B(b,˜J )−−−−→ Hk � H j

F

⏐

⏐

�
F⊗id j

⏐

⏐

�

Hk′
B(b,˜J )−−−−→ Hk′ � H j

. (3.50)

(b) For any Hi ∈ F ,Hk ∈ C , ˜I ∈ ˜J anticlockwise to ˜J , and any a0 ∈ Hi (˜I ), the
following diagram commutes.

Hk
B(b,˜J )−−−−−−−→ Hk � H j

L(a0,˜I )

⏐

⏐

� L(a0,˜I )

⏐

⏐

�

Hi � Hk
B(b,˜J )−−−−−−−→ Hi � Hk � H j

. (3.51)

Theorem 3.17. Let (A, a,˜I ,Hi ) and (B, b, ˜J ,H j ) be a left operator and a right op-
erator of E loc = (A,F ,�,H), where ˜I is anticlockwise to ˜J , and Hi ,H j ∈ C . Then
these two operators commute adjointly, in the sense that for anyHk ∈ C , the following
diagram commutes adjointly.

Hk
B(b,˜J )−−−−−−→ Hk � H j

A(a,˜I )

⏐

⏐

� A(a,˜I )

⏐

⏐

�

Hi � Hk
B(b,˜J )−−−−−−→ Hi � Hk � H j

. (3.52)

Proof. By step 2 of the proof of Theorem 3.15, we can construct a categorical extension
E = (A,C ,�,N) such that any left (resp. right) operator of E loc is also a left (resp.
right) operator of E . Let E be the closure of E . Set ξ = A(a,˜I )� ∈ Hi (I ). Then for
any Hk ∈ C , c ∈ Nk(˜J ),

A(a,˜I )R(c, ˜J )� = R(c, ˜J )A(a,˜I )� = R(c, ˜J )ξ = R(c, ˜J )L(ξ,˜I )�

= L(ξ,˜I )R(c, ˜J )�.

Therefore A(a,˜I ) equals L(ξ,˜I ) when acting on any Hk ∈ C . Similarly, if we let
η = B(b, ˜J )�, then B(b, ˜J ) equals R(η, ˜J ). Therefore A(a,˜I ) and B(b, ˜J ) commute
adjointly. 
�
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4. VOAs and Categorical Extensions

4.1. Tensor categories of VOAs. We review the construction of tensor categories for “ra-
tional” vertex operator algebras (VOAs) by Huang–Lepowsky. See [Hua08b] for more
details. The reader is also referred to [Gui17a] Sect. 2.4 for a sketch of this construction.
The notations we will use in this paper are close to those in [Gui17a].

Let V be a VOA of CFT type. This means that V has grading V = ⊕

n∈Z�0
V (n)

with V (0) = C� where � is the vacuum vector of V . We let Repss(V ) be the category
of semisimple V -modules. So if Wi ∈ Repss(V ), we assume that Wi is a finite direct
sum of irreducible V -modules. In this paper, unless otherwise stated, a V -module Wk
is always assumed to be semisimple. We also assume that the eigenvalues of L0 on Wi
are real. For any s ∈ R, we let Ps be the projection of Wi onto the s-eigenspace Wi (s)
of L0. If w(i) ∈ Wi is homogeneous (i.e., an eigenvector of L0), we let �w(i) be the
conformal weight (the corresponding eigenvalue) of w(i). A vector w(i) ∈ Wi is called
quasi-primary if it is homogeneous and L1w

(i) = 0.
For any Wi ,Wj ,Wk ∈ Repss(V ), we let V( k

i j

) = V( Wk
WiW j

)

be the vector space of
intertwining operators of V . (See [FHL93] for the general theory of intertwining oper-
ators of VOAs.) If Yα ∈ V( k

i j

)

, we call Wi ,Wj ,Wk the charge space, the source space,
and the target space of Yα respectively. We assume the following:

Condition A. For any Wi ,Wj ,Wk ∈ Repss(V ), the vector space V( k
i j

)

is finite dimen-
sional.

For each equivalence class of irreducible V -modules, we choose a representing module,
and E be the set of these V -modules. We let E contain the vacuum moduleW0 = V . We
shall also write i ∈ E if Wi ∈ E . The second condition we require on V is:

Condition B. For any Wi ,Wj ∈ Repss(V ), there are only finitely many Wk ∈ E satis-
fying dim V( k

i j

)

> 0.

Now we can define a tensor bifunctor � on Repss(V ). For any Wi ,Wj ∈ Repss(V ),
we define

Wi j ≡ Wi � Wj =
⊕

k∈E
V

(

k

i j

)∗
⊗ Wk (4.1)

where V( k
i j

)∗
is the dual vector space of V( k

i j

)

. Note that here V( k
i j

)

is finite dimen-
sional, and the sum of k is finite by condition B. The action of V on Wi j is

Yi j (v, x) =
⊕

id ⊗ Yk(v, x) (∀v ∈ V ) (4.2)

where Yk is the vertex operator describing the action of V on Wk , and x is a formal
variable.

When k ∈ E , any intertwining operator Yα ∈ V( k
i j

)

is naturally a linear map

V( k
i j

)∗ → C, which can be extended naturally to a homomorphism of V -modules

Wi � Wj → Wk . For general Wk ∈ Repss(V ), V( k
i j

)

can also be identified with
HomV (Wi � Wj ,Wk) using the following identifications

V
(

k

i j

)

�
⊕

t∈E
V

(

t

i j

)

⊗ HomV (Wt ,Wk),
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HomV (Wi � Wj ,Wk) �
⊕

t∈E
HomV (Wi � Wj ,Wt )⊗ HomV (Wt ,Wk).

The tensor product of F ∈ HomV (Wi1,Wi2),G ∈ HomV (Wj1 ,Wj2) is defined in the
followingway. For each k ∈ E we have a linearmap (F⊗G)t : V( k

i2 j2

) → V( k
i1 j1

)

, such

that if Y ∈ V( k
i2 j2

)

, then (F ⊗ G)tY ∈ V( k
i1 j1

)

, and for any w(i1) ∈ Wi1 , w
( j1) ∈ Wj1 ,

(

(F ⊗ G)tY)

(w(i1), x)w( j1) = Y(Fw(i1), x)Gw( j1). (4.3)

Then F ⊗G : V( k
i1 j1

)∗ → V( k
i2 j2

)∗
is defined to be the transpose of (F ⊗G)t , and can

be extended to a homomorphism

F ⊗ G =
⊕

k∈E
(F ⊗ G)⊗ idk : Wi1 � Wj1 → Wi2 � Wj2 .

To construct associativity and braid isomorphisms, we need to consider products and
iterations of intertwining operators. For any V -module Wi , we let Wi denote its con-
tragredient module. A sequence of intertwining operators Yα1 , . . . ,Yαn of V is called
a chain of intertwining operators, if the source space of Yαm equals the target space of
Yαm−1 for any m = 2, 3, . . . , n. We will also take the complex-analytic point of view
instead of the formal one for intertwining operators. For any Yα ∈ V( k

i j

)

, and any

w(i) ∈ Wi , w
( j) ∈ Wj , w

(k) ∈ Wk, z ∈ C
× = C\{0},

〈Yα(w(i), z)w( j), w(k)〉 = 〈Yα(w(i), x)w( j), w(k)〉
∣

∣

x=z (4.4)

depends not only on z but also on the arg-value arg z of z. We regardYα(w(i), z)w( j) as a
vector in the algebraic completion ̂Wk of Wk , which is also the dual vector space of Wk .

Condition C. Let Yα1 , . . . ,Yαn be an arbitrary chain of intertwining operators of V .
For each 1 � m � n, we let Wim be the charge space of Yαm . Let Wi0 be the
source space of Yα1 , and let Wk be the target space of Yαn . Then for any w(i0) ∈
Wi0 , w

(i1) ∈ Wi1 , . . . , w
(in) ∈ Win , w

(k) ∈ Wk, and arg-valued z1, z2, . . . , zn ∈ C such
that 0 < |z1| < |z2| < · · · < |zn|, the expression

〈Yαn (w(in), zn)Yαn−1(w
(in−1), zn−1) · · ·Yα1(w(i1), z1)w(i0), w(k)〉 (4.5)

converges absolutely and locally uniformly, which means that there exists a neighbor-
hoodU of (z1, . . . , zn) in the n-th order configuration spaceConfn(C×) ofC× = C\{0},
such that the series

∑

s1,s2,...,sn−1∈R

∣

∣〈Yαn (w(in), ζn)Psn−1Yαn−1(w
(in−1), ζn−1)Psn−2

· · · Ps1Yα1(w(i1), ζ1)w(i0), w(k)〉
∣

∣ (4.6)

converges and is uniformly bounded for all (ζ1, . . . , ζn) ∈ U. Here each Psm (1 � m �
n − 1) is the projection of the target space of Yαm onto its weight-sm component. More-
over, the function locally defined by (4.5) for any (z1, . . . , zn) ∈ U can be analytically
continued to a multi-valued holomorphic function on Confn(C×).
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Thus one can construct all genus-0 conformal blocks using products of intertwining
operators. Using the braid operators B± : V( k

i j

) → V( k
j i

)

defined by defined by

YB±α(w
( j), z)w(i) ≡ (B±Yα)(w( j), z)w(i) = exL−1Yα(w(i), e±iπ z)w( j) (4.7)

(where arg(e±iπ z) = ±π + arg z) for any Yα ∈ V( k
i j

)

, w(i) ∈ Wi , w
( j) ∈ Wj , one can

show that for any Yα ∈ V( k
i j

)

, w(i) ∈ Wi , w
( j) ∈ Wj , the iteration of two intertwining

operators

Yβ(Yα(w(i), zi − z j )w
( j), z j )

converges absolutely and locally uniformly whenever 0 < |zi − z j | < |z j |, in the sense
that for any w(s) ∈ Ws, w

(t) ∈ Wt , there exits a neighborhood U ⊂ Conf2(C×) of
(zi , z j ), such that the series

∑

a∈R

∣

∣〈Yβ(PaYα(w(i), zi − z j )w
( j), z j )w

(s)|w(t)〉∣∣

converges and is uniformly bounded for all (ζi , ζ j ) ∈ U . We assume that iterations and
products of intertwining operators can be related in the following way:

Condition D. Let Yα ∈ V( t
i r

)

,Yβ ∈ V( r
j k

)

, zi , z j ∈ C
× satisfying 0 < |zi −

z j | < |z j | < |zi |, and choose arg zi , arg z j , arg(zi − z j ). Then there exist Ws ∈
Repss(V ),Yα′ ∈ V( s

i j

)

,Yβ ′ ∈ V( t
s k

)

, and a neighborhood U ⊂ Conf2(C×) of (zi , z j ),
such that for anyw(i) ∈ Wi , w

( j) ∈ Wj , and any (ζi , ζ j ) ∈ U with arg ζi , arg ζ j , arg(ζi−
ζ j ) close to arg zi , arg z j , arg(zi − z j ) respectively, the following equation holds when
acting on Wk:

Yα(w(i), ζi )Yβ(w( j), ζ j ) = Yβ ′(Yα′(w(i), ζi − ζ j )w( j), ζ j ). (4.8)

Thus, products of intertwining operators can be written as iterations of intertwining
operators. Using the braid operators B±, one can easily prove the converse statement,
i.e., iterations can be expressed as products of intertwining operators.

We are now ready to define the associativity isomorphism. Given three V -modules
Wi ,Wj ,Wk , we have natural identifications

(Wi � Wj )� Wk =
⊕

s,t∈E
V

(

t

s k

)∗
⊗ V

(

s

i j

)∗
⊗ Wt , (4.9)

Wi � (Wj � Wk) =
⊕

r,t∈E
V

(

t

i r

)∗
⊗ V

(

r

j k

)∗
⊗ Wt . (4.10)

Choosebasis�t
sk,�

s
i j ,�

t
ir ,�

r
jk of these vector spaces of intertwiningoperators.Choose

arg-valued zi , z j ∈ C
× satisfying 0 < |zi − z j | < |z j | < |zi | and arg zi = arg z j =

arg(zi − z j ). For any r, t ∈ E, α ∈ �t
ir , β ∈ �r

jk , there exist unique complex numbers

Fβ
′α′

αβ (∀s ∈ E, α′ ∈ �s
i j , β

′ ∈ �t
sk) independent of the choice of zi , z j , such that for

any w(i) ∈ Wi , w
( j) ∈ Wj , we have the fusion relation

Yα(w(i), zi )Yβ(w( j), z j ) =
∑

s∈E

∑

α′∈�s
i j ,β

′∈�t
sk

Fβ
′α′

αβ Yβ ′(Yα′(w(i), zi − z j )w
( j), z j ).

(4.11)
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Thus {Fβ ′α′
αβ } can be regarded as a matrix, called fusionmatrix. This matrix is invertible,

as one can write iterations as products of intertwining operators, which gives the inverse

matrix of {Fβ ′α′
αβ }. For each t ∈ E , define an isomorphism

At :
⊕

r∈E
V

(

t

i r

)

⊗ V
(

r

j k

)

→
⊕

s∈E
V

(

t

s k

)

⊗ V
(

s

i j

)

,

Yα ⊗ Yβ �→
∑

s∈E

∑

α′∈�s
i j ,β

′∈�t
sk

Fβ
′α′

αβ Yβ ′ ⊗ Yα′ . (4.12)

Then At is independent of the basis chosen. Define

A :
⊕

s∈E
V

(

t

s k

)∗
⊗ V

(

s

i j

)∗
→

⊕

r∈E
V

(

t

i r

)∗
⊗ V

(

r

j k

)∗
(4.13)

to be the transpose of At , and extend it to

A =
∑

t∈E
A ⊗ idt : (Wi � Wj )� Wk → Wi � (Wj � Wk). (4.14)

Then A is our associativity map. One can easily verify that A is functorial. Moreover,
A satisfies the pentagon axiom.

Let W0 = V be the identity object of Repss(V ). Then the isomorphism W0 � Wi =
V �Wi → Wi is defined using the intertwining operator Yi ∈ V( i

0 i

)

. Similarly, the iso-
morphismWi �V → Wi is defined using the creation operator Yκ(i) ofWi , which is a
type

( i
i 0

)

intertwining operator defined by Yκ(i) = B+Yi = B−Yi . These isomorphisms
satisfy the triangle axioms. Therefore Repss(V ) is a monoidal category.

Condition E. The monoidal category Repss(V ) is rigid, i.e., every object has left and
right duals.

Finally we define the braiding. Let ßi, j : V( k
i j

)∗ → V( k
j i

)∗
be the transpose of

B+ : V
(

k

j i

)

→ V
(

k

i j

)

, Y �→ B+Y,

and extend it to a morphism

ßi, j =
∑

t∈E
ßi, j ⊗ idt : Wi � Wj → Wj � Wi . (4.15)

This gives the braid operator. These braid operators satisfy the hexagon axioms.
Therefore Repss(V ) becomes a rigid braided tensor category. We also define, for any
Wi ∈ Repss(V ), the twist ϑi ∈ EndV (Wi ) to be the action of e2iπL0 on Wi . Then
Repss(V ) becomes a rigid ribbon category (cf. [Hua08b] theorem 4.1). In the case that
there are only finitely many equivalence classes of irreducible V -modules (i.e., E is a
finite set), Repss(V ) is a ribbon fusion category.

We now relate ß with the braid relations of intertwining operators. Let
Yα ∈ V( t

i r

)

,Yβ ∈ V( r
j k

)

, zi , z j ∈ C
× with |zi | = |z j |. Choose arg zi , arg z j . Then for
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any w(i) ∈ Wi , w
( j) ∈ Wj , the expression Yα(w(i), zi )Yβ(w( j), z j ) is understood as a

linear functional onWk⊗Wt defined in the followingway. Ifw
(k) ∈ Wk, w

(t) ∈ Wt , then

〈Yα(w(i), zi )Yβ(w( j), z j )w(k), w(t)〉 = lim
λ↘1

〈Yα(w(i), λzi )Yβ(w( j), z j )w(k), w(t)〉,

(We set arg(λzi ) = arg zi when λ > 0.) the right hand side of which is definable due to
condition C.

For each r, s, t ∈ E , choose basis�t
ir ,�

r
jk,�

s
ik,�

t
js of V

( t
i r

)

,V( r
j k

)

,V( s
i k

)

,V( t
j s

)

respectively. Using condition D and the braid operators B±, one can show that for any

r, t ∈ E, α ∈ �t
ir , β ∈ �r

jk , there exist unique complex numbers (B±)β
′α′
αβ (∀s ∈ E, α′ ∈

�s
ik, β

′ ∈ �t
js), such that for any w(i) ∈ Wi , w

( j) ∈ Wj , the following braid relation

holds for any w(i) ∈ Wi , w
( j) ∈ Wj

Yα(w(i), zi )Yβ(w( j), z j ) =
∑

s∈E

∑

α′∈�s
ik ,β

′∈�t
js

(B±)β
′α′
αβ Yβ ′(w( j), z j )Yα′(w(i), zi ),

(4.16)

where the sign± is + if zi is anticlockwise to z j (i.e., arg z j < arg zi < arg z j +2π ), and

− if zi is clockwise to z j . We can regard {(B±)β
′α′
αβ } as matrices, called braid matrices,

which again are invertible. {(B±)β
′α′
αβ } depend only on the clockwise or anticlockwise

order of zi and z j , but not on the specific choice of zi , z j . Since we have

Wi � (Wj � Wk) =
⊕

r,t∈E
V

(

t

i r

)∗
⊗ V

(

r

j k

)∗
⊗ Wt , (4.17)

Wj � (Wi � Wk) =
⊕

s,t∈E
V

(

t

j s

)∗
⊗ V

(

s

i k

)∗
⊗ Wt , (4.18)

the isomorphism ß j,i ⊗ idk : Wj � (Wi � Wk) → Wi � (Wj � Wk) restricts, for each
t ∈ E , to an isomorphism

⊕

s∈E
V

(

t

j s

)∗
⊗ V

(

s

i k

)∗
→

⊕

r∈E
V

(

t

i r

)∗
⊗ V

(

r

j k

)∗
.

By (for instance) [Gui17a] proposition 2.12, the transpose of this map is given by

⊕

r∈E
V

(

t

i r

)

⊗ V
(

r

j k

)

→
⊕

s∈E
V

(

t

j s

)

⊗ V
(

s

i k

)

,

Yα ⊗ Yβ �→
∑

s∈E

∑

α′∈�s
ik ,β

′∈�t
js

(B+)
β ′α′
αβ Yβ ′ ⊗ Yα′ . (4.19)
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4.2. The intertwining operators Li and Ri . In this section, we define, for any Wi ∈
Repss(V ), a pair of intertwining operators Li and Ri that are closely related to the
operators L and R in categorical extensions. Recall the definition of tensor product
Wi�Wk = ⊕

t∈E V( t
i k

)∗⊗Wt . IfWi ∈ Repss(V ),we letLi act on anyWk ∈ Repss(V ) as

an intertwining operator of type
( ik
i k

) = (Wi�Wk
Wi Wk

)

, such that for anyw(i) ∈ Wi , w
(k) ∈ Wk

and any t ∈ E, w(t) ∈ Wt ,Yα ∈ V( t
i k

)

,

〈Li (w
(i), x)w(k),Yα ⊗ w(t)〉 = 〈Yα(w(i), x)w(k), w(t)〉. (4.20)

This relation is simply written as

〈Li (w
(i), x)w(k),Yα〉 = Yα(w(i), x)w(k). (4.21)

Let �t
ik be a basis of V( t

i k

)

, and let { qYα : α ∈ �t
ik} be the dual basis, where each

qYα is the dual element of Yα . Then we have another description of Li : for any w(i) ∈
Wi , w

(k) ∈ Wk ,

Li (w
(i), x)w(k) =

∑

t∈E

∑

α∈�t
ik

qYα ⊗ Yα(w(i), x)w(k). (4.22)

We also define, for any Wk ∈ Repss(V ), a type
( ki
i k

) = (Wk�Wi
Wi Wk

)

intertwining operator

Ri , such that for any w(i) ∈ Wi , w
(k) ∈ Wk ,

Ri (w
(i), x)w(k) = ßi,kLi (w

(i), x)w(k). (4.23)

We writeLi (resp.Ri ) asLi |k (resp.Ri |k) if we want to emphasize that the source space
of Li (resp. Ri ) is Wk .

It is easy to check that L and R are functorial, in the sense that for any F ∈
HomV (Wi ,Wi ′),G ∈ HomV (Wk,Wk′), w(i) ∈ Wi , w

(k) ∈ Wk ,

(F ⊗ G)Li (w
(i), x)w(k) = Li ′(Fw

(i), x)Gw(k), (4.24)

(G ⊗ F)Ri (w
(i), x)w(k) = Ri ′(Fw

(i), x)Gw(k). (4.25)

Our next goal is to prove the commutativity of L andR. First we need a preparatory
result.

Proposition 4.1. Choose Wi ,Wj ,Wk ∈ Repss(V ), and arg-valued distinct zi , z j ∈ S1

such that zi is anti-clockwise to z j . Then for any w(i) ∈ Wi , w
( j) ∈ Wj , w

(k) ∈ Wk, the
following braid relation holds.

Li (w
(i), zi )L j (w

( j), z j )w
(k) = (ß j,i ⊗ idk)L j (w

( j), z j )Li (w
(i), zi )w

(k) (4.26)

It will be interesting to compare the above formula with Proposition 3.7.

Proof. Recall (4.17) and (4.18). For any r, s, t ∈ E , we choose basis�t
ir ,�

r
jk,�

t
js,�

s
ik

of �t
ir ,�

r
jk,�

t
js,�

s
ik of V( t

i r

)

,V( r
j k

)

,V( t
j s

)

,V( s
i k

)

respectively. Then for any α ∈
�t

ir , β ∈ �r
jk ,

〈Li (w
(i), zi )L j (w

( j), z j )w
(k),Yα ⊗ Yβ〉 = Yα(w(i), zi )Yβ(w( j), z j )w(k).
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Now for these basis intertwining operators we have the braid relation (4.16), where the
sign of ± is taken to be +. Therefore, by the discussion at the end of Sect. 4.1, the
transpose of ß⊗ id on the vector spaces of intertwining operators is described by (4.19).
Thus we can compute that

〈(ß j,i ⊗ idk)L j (w
( j), z j )Li (w

(i), zi )w
(k),Yα ⊗ Yβ〉

=
∑

s∈E

∑

α′∈�s
ik ,β

′∈�t
js

(B+)
β ′α′
αβ 〈L j (w

( j), z j )Li (w
(i), zi )w

(k),Yβ ′ ⊗ Yα′ 〉

=
∑

s∈E

∑

α′∈�s
ik ,β

′∈�t
js

(B+)
β ′α′
αβ Yβ ′(w( j), z j )Yα′(w(i), zi )w

(k)

= Yα(w(i), zi )Yβ(w( j), z j )w(k).

Hence the proposition is proved. 
�
Theorem 4.2. Choose Wi ,Wj ,Wk ∈ Repss(V ), w(i) ∈ Wi , w

( j) ∈ Wj , and arg-valued
distinct zi , z j ∈ S1 such that zi is anti-clockwise to z j . Then the diagram

Wk
R j (w

( j),z j )−−−−−−−−−→ Wk � Wj

Li (w
(i),zi )

⏐

⏐

� Li (w
(i),zi )

⏐

⏐

�

Wi � Wk
R j (w

( j),z j )−−−−−−−−−→ Wi � Wk � Wj

(4.27)

commutes, in the sense that the following braid relation holds for any w(k) ∈ Wk:

Li (w
(i), zi )R j (w

( j), z j )w
(k) = R j (w

( j), z j )Li (w
(i), zi )w

(k).

Proof. By hexagon axioms, ß j,ik = (idi ⊗ ß j,k)(ß j,i ⊗ idk). We thus compute, using
Proposition 4.1 and the functoriality of Li , that

R j (w
( j), z j )Li (w

(i), zi )w
(k) = ß j,ikL j (w

( j), z j )Li (w
(i), zi )w

(k)

= (idi ⊗ ß j,k)(ß j,i ⊗ idk)L j (w
( j), z j )Li (w

(i), zi )w
(k)

= (idi ⊗ ß j,k)Li (w
(i), zi )L j (w

( j), z j )w
(k) = Li (w

(i), zi )ß j,kL j (w
( j), z j )w

(k)

= Li (w
(i), zi )R j (w

( j), z j )w
(k).


�
We close this section with the fusion relation of L.

Proposition 4.3. Choose Wi ,Wj ,Wk ∈ Repss(V ), and arg-valued distinct zi , z j ∈ S1

such that 0 < |zi − z j | < |z j | < |zi | and arg zi = arg z j = arg(zi − z j ). Then for any
w(i) ∈ Wi , w

( j) ∈ Wj , w
(k) ∈ Wk, the following fusion relation holds.

Li (w
(i), zi )L j (w

( j), z j )w
(k) = Li j (Li (w

(i), zi − z j )w
( j), z j )w

(k). (4.28)
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Proof. For each r, s, t ∈ E we choose basis�t
sk,�

s
i j ,�

t
ir ,�

r
jk of V

( t
s k

)

,V( s
i j

)

,V( t
i r

)

,

V( r
j k

)

respectively, and assume that the fusion relation (4.11) holds. Choose any r, t ∈
E, α ∈ �t

ir , β ∈ �r
jk , then

〈Li (w
(i), zi )L j (w

( j), z j )w
(k),Yα ⊗ Yβ〉 = Yα(w(i), zi )Yβ(w( j), z j )w(k).

On the other hand, the expression 〈Li j (Li (w
(i), zi − z j )w( j), z j )w(k),Yα ⊗ Yβ〉, when

written more precisely, should be 〈Li j (Li (w
(i), zi − z j )w( j), z j )w(k), At(Yα ⊗ Yβ)〉,

where A is the associativity isomorphism. By (4.12), we have

〈Li j (Li (w
(i), zi − z j )w

( j), z j )w
(k), At(Yα ⊗ Yβ)〉

=
∑

s∈E

∑

α′∈�s
i j ,β

′∈�t
sk

Fβ
′α′

αβ 〈Li j (Li (w
(i), zi − z j )w

( j), z j )w
(k),Yβ ′ ⊗ Yα′ 〉

=
∑

s∈E

∑

α′∈�s
i j ,β

′∈�t
sk

Fβ
′α′

αβ Yβ ′(Yα′(w(i), zi − z j )w
( j), z j )w

(k)

= Yα(w(i), zi )Yβ(w( j), z j )w(k).
Thus our proof is complete. 
�

4.3. Unitarity. Beginning with this section, we assume the following unitary condition
(see [DL14,CKLW18] for the definition of unitary VOAs):

Condition F. V is a unitary VOA with inner product 〈·|·〉 and PCT operator Θ .

Recall that a V -module Wi is called unitary, if Wi is equipped with an inner product
〈·|·〉, such that for any v ∈ V , the vertex operator Yi (v, x) (where x is a formal variable)
on Wi satisfies

Yi (v, x)
† = Yi (e

xL1(−x−2)L0Θv, x−1). (4.29)

Here † means the formal adjoint operation. So the above relation is equivalent to saying
that

〈Yi (v, x)w(i)1 |w(i)2 〉 = 〈w(i)1 |Yi (exL1(−x−2)L0Θv, x−1)w
(i)
2 〉

for any w(i)1 , w
(i)
2 ∈ Wi .

Condition G. If Wi ,Wj ∈ Repss(V ) are unitarizable, then Wi �Wj is also unitarizable.

By this condition, if Wi ,Wj are unitarizable, then for any t ∈ E , V( t
i j

)

is trivial
unless Wt is also unitary.

We let Repu(V ) be the category of unitary semisimple V -modules.WheneverWt ∈ E
is unitarizable, we fix a unitary structure on Wt . If t = 0, then the unitary structure on
W0 is chosen to be the one on V . Then one can define a ribbon categorical structure on
Repu(V ) in a similar way as for Repss(V ). Repu(V ) is clearly equivalent to a ribbon ten-
sor subcategory of Repss(V ). In the rest of this paper, we will always focus on modules
in Repu(V ) instead of in Repss(V ).



812 B. Gui

Note that for anyWi ∈ Repu(V ), the inner product 〈·|·〉 induces a natural anti-unitary
map Ci : Wi → Wi , such that for any v ∈ V ,

Yi (v, x) = CiYi (Θv, x)C
−1
i . (4.30)

(Cf. [Gui17a] equation (1.19).) We writew(i) = Ciw
(i) for anyw(i) ∈ Wi . One can also

show that C0Θ : V = W0 → W0 is a unitary V -module isomorphism. Therefore V is
self-dual. We identify V with W0 using C0Θ . Under this identification, C0 is the same
as Θ−1 = Θ . So by our notation, v = Θv for any v ∈ V .

Let us now equip the ribbon category Repu(V ) with a unitary structure. In the fol-
lowing, we assume that all modules are unitary. If Yα ∈ V( k

i j

)

, we define the adjoint

intertwining operator Y†
α ≡ Yα∗ to be a type

( j
i k

)

intertwining operator satisfying that

for any w(i) ∈ Wi ,

Y†
α(w

(i), x) ≡ Yα∗(w(i), x) = Yα(exL1(e−iπ x−2)L0w(i), x−1)†. (4.31)

Recall the creation operator Yκ(i) defined in Sect. 4.1. It is clear that Yκ(i) = Li |0 =
Ri |0. The adjoint intertwining operator Yκ(i)∗ of Yκ(i) is called the annihilation operator
ofWi . Now for anyWi ,Wj ∈ Repu(V ), t ∈ E , we choose a basis�t

i j of V
( t
i j

)

. Choose

any arg-valued z1, z2 ∈ C
× satisfying 0 < |z2− z1| < |z1| < |z2| and arg z1 = arg z2 =

arg(z2−z1). Then there exists a unique complexmatrix {�αβ} independent of the choice
of zi , z2, such that for any w

(i)
1 , w

(i)
2 ∈ Wi , the following fusion relation holds.

Y j (Yκ(i)∗(w(i)2 , z2 − z1)w
(i)
1 , z1) =

∑

t∈E

∑

α,β∈�t
i j

�αβYβ∗(w(i)2 , z2)Yα(w(i)1 , z1). (4.32)

Recall that by our notation in the last section, qYα ∈ V( t
i j

)∗
is the dual element of Yα .

For each t ∈ E , we define a sesquilinear form � on V( t
i j

)∗
, antilinear on the second

variable, such that for any α, β ∈ �t
i j ,

�( qYα| qYβ) = �αβ. (4.33)

It is easy to check that this definition of � is independent of the choice of basis.

Condition H. For each Wi ,Wj ∈ Repu(V ),Wt ∈ E , the sesquilinear form� onV( t
i j

)∗

is positive.

By the rigidity of Repu(V ) (Condition E), � is also non-degenerate (cf. [Gui17b]
theorem 6.7 step 3). Therefore, � is a (non-degenerate) inner product on each V( t

i j

)∗
,

which can be extended naturally to an inner product onWi �Wj = ⊕

t∈E V( t
i j

)∗ ⊗Wt ,
under whichWi �Wj becomes a unitary V -module. One can show (cf. [Gui17b] chapter
7) that under these inner products, all the structural maps (associativity isomorphisms,
braid operators, etc.) are unitary.We thus identify the unitary V -modulesWi�(Wj�Wk)

and (Wi � Wj ) � Wk as Wi � Wj � Wk , and identify V � Wi ,Wi � V as Wi . Hence
Repu(V ) is a braided C∗-tensor category. Moreover, if E is finite, then Repu(V ) is a
unitary ribbon fusion category.
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Recall that for each Wi ∈ Repu(V ), Li acts on each Wj ∈ Repu(V ) as a type
( i j
i j

)

intertwining operator.We letL†
i act on eachWi �Wj as the adjoint intertwining operator

of Li | j , which is of type
( j
i i j

)

. In other words, we let L†
i |i j = (Li | j )†. In the remaining

part of this section, we shall show that L† and R commute.
For anyWi ∈ Repu(V ), we let evi,i ∈ HomV (Wi �Wi , V ) be the morphism defined

by the intertwining operator Yκ(i)∗ . Then for any w(i)1 , w
(i)
2 ∈ Wi ,

evi,iLi (w
(i)
1 , x)w

(i)
2 = Yκ(i)∗(w(i)1 , x)w(i)2 = L†

i (w
(i)
1 , x)w

(i)
2 . (4.34)

More generally, we have:

Proposition 4.4. For any Wi ,Wj ∈ Repu(V ), w(i) ∈ Wi , w
(i j) ∈ Wi j = Wi � Wj ,

L†
i (w

(i), z)w(i j) = (evi,i ⊗ id j )Li (w
(i), z)w(i j). (4.35)

Proof. Choose any w(i)1 , w
(i)
2 ∈ Wi , w

( j) ∈ Wj , and choose arg-valued z1, z2 such that
0 < |z2−z1| < |z1| < |z2| and arg z1 = arg z2 = arg(z2−z1).We first rewrite (4.32) us-
ingL. Note thatL0| j is justY j , andYκ(i)∗ = L†

i |i . Therefore the left hand side of (4.32) is

L0(L†
i (w

(i)
2 , z2 − z1)w

(i)
1 , z1)w

( j)

when acting on w( j) ∈ Wj . On the other hand, if we let �t
i j be an orthonormal basis of

V( t
i j

)

, andwriteLi as (4.22), then it is easy to see that the right hand side of (4.32) equals

L†
i (w

(i)
2 , z2)Li (w

(i)
1 , z1)w

( j)

when acting on w( j). Therefore (4.32) is equivalent to

L0(L†
i (w

(i)
2 , z2 − z1)w

(i)
1 , z1)w

( j) = L†
i (w

(i)
2 , z2)Li (w

(i)
1 , z1)w

( j). (4.36)

Using Proposition 4.3, the functoriality of L (equation (4.24)), and equations (4.34)
and (4.36), we compute

(evi,i ⊗ id j )Li (w
(i)
2 , z2)Li (w

(i)
1 , z1)w

( j)

= (evi,i ⊗ id j )Li i (Li (w
(i)
2 , z2 − z1)w

(i)
1 , z1)w

( j)

= L0(evi,iLi (w
(i)
2 , z2 − z1)w

(i)
1 , z1)w

( j) = L0(L†
i (w

(i)
2 , z2 − z1)w

(i)
1 , z1)w

( j)

= L†
i (w

(i)
2 , z2)Li (w

(i)
1 , z1)w

( j).

Thuswe’veproved (4.35)whenboth sides “act on”Li (w
(i)
1 , z1)w

( j).WriteLi (w
(i)
1 , z1) =

∑

n∈R Li (w
(i)
1 )nz

−n−1. Then by [Hua95] lemma 14.5 (see also [Gui17a] proposition

A.1), (4.35) holds when acting on Li (w
(i)
1 )nw

( j) for any w(i)1 ,∈ Wi , w
( j) ∈ Wj , n ∈

R. By [Hua95] lemma 14.9 (see also [Gui17a] corollary A.4), vectors of the form
Li (w

(i)
1 )nw

( j) span the vector space Wi j . Therefore (4.35) is proved. 
�
We are now ready to prove the adjoint version of Theorem 4.2.
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Theorem 4.5. Choose Wi ,Wj ,Wk ∈ Repss(V ), w(i) ∈ Wi , w
( j) ∈ Wj , and arg-valued

distinct zi , z j ∈ S1 such that zi is anti-clockwise to z j . Then the following diagram com-
mutes in the sense of braiding of intertwining operators.

Wk
R j (w

( j),z j )−−−−−−−−−→ Wk � Wj

L†
i (w

(i),zi )

�

⏐

⏐ L†
i (w

(i),zi )

�

⏐

⏐

Wi � Wk
R j (w

( j),z j )−−−−−−−−−→ Wi � Wk � Wj

. (4.37)

Proof. Consider the diagrams

Wi � Wk
R j (w

( j),z j )−−−−−−−−−−→ Wi � Wk � Wj

Li (w
(i),zi )

⏐

⏐

� Li (w
(i),zi )

⏐

⏐

�

Wi � Wi � Wk
R j (w

( j),z j )−−−−−−−−−−→ Wi � Wi � Wk � Wj

evi,i⊗idk

⏐

⏐

�

evi,i⊗idk⊗id j

⏐

⏐

�

Wk
R j (w

( j),z j )−−−−−−−−−−→ Wk � Wj .

(4.38)

The first small diagram commutes due to Theorem 4.2, the second one commutes due to
the functoriality of R (equation (4.25)). Therefore the large diagram commutes, which
is equivalent to the commutativity of diagram (4.37) by Proposition 4.4. 
�

4.4. Smeared intertwining operators. We recall the definition and some of the basic
properties of energy bounded intertwining operators. See [Gui17a] chapter 3 for more
details. We first fix some notations. If A is an unbounded operator on a Hilbert spaceH,
we letD(A) be the domain of A. If A is densely-defined and preclosed, we let A denote
its closure, and A∗ = A

∗
its adjoint. If A and B are densely-defined with common

domain D = D(A) = D(B), we say that B is the (clearly unique) formal adjoint of
A, and write B = A†, if for any ξ, η ∈ D ,

〈Aξ |η〉 = 〈ξ |Bη〉. (4.39)

If A, B are preclosed operators on H, we say that A commutes strongly with B,
if the von Neumann algebra generated by A, A

∗
commutes with the one generated by

B, B
∗
. (See [Gui17a] section B.1 for more details.) Therefore, by our definition, two

bounded operators commute strongly if and only if they commute adjointly.

Definition 4.6. Let P,Q,R,S be Hilbert spaces, and A : P → R, B : Q → S,C :
P → Q, D : R → S be unbounded preclosed operators. By saying that the diagram of
preclosed operators

P C−−−−→ Q
A

⏐

⏐

� B

⏐

⏐

�

R D−−−−→ S

(4.40)
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commutes strongly, we mean the following: Let H = P ⊕ Q ⊕ R ⊕ S. Define un-
bounded preclosed operators R, S onHwith domainsD(R) = D(A)⊕D(B)⊕R⊕S,
D(S) = D(C)⊕ Q ⊕ D(D)⊕ S, such that

R(ξ ⊕ η ⊕ χ ⊕ ς) = 0 ⊕ 0 ⊕ Aξ ⊕ Bη (∀ξ ∈ D(A), η ∈ D(B), χ ∈ R, ς ∈ S),
S(ξ ⊕ η ⊕ χ ⊕ ς) = 0 ⊕ Cξ ⊕ 0 ⊕ Dχ (∀ξ ∈ D(C), η ∈ Q, χ ∈ D(D), ς ∈ S).
(Such construction is called the extension from A, B to R, and from C, D to S.) Then
R and S commute strongly.

Nowwe return to the unitaryVOA V and its unitarymodules. For anyWi ∈ Repu(V ),
we let Hi be the Hilbert space completion of Wi . Then L0 is a preclosed operator
on Hi with dense domain Wi . Its closure L0 is clearly self-adjoint. We set H∞

i =
⋂

n∈Z�0
D((1 + L0)

n). Then as Wi ⊂ H∞
i , H∞

i is a dense subspace of Hi . Vectors in
H∞

i are called smooth.
Let Wi ,Wj ,Wk ∈ Repu(V ). For any Yα ∈ V( k

i j

)

and any homogeneous vector

w(i) ∈ Wi , we write Yα(w(i), x) = ∑

n∈R Yα(w(i))nx−n−1, where each Yα(w(i))n is a
linear map from Wj to Wk . For any a � 0, we say that Yα(w(i), x) satisfies a-th order
energy bounds, if there exist M, b � 0, such that for any n ∈ R, w( j) ∈ Wj ,

‖Yα(w(i))nw( j)‖� M(1 + |n|)b‖(1 + L0)
aw( j)‖. (4.41)

By [Gui17a] proposition 3.4, ifw(i) is quasi-primary andYα(w(i), x) satisfies a-th order
energy bounds, then so does Yα∗(w(i), x).

We say that Yα(w(i), x) is energy-bounded if it satisfies a-th order energy bounds
for some a � 0. We say that V is energy-bounded if Y (v, x) is energy-bounded for any
homogeneous v ∈ V . We say that a unitary V -module Wi is energy-bounded if Yi (v, x)
is energy-bounded for any homogeneous v ∈ V .

We now define smeared intertwining operators for energy bounded intertwining oper-
ators (cf. [Gui17a] section 3.2). Recall the discussion of arg-valued intervals in Sect. 3.1.
For any ˜I = (I, argI ) ∈ ˜J and f ∈ C∞

c (I ) , we call ˜f = ( f, argI ) a (smooth) arg-
valued function on S1 with support inside ˜I , and let C∞

c (
˜I ) be the set of all such ˜f .

We set the complex conjugate of ˜f to be ˜f = ( f , arg I ). If ˜I ⊂ ˜J ∈ ˜J , then C∞
c (

˜I ) is
naturally a subspace of C∞

c (
˜J ) by identifying each ( f, arg I ) ∈ C∞

c (
˜I ) with ( f, arg J ).

Now if Yα ∈ V( k
i j

)

, w(i) ∈ Wi is homogeneous, Yα(w(i), x) is energy-bounded,
˜I = (I, argI ) ∈ ˜J , and ˜f = ( f, argI ) ∈ C∞

c (
˜I ) , we define the smeared intertwining

operator Yα(w(i), ˜f ) to be a bilinear form on Wj ⊗ Wk satisfying

Yα(w(i), ˜f ) =
∫

argI (I )
Yα(w(i), eiθ ) f (eiθ ) · e

iθ

2π
dθ. (4.42)

Then Yα(w(i), ˜f )mapsWj intoH∞
k . Regarding Yα(w(i), ˜f ) as an unbounded operator

fromH j toHk with domainWj ,Yα(w(i), ˜f ) is preclosed, the closure of which contains
H∞

j . Moreover, we have

Yα(w(i), ˜f )H∞
j ⊂ H∞

k , Yα(w(i), ˜f )
∗H∞

k ⊂ H∞
j .
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In the following, we will always denote by Yα(w(i), ˜f ) the restriction of the closed op-

erator Yα(w(i), ˜f ) to the coreH∞
j . Then the formal adjoint Yα(w(i), ˜f )† exists, which

is the restriction of Yα(w(i), ˜f )∗ toH∞
k .

We now give formulae for the rotation covariance of smeared intertwining operators.
Recall that we have an action of G on ˜J defined in Sect. 3.1. For any t ∈ R and ˜I ∈ ˜J ,
write ẽxp(i t L0)˜I = ˜J = (J, argJ ). We define a linear map r(t) : C∞

c (
˜I ) → C∞

c (
˜J ),

such that for any ˜f = ( f, arg I ), r(t)˜f = (r(t) f, argJ ) satisfies r(t) f (e
iθ ) = f (ei(θ−t))

(∀θ ∈ R). Then using the proof of [Gui17a] proposition 3.15, one can easily show that

eit L0Yα(w(i), ˜f )e−i t L0 = Yα(w(i), ei(�w(i)−1)t r(t)˜f ) (4.43)

for any homogeneous w(i) ∈ Wi with conformal weight �w(i) . Set f
′(eiθ ) = d

dθ f (e
iθ )

and ˜f ′ = ( f ′, arg I ). Then we have another version of rotation covariance

[L0,Yα(w(i), ˜f )] = Yα(w(i), (�w(i) − 1)˜f + i ˜f ′), (4.44)

where both sides of the equation act on H∞
j . (See also [Gui17a] proposition 3.15.)

Next we relate Yα(w(i), ˜f )† with the smeared intertwining operator of Yα∗ ≡ Y†
α . It

was proved in [Gui17a] proposition 3.4 that ifYα satisfies a-th order energy bounds, then
so does Yα∗ . Now, for any a ∈ R, ˜f ∈ C∞

c (
˜I ), we set ea ˜f = (ea f, arg I ) ∈ C∞

c (
˜I ),

where ea f is the smooth function on S1 defined by

ea f (e
iθ ) =

{

eiaθ f (eiθ ) if θ ∈ argI (I )
0 if eiθ /∈ I

.

Then for any homogeneous w(i) ∈ Wi ,

Yα(w(i), ˜f )† =
∑

m∈Z�0

e−iπ�
w(i)

m! Yα∗(Lm
1 w

(i), em+2−2�
w(i)

˜f ) (4.45)

(cf. [Gui17a] proposition 3.9), recalling that �w(i) is the conformal weight of w(i).
We also have braiding of smeared intertwining operators (cf. [Gui17a] corollary 3.13):

Proposition 4.7. Choose disjoint ˜I , ˜J ∈ ˜J , and zi ∈ I, z j ∈ J with arguments
argI (zi ), argJ (z j ) respectively. SupposeWi ,Wj ,Wk,Wr ,Ws,Wt areunitary V -modules,
Yα ∈ V( t

i s

)

,Yβ ∈ V( s
j k

)

,Yα′ ∈ V( r
i k

)

,Yβ ′ ∈ V( t
j r

)

, and for any

w(i) ∈ Wi , w
( j) ∈ Wj , the following braid relation holds:

Yα(w(i), zi )Yβ(w( j), z j ) = Yβ ′(w( j), z j )Yα′(w(i), zi ).

Then ifw(i), w( j) arehomogeneous,Yα(w(i), x),Yβ(w( j), x),Yα′(w(i), x),Yβ ′(w( j), x)
are energy-bounded, and ˜f ∈ C∞

c (
˜I ), g̃ ∈ C∞

c (
˜J ), the following equation holds when

acting onH∞
k :

Yα(w(i), ˜f )Yβ(w( j), g̃) = Yβ ′(w( j), g̃)Yα′(w(i), ˜f ).
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This proposition, together with relation (4.45), implies immediately the following
main result of this section. Note that by our notation, if Wi ,Wj ∈ Repu(V ), thenHi j is
the Hilbert space completion ofWi j = Wi �Wj , andH∞

i j is the subspace of smooth vec-
tors. Similarly, if we also haveWk ∈ Repu(V ), thenHik j is the Hilbert space completion
of Wikj = Wi � Wk � Wj , and H∞

ik j is its smooth subspace.

Theorem 4.8. Choose Wi ,Wj ,Wk ∈ Repu(V ), w(i) ∈ Wi , w
( j) ∈ Wj , and disjoint

˜I , ˜J ∈ ˜J such that˜I is anticlockwise to ˜J . Assume thatw(i), w( j) are homogeneous, and
Li |k(w(i), x),Li |k j (w(i), x),R j |k(w( j), x),R j |ik(w( j), x) are energy-bounded. Then
the diagram

H∞
k

R j (w
( j),̃g)−−−−−−−−−→ H∞

k j

Li (w
(i),˜f )

⏐

⏐

� Li (w
(i),˜f )

⏐

⏐

�

H∞
ik

R j (w
( j),̃g)−−−−−−−−−→ H∞

ik j

(4.46)

commutes adjointly, in the sense that both this diagram and the following diagram com-
mute:

H∞
k

R j (w
( j),̃g)−−−−−−−−−→ H∞

k j

Li (w
(i),˜f )†

�

⏐

⏐ Li (w
(i),˜f )†

�

⏐

⏐

H∞
ik

R j (w
( j),̃g)−−−−−−−−−→ H∞

ik j

. (4.47)

Proof. The first diagram commutes due to Theorem 4.2 and Proposition 4.7. The second
one commutes due to Theorem 4.5, Proposition 4.7, and relation (4.45). 
�

4.5. Conformal nets associated to VOAs. In this section, we discuss some relations be-
tween unitary VOAs and conformal nets as well as their modules. Let Wi be a unitary
V -module. Then for any ˜f = ( f, arg I ), the smeared vertex operator Yi (v, ˜f ) is inde-
pendent of the choice of arguments as Yi (v, z) is a meromorphic field. We thus write
Yi (v, ˜f ) as Yi (v, f ). In particular, Y0 = Y , and Y (v, ˜f ) is written as Y (v, f ).

Condition I. The unitary VOA V is energy-bounded. Moreover, V is strongly local,
which means that for any disjoint I, J ∈ J , homogeneous u, v ∈ V , and f ∈
C∞
c (I ), g ∈ C∞

c (J ), the closed operators Y (u, f ) and Y (v, g) commute strongly.

Then by [CKLW18], there exists a (unique) conformal net AV acting on H0 (the
Hilbert space completion of V = W0), such that for any I ∈ J , AV (I ) is the von Neu-
mann algebra generated by all Y (v, f ) and Y (v, f )

∗
(where v ∈ V is homogeneous,

and f ∈ C∞
c (I )). Moreover, the projective representation of Diff+(S1) (and hence of

G ) is integrated from the positive energy representation of the Virasoro algebra on V .
We call AV the conformal net associated to V .

A unitary V -module Wi is called strongly-integrable (cf. [CWX]), if Wi is energy-
bounded, and there is a (unique) AV -module (Hi , πi ) ∈ Rep(AV ), such that for any
I ∈ J , f ∈ C∞

c (I ), and any homogeneous v ∈ V , we have πi (Y (v, f )) = Yi (v, f ).



818 B. Gui

We now show that the action of GAV on Hi is integrated from the action of the Vi-
rasoro algebra on Wi . For any n ∈ Z we set en ∈ C∞(S1) to be en(eiθ ) = einθ . For
any f ∈ C∞(S1), write f = ∑

n∈Z anen where {an} are the Fourier series of f , and set
T ( f ) = ∑

n anLn−1 ∈ VecC(S1). ThenT ( f ) is self-adjoint (namely, iT ( f ) ∈ Vec(S1))
when e−1 f is real. Recall that U and Ui are respectively the representations of GA on
H0 and Hi .

Proposition 4.9. Let Wi ∈ Repu(V ) be strongly-integrable, and let Hi be the corre-
sponding AV -module. For any g ∈ GAV , if there exist f ∈ e1 · C∞

c (S
1,R) and λ ∈ C

with |λ| = 1 satisfying

g = (ẽxp(iT ( f )), λeiY (ν, f )) ∈ GAV ⊂ G × U(H0), (4.48)

then Ui (g) = λeiYi (ν, f ).

Proof. Our strategy is to define a unitary representation U ′
i : GAV � Hi satisfying the

claim of this proposition, and to show that U ′
i equals the standard one Ui .

Let Wj = W0 ⊕ Wi = V ⊕ Wi . Then Wj is strongly-integrable. By [TL99] the-
orem 5.2.1 (see also [CKLW18] theorem 3.4), there exists a (continuous) projective
representation U j of G on H j such that for any f ∈ e1 · C∞

c (S
1,R), the unitary oper-

ator eiY j (ν, f ) belongs to the equivalence class U j (ẽxp(iT ( f ))) ∈ PU(H j ). Notice that
H j = H0 ⊕ Hi and

eiY j (ν, f ) = diag(eiY (ν, f ), eiYi (ν, f )). (4.49)

Thus, for any g0 ∈ G of the form ẽxp(iT ( f )), any element of U(Hi ) belonging to the
equivalence class U j (g0) ∈ PU(H j ) takes the form diag(V0,Vi ) where V0,Vi are
unitary operators on H0,H j respectively, and V0 is a representing element of U (g0).
(Recall that U : G → PU(H0) is integrated from the action of the Virasoro alge-
bra on V .) By Remark 2.5, G is generated by elements of the form ẽxp(iT ( f )) where
f ∈ e1 · C∞

c (S
1,R). (Here, we do not require f to be supported in some open in-

terval.) Thus the previous statement is true for any g0 ∈ G . We now define a map
U ′
i : GAV → U(Hi ) as follows. Choose any g = (g0,V0) ∈ GAV ⊂ G × U(H0),

noting that V0 belongs to the equivalence class U (g0). Then one can find a unique Vi
such that diag(V0,Vi ) belongs to the equivalence class U j (g0). We set Ui (g) = Vi . It
is easy to check that U ′

i is a homomorphism of groups. We thus obtain a unitary repre-
sentationU ′

i of GAV onHi . Moreover, if g is of the form (4.48), then, by (4.49), we have

U ′
i (g) = λeiYi (ν, f ). Therefore, to finish the proof, it remains to check that Ui = U ′

i .

ByRemark2.5, it suffices to showU ′
i (g) = Ui (g) for any g = (ẽxp(iT ( f )), λeiY (ν, f ))

satisfying I ∈ J , f ∈ e1 ·C∞
c (I,R), |λ| = 1. This follows from the strong-integrability

of Wi :

Ui (g) = πi,I (U (g)) = πi,I
(

λeiY (ν, f )
) = λeiYi (ν, f ) = U ′

i (g).


�
Amore detailed study of the strong locality of VOAmodules can be found in [CWX].

(See also [Ten18] for related topics.) Here we give a criterion for strong integrability
which will be enough for applications to various examples. To begin with, we let C be
a full rigid monoidal subcategory of Repu(V ). In other words, C is a class of objects of
Repu(V ) satisfying the following conditions:
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(a) C contains the identity object V .
(b) If Wi ∈ C, then any subobject of Wi is equivalent to an object of C.
(c) If Wi ∈ C, then its dual Wi is equivalent to an object of C.
(d) If Wi ,Wj ∈ C then Wi � Wj ∈ C.
Definition 4.10. Assume that any unitary V -module in C is energy-bounded. If Wi ∈ C
and w(i) ∈ Wi is homogeneous, we say that the action w(i) � C satisfies the strong in-
tertwining property, if for anyWj ,Wk ∈ C, and Yα ∈ V( k

i j

)

, the following conditions
are satisfied:

(a) Yα(w(i), x) is energy-bounded.
(b) For any homogeneous v ∈ V , ˜I ∈ ˜J , J ∈ J which is disjoint from I , and

˜f ∈ C∞
c (

˜I ), g ∈ C∞
c (J ), the following diagram of preclosed operators commutes

strongly:

H j
Y j (v,g)−−−−−−−→ H j

Yα(w(i),˜f )
⏐

⏐

� Yα(w(i),˜f )
⏐

⏐

�

Hk
Yk (v,g)−−−−−−−→ Hk

. (4.50)

Let F be a set of objects of C. We say that F generates C, if any irreducible object
of C is equivalent to a subobject of a tensor product of elements in F . The following
theorem can be proved in a very similar way as [Gui17b] theorem 4.8.

Theorem 4.11. Let V be unitary and strongly local, C a full rigid monoidal subcategory
of Repu(V ), and F a set of irreducible objects in C. Assume that F generates C, and for
anyWi ∈ F , there exists a non-zero homogeneousw(i) ∈ Wi such thatw(i) � C satisfies
the strong intertwining property. Then any Wk ∈ C is strongly integrable. Moreover, for
any Wi ∈ F ,Wj ,Wk ∈ C,Yα ∈ V( k

i j

)

, ˜I ∈ ˜J , J ∈ J disjoint from I , and ˜f ∈
C∞
c (

˜I ), y ∈ AV (J ), the following diagram of preclosed operators commutes strongly.

H j
π j (y)−−−−−−→ H j

Yα(w(i),˜f )
⏐

⏐

� Yα(w(i),˜f )
⏐

⏐

�

Hk
πk (y)−−−−−→ Hk

. (4.51)

Note that Definition 4.10 does not rely on Conditions F and H. Indeed, if C0 is a
full rigid monoidal subcategory of Rep(V ) whose objects are unitarizable, and if C is
the class of all unitary V -modules equivalent to some objects of C0, then we can still
apply Definition 4.10 to C. Moreover, Condition H (restricted to C) will be a conse-
quence of strong intertwining property; see Remark 4.21 and Theorem 4.22. On the
other hand, under the assumption of Condition H, the strong intertwining property for
w(i) � C can be equivalently stated as follows: For any homogeneous v ∈ V , and any
Wj ∈ C,˜I ∈ ˜J which is disjoint from I , and ˜f ∈ C∞

c (
˜I ), g ∈ C∞

c (J ), the following
diagram of preclosed operators commutes strongly:

H j
Y j (v,g)−−−−−−−→ H j

Li (w
(i),˜f )

⏐

⏐

� Li (w
(i),˜f )

⏐

⏐

�

Hi j
Yi j (v,g)−−−−−−−→ Hi j

. (4.52)
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To see the equivalence of the two statements, note that condition (4.52) is clearly a
special case of the statement in Definition 4.10. Now assume condition (4.52). To prove
(4.50), we recall that Yα can be identified with a morphism Tα ∈ HomV (Wi �Wj ,Wk)

in a natural way. Then Yα = TαLi | j by equation (4.21). Since the two small diagrams
of preclosed operators in

H j
Y j (v,g)−−−−−−−→ H j

Li (w
(i),˜f )

⏐

⏐

�

⏐

⏐

�Li (w
(i),˜f )

Hi j
Yi j (v,g)−−−−−−−→ Hi j

Tα

⏐

⏐

�

⏐

⏐

�
Tα

Hk
Yk(v,g)−−−−−−−→ Hk

(4.53)

commute strongly, we have the strong commutativity of the large diagram by Lemma
4.17, which is equivalent to the strong commutativity of (4.50).

We close this section with a density property. First, for each I ∈ J , we let AV (I )∞
be the set of all x ∈ AV (I ) such that xH∞

i ⊂ H∞
i and x∗H∞

i ⊂ H∞
i for any unitary

V -module Wi . By [Gui17b] proposition 4.2, AV (I )∞ is a strongly-dense ∗-subalgebra
of AV (I ).

Proposition 4.12. Suppose that Wi ∈ F , w(i)0 ∈ Wi is non-zero and homogeneous, and

w
(i)
0 � C satisfies the strong intertwining property. Then for each Wj ∈ C and ˜I ∈ ˜J ,

vectors of the form Li (w
(i)
0 ,

˜f )w( j) (where ˜f ∈ C∞
c (

˜I ) and w( j) ∈ Wj) spans a dense
subspace of Hi j .

Proof. By [Gui17a] propositionA.3, for anyw ∈ Wi j and z ∈ C
×, if 〈w|Li (w

(i), z)w( j)〉 =
0 for any homogeneous w(i) ∈ Wi , w

( j) ∈ Wj , then w = 0. Since Wi is irreducible, by

the proof of [Gui17a] corollary 2.15, if 〈w|Li (w
(i)
0 , z)w

( j)〉 = 0 for any homogeneous
w( j) ∈ Wj , then w = 0.

Let W be the closure of the subspace spanned by all Li (w
(i)
0 ,

˜f )w( j) (where ˜f ∈
C∞
c (

˜I ) and w( j) ∈ Wj ) which contains all Li (w
(i)
0 ,

˜f )η (where ˜f ∈ C∞
c (

˜I ) and η ∈
H∞

j ). We shall show that its orthogonal complementW⊥ is trivial. Suppose that we can

prove thatW⊥ is anAV -submodule ofHi j . IfW⊥ is non-trivial, then by [Gui17b] corol-

lary 4.4, there is a non-zero vectorw ∈ W⊥. So 〈w|Li (w
(i)
0 ,

˜f )w( j)〉 = 0 for anyw( j) ∈
Wj , ˜f ∈ C∞

c (
˜I ). Then, by our definition of smeared intertwining operator (4.42), we

have 〈w|Li (w
(i)
0 , z)w

( j)〉 = 0 for anyw( j) ∈ Wj and any z ∈ I whose argument is taken
to be argI (z). Thus by the first paragraph, we must havew = 0, which is a contradiction.

We now prove that W⊥ is AV -invariant. Let D
× = {z ∈ C : |z| � 1, z �= 0}. Fix

any ξ ∈ W⊥. For any ˜f ∈ C∞
c (

˜I ), y ∈ AV (I c)∞, η ∈ H∞
j , by the strong intertwining

property,

〈yLi (w
(i)
0 ,

˜f )η|ξ〉 = 〈Li (w
(i)
0 ,

˜f )yη|ξ 〉 = 0.

By the positivity of L0, the function

z �→ 〈y · zL0Li (w
(i)
0 ,

˜f )η|ξ〉
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is a multi-valued continuous function on D
×, analytic on its interior, and (by (4.43))

equals zero on a small interval of S1 containing 1. Thus, by Schwarz reflection principle,
the function is always zero. Thus 〈yeit L0Li (w

(i)
0 ,

˜f )η|ξ〉 = 0 for any ˜f ∈ C∞
c (

˜I ), η ∈
H∞

j , t ∈ R, y ∈ AV (I c)∞. By (4.43), we conclude that 〈yLi (w
(i)
0 ,

˜f )η|ξ〉 = 0 for

any ˜J ∈ ˜J , ˜f ∈ C∞
c (

˜J ), η ∈ H∞
j , y ∈ AV (I c)∞. Another application of Schwarz

reflection principle shows that 〈eit L0 ye−i t L0Li (w
(i)
0 ,

˜f )η|ξ〉 = 0 for any ˜J ∈ ˜J , ˜f ∈
C∞
c (

˜J ), η ∈ H∞
j , I1 ⊂⊂ I c, y ∈ AV (I1)∞, t ∈ R. Thus, for any K ∈ J whose size is

smaller than that of I c, we have 〈yLi (w
(i)
0 ,

˜f )η|ξ〉 = 0 for any ˜J ∈ ˜J , ˜f ∈ C∞
c (

˜J ), η ∈
H∞

j , y ∈ AV (K )∞. Thus W⊥ is invariant under the action of AV (K )∞ whenever K

has smaller size than I c. Thus W⊥ is AV -invariant by the additivity of conformal nets
and by the fact that AV (K )∞ is dense in AV (K ). 
�

4.6. Vertex categorical extensions. Let V be unitary and strongly local. Let C be a full
rigid monoidal subcategory of Repu(V ) as in the last section.We assume thatF is a gen-
erating set of irreducible objects inC satisfying the conditions described inTheorem4.11.
Then by that theorem, any unitary V -moduleWk in C can be integrated to anAV -module
Hk . We define a ∗-functor F : C → Rep(AV ) mapping each Wk ∈ C to F(Wk) = Hk .
If Wk,Wk′ ∈ C, and G ∈ HomV (Wk,Wk′), then F(G) ∈ HomAV (Hk,Hk′) is the clo-
sure of G if we regard G as a densely-defined linear operator from Hk to Hk′ with
domain Wk . Then by [CWX] or by [Gui17b] theorem 4.3, F : C → Rep(AV ) is a fully-
faithful ∗-functor. We now equip F(C) with the braided C∗-tensor categorical structure
(F(C),�, ß) naturally equivalent to (C,�, ß) under the ∗-functor F. So, for instance,
if Wi ,Wj ∈ C, we set Hi � H j = Hi j (not to be confused with Hi � H j defined
by Connes fusion) to be the AV -module integrated from Wi j = Wi � Wj . The braid
operator ßi, j : Hi j → H j i is defined to be the closure of ßi, j : Wi j → Wji

Definition 4.13. Let C be a full rigid monoidal subcategory of Repu(V ), Wi ,Wj ∈
C. Choose homogeneous vectors w(i) ∈ Wi , w

( j) ∈ Wj . We say that the actions
w(i), w( j) � C satisfy the strong braiding property, if for any Wk ∈ C, ˜I , ˜J ∈ ˜J
such that ˜I is anticlockwise to ˜J , ˜f ∈ C∞

c (
˜I ), g̃ ∈ C∞

c (
˜J ), the following diagram of

preclosed operators commutes strongly:

Hk
R j (w

( j),̃g)−−−−−−−−−→ Hk j

Li (w
(i),˜f )

⏐

⏐

� Li (w
(i),˜f )

⏐

⏐

�

Hik
R j (w

( j),̃g)−−−−−−−−−→ Hik j

. (4.54)

Theorem 4.14. (Construction of vertex categorical extensions) Assume that V satisfies
Conditions A–I. Let C be a full rigid monoidal subcategory of Repu(V ) whose objects
are energy-bounded, and let F be a set of irreducible V -modules in C, such that F
generates C. Suppose that for each Wi ∈ F we can find a non-zero homogeneous vector
w(i) ∈ Wi , such that the following conditions hold:

(a) For any Wi ∈ F , the action w(i) � C satisfies the strong intertwining property.
(b) For any Wi ,Wj ∈ F , the actionsw(i), w( j) � C satisfy the strong braiding property.
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Then objects in C are strongly integrable, and there exists a categorical local extension
E loc = (AV ,F(F),�,H) of AV , which can be extended to a unique vector-labeled
closed categorical extension E = (AV ,F(C),�,H). Moreover, E is conformal.

Proof. For each ˜I ∈ ˜J ,Wi ∈ F , we let Hi (˜I ) = C∞
c (

˜I ) × AV (I ). Choose a =
(˜f , x) ∈ C∞

c (
˜I )×AV (I ) = Hi (I ). For each Wk ∈ C, consider the left polar decompo-

sition Li |k(w(i), ˜f ) = UH of the closed operator Li |k(w(i), ˜f ) fromHk toHik , where
U is the partial isometry (the phase) fromHk toHik , and H is the self-adjoint operator
on Hk . We write the phase U as Ui |k(w(i), ˜f ). Similarly, we let Vi |k(w(i), ˜f ) be the

phase of Ri |k(w(i), ˜f ).
Now for any ξ (k) ∈ Hk , we define

L(a,˜I )ξ (k) = Ui |k(w(i), ˜f )πk(x)ξ
(k), R(a,˜I )ξ (k) = Vi |k(w(i), ˜f )πk(x)ξ

(k).

(4.55)

We now verify that such construction makes E loc = (AV ,F(F),�,H) a categorical
local extension of AV . By the strong intertwining property and Theorem 4.11, the ac-
tions of L(a,˜I ) and R(a,˜I ) on Hk satisfy L(a,˜I ) ∈ HomA(I c)(Hk,Hik), R(a,˜I ) ∈
HomA(I c)(Hk,Hki ). Isotony is easy to check. Since Li andRi are related by the braid
operator ß, so do their phases. So braiding is checked. Neutrality follows immediately
from the braiding and the coherence theorem of ß. Functoriality follows from (4.24),
(4.25). The Reeh–Schlieder property and the density of fusion products follows from
Proposition 4.12. Finally, locality follows immediately from the strong braiding property.

Thus we’ve proved that E loc = (AV ,F(F),�,H) is a categorical local extension.
By Theorem 3.15, there exists a unique vector-labeled closed categorical extension
E = (AV ,F(C),�,H) containing E loc. By Theorem 3.13, E is conformal. 
�
Corollary 4.15. Assume that V and C satisfy the conditions in Theorem 4.14. Then
(C,�, ß) is equivalent to a braided C∗-tensor subcategory of (Rep(AV ),�,B) under
the ∗-functor F.
Proof. This follows immediately from Theorems 4.14 and 3.10. 
�

The construction (but not just the existence) of the conformal categorical extensions
in Theorem 4.14 is very important to us. We call them vertex categorical extensions. In
the following we give some criteria for the strong intertwining and braiding properties,
which are the crucial conditions required in Theorem 4.14. The following lemma can
be proved using results in [TL99] (see [Gui17a] theorem B.9)

Lemma 4.16. Let D be a self-adjoint positive operator on a Hilbert space H, and let
H∞ = ⋂

n∈Z�0
D(Dn) be the dense subspace of smooth vectors in H. Suppose that

K , T are preclosed operators on H satisfying the following conditions:

(a) D(K ) = D(T ) = H∞, KH∞ ⊂ H∞, TH∞ ⊂ H∞.
(b) K is symmetric, which is equivalent to saying that K = K † or K ⊂ K ∗.
(c) KT ξ = T K ξ for any ξ ∈ H∞.
(d) There exists m ∈ Z�0, such that for any n ∈ Z�0, we can find positive numbers

|K |n+1, |K |D,n+1, |T |n+m, such that for all ξ ∈ H∞,

‖(1 + D)nK ξ‖ � |K |n+1‖(1 + D)n+1ξ‖, (4.56)

‖(1 + D)n(DK − K D)ξ‖ � |K |D,n+1‖(1 + D)n+1ξ‖, (4.57)

‖(1 + D)nT ξ‖ � |T |n+m‖(1 + D)n+mξ‖. (4.58)

Then K is self-adjoint, and T and K commute strongly.
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The above lemma can be applied to the situations where one of the two preclosed
operators A and B is symmetric. In the case that neither of them is symmetric, we need
to decompose A into its real and imaginary parts A = H + i K (where H and K are
symmetric), prove the strong commutativity of H, K with B, and finally show the strong
commutativity of A and B by linearity. However, to be rigorous, we have to first verify (at
least in our situations) that linear sums preserve the strong commutativity of preclosed
operators. This is achieved by the following very useful lemma.

Lemma 4.17. Let P(z1, · · · , zm) and Q(ζ1, · · · , ζn) be polynomials of z1, . . . , zm and
ζ1, . . . , ζn respectively. Let D be a self-adjoint positive operator on H, and set H∞ =
⋂

n∈Z�0
D(Dn). Choose preclosed operators A1, . . . , Am and B1, . . . , Bn on H with

common invariant (dense) domain H∞. Assume that there exists ε > 0 such that
eit D Ar e−i t D commutes strongly with Bs for any r = 1, . . . ,m, s = 1, . . . , n, and
t ∈ (−ε, ε). Assume also that the unbounded operators A = P(A1, · · · .Am), B =
Q(B1, · · · , Bn) (with common domain H∞) are preclosed. Then A commutes strongly
with B.

Note that here P(A1, · · · .Am) and Q(B1, · · · , Bn) are understood in the obvi-
ous way, i.e., by substituting the operators into the polynomials. So, for instance, if
P(z1, z2, z3) = 2z1z3+z22 then A = 2A1A3+A2

2.Note also that an invariant domain of an
unbounded operator means that this domain is invariant under the action of this operator.

Proof. We first prove the special case when m = 1 and P(z1) = z1. Then A = A1. Let
M be the von Neumann algebra generated by A, A

∗
, and choose an arbitrary x ∈ M.

Then it is not hard to show that for any h ∈ C∞
c (−ε, ε) satisfying

∫ ε

−ε h(t)dt = 1, the
operator xh = ∫ ε

−ε e
it Dxe−i t Dh(t)dt satisfies xhH∞ ⊂ H∞, x∗

hH∞ ⊂ H∞ (see, for
example, the proof of [Gui17b] theorem4.2), and that as h converges to the delta-function
at 0, xh converges strongly to x . Now, by assumption, each xh commutes strongly with
any Bs . Therefore, xh Bsξ = Bsxhξ, x∗

h Bs = Bsx∗
hξ for any ξ ∈ H∞ and any s =

1, . . . , n. By the invariance ofH∞ under B1, . . . , Bn , we have xh Bξ = Bxhξ, x∗
h Bξ =

Bx∗
hξ for any ξ ∈ H∞,which implies the strong commutativity of xh and B (see [Gui17a]

section B.1). Since xh converges strongly to x , x and B also commute strongly. Thus
A and B commute strongly. Note that for any t ∈ (−ε, ε), eit D Ae−i t D and B1, . . . , Bn
satisfy a similar condition. Therefore eit D Ae−i t D also commutes strongly with B.

Now for general m and P , we know from the last paragraph that Ar commutes
strongly with e−i t D Beit D for any r = 1, . . . ,m and t ∈ (−ε, ε). Therefore, by the last
paragraph again, B commutes strongly with A. 
�

Using the above two lemmas and the rotation covariance of smeared intertwining
operators (4.43), one can prove the following theorems.

Theorem 4.18. Let V be unitary and strongly local, C a full rigid monoidal subcategory
of Repu(V ) whose objects are energy-bounded. Choose Wi ∈ C, and a quasi-primary
vector w(i) ∈ Wi . If Li |k(w(i), x) satisfies 1-st order energy bounds for any Wk ∈ C,
then the action w(i) � C satisfies the strong intertwining property.

Proof. See either step 2 of the proof of [Gui17b] theorem 4.8, or the proof of the next
theorem. 
�
Theorem 4.19. Let V be unitary and strongly local, C a full rigid monoidal subcategory
of Repu(V ). Choose Wi ,Wj ∈ C, quasi-primary w(i) ∈ Wi , and homogeneous w( j) ∈
Wj . If for anyWk ∈ C,Li |k(w(i), x) satisfies1-st order energy bounds, andL j |k(w( j), x)
is energy bounded, then the actions w(i), w( j) � C satisfy the strong braiding property.
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Proof. For each ˜I , ˜J ∈ ˜J with ˜I anticlockwise to ˜J , and any ˜f ∈ C∞
c (

˜I ), g̃ ∈ C∞
c (

˜J ),
consider the diagram

Hk
R j |k (w( j),̃g)−−−−−−−−−−→ Hk j

Li |k (w(i),˜f )
⏐

⏐

� Li |k j (w(i),˜f )
⏐

⏐

�

Hik
R j |ik(w( j),̃g)−−−−−−−−−−−→ Hik j

. (4.59)

Set H = Hk ⊕ Hk j ⊕ Hik ⊕ Hik j and H∞ = H∞
k ⊕ H∞

k j ⊕ H∞
ik ⊕ H∞

ik j , and extend

Li |k(w(i), ˜f ),Li |k j (w(i), ˜f ) (resp.R j |k(w( j), g̃),R j |ik(w( j), g̃)) to a preclosed oper-
ator A (resp. B) onH (see Definition 4.6). Let H = (A+ A†)/2 and K = (A− A†)/(2i)
be symmetric operators on H with domains H∞. By Lemma 4.16, Theorem 4.8, the
energy bounds conditions of intertwining operators, the adjoint formula (4.45), and Eq.
(4.44) which shows the energy bounds of [L0, H ] and [L0, K ], the preclosed operators
H and K commute strongly with B. Therefore, by (4.43) and Lemma 4.17, A = H + i K
commutes strongly with B. 
�

We summarize the results of this section in the following theorem which will be
convenient for applications.

Theorem 4.20. Assume that V satisfies Conditions A–I. Let C be a full rigid monoidal
subcategory of Repu(V ) whose objects are energy-bounded, and let F be a set of irre-
ducible V -modules in C, such thatF generates C. Suppose that for each Wi ∈ F we can
find a non-zero quasi-primary vectorw(i), such that whenever Wi ,Wj ∈ F ,Wk ∈ C, the
intertwining operatorsLi |k(w(i), x) andL j |k(w( j), x) satisfy 1-st order energy bounds.
Then objects in C are strongly integrable, and there exists a vertex categorical exten-
sion E = (AV ,F(C),�, ß) of AV . Consequently, (C,�, ß) is equivalent to a braided
C∗-tensor subcategory of (Rep(AV ),�,B) under the ∗-functor F.

Moreover, if Wh,Wl ∈ C, w(h) ∈ Wh and w(l) ∈ Wl are homogeneous, and w(h) �

C, w(l) � C satisfy the strong intertwining property, then the actions w(h), w(l) � C
satisfy the strong braiding property.

Proof. The claim of the first paragraph follows directly from what we’ve proved in
this section. We now prove the second half. For each ˜I ∈ ˜J , ˜f ∈ C∞

c (
˜I ), we con-

sider, for any Wk ∈ C, the preclosed operator Lh |k(w(h), ˜f ) from Hk to Hhk . Let

Lh |k(w(h), ˜f ) = HU be the right polar decomposition, and let H = ∫ +∞
0 λdEk(λ) be

the spectral decomposition of the positive operator H . Now choose an arbitrary λ � 0,
and let a = (λ, ˜f ).We define a bounded linear operator A(a,˜I ) acting on anyHk (where
Wk ∈ C), such that for any ξ (k) ∈ Hk ,

A(a,˜I )ξ (k) = Ek(λ)Lh |k(w(h), ˜f )ξ (k).

Then by the strong intertwining property ofw(h) � C, A(a,˜I ) ∈ HomAV (I c)(Hk,Hhk).
By the functoriality of Lh and Theorem 4.19, (A, a,˜I ,Hh) is a left operator (see Def-
inition 3.16) of the categorical local extension E loc = (AV ,F(F),�,H) constructed in
Theorem 4.14.

Similarly, for any ˜J ∈ ˜J clockwise to ˜I , any g̃ ∈ C∞
c (

˜J ), and any Wk ∈ C, we take
the right polar decomposition Rl |k(w(l), g̃) = H ′U ′, take the spectral decomposition
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H ′ = ∫ +∞
0 μdE ′

k(μ), choose an arbitrary μ � 0, and let b = (μ, g̃). Then there is a
right operator (B, b, ˜J ,Hl) of E loc, such that for any ξ (k) ∈ Hk ,

B(b, ˜J )ξ (k) = E ′
k(μ)Rl |k(w(l), g̃)ξ (k).

Therefore, by Theorem 3.17, the diagram

Hk
E ′
k(μ)Rl |k (w(l),̃g)−−−−−−−−−−−−−→ Hkl

Ek (λ)Lh |k(w(h),˜f )
⏐

⏐

�

⏐

⏐

�Ekl (λ)Lh |kl (w(h),˜f )

Hhk
E ′
hk(μ)Rl |hk (w(l),̃g)−−−−−−−−−−−−−−→ Hhkl

commutes adjointly for any λ,μ � 0. This proves the strong commutativity of the
diagram

Hk
Rl |k (w(l),̃g)−−−−−−−−−−→ Hkl

Lh |k (w(h),˜f )
⏐

⏐

�

⏐

⏐

�Lh |kl (w(h),˜f )

Hhk
Rl |hk (w(l),̃g)−−−−−−−−−−→ Hhkl

for any Wk ∈ C. Therefore w(h), w(l) � C satisfy the strong braiding property. 
�
Remark 4.21. We remark that in Theorems 4.14 and 4.20, Condition H is not necessarily
needed. By all the other conditions and the strong intertwining property, we can prove
the positivity of the sesquilinear form� on V( t

i j

)

for anyWi ,Wj ∈ C,Wt ∈ E using the
arguments in [Gui17a,Gui17b]. Thus C is a braidedC∗-tensor category, which is enough
to prove these theorems. Indeed, in [Gui17b] we gave two criteria (conditions A and B in
Sect. 5.3) for the positivity of�, both concerning the (1-st order) energy bounds condi-
tions for intertwining operators. The reason these energy bounds conditions are required
is to guarantee the strong intertwining property, which is the essential property for prov-
ing the main results of that paper. Those results clearly hold if we replace the 1-st order
energy bounds condition with the more general strong intertwining properties.18 Thus,
let us summarize the positivity result in [Gui17a,Gui17b] in the following theorem.

Theorem 4.22. Assume that V satisfies Conditions A–F and I. Let C0 be a full rigid
monoidal subcategory of Rep(V ) whose objects are unitarizable and energy-bounded.
Let F be a set of irreducible V -modules generating C0, and fix for each Wi ∈ F a
unitary structure. Let C be the C∗-category of all unitary V -modules equivalent to some
objects of C0. Suppose for each Wi ∈ F we can find a non-zero homogeneous vector

18 [Gui17b] conditions A and B require that the homogeneous vectors are quasi-primary. This is not
necessary once we know the strong intertwining property. Indeed, the quasi-primary condition is used only in
the following two places: (1) Ifw(i) is quasi-primary and Yα(w(i), x) satisfies 1-st order energy bounds, then
the adjoint intertwining operatorYα∗ (w(i), x) also satisfies 1-st order energy bounds, cf. [Gui17a] proposition
3.4. (2) The formula for the adjoint of generalized intertwining operators, cf. [Gui17b] corollary 5.7. Now
(1) is used only to prove the strong intertwining property. As for (2), it is not hard to write down the adjoint
formula for general homogeneous vectors using the non-smeared version of [Gui17a] equation (3.25) and
[Gui17b] remark 5.6. Therefore one can safely drop the quasi-primary condition once the strong intertwining
property is known.
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w(i) ∈ Wi such that w(i) � C satisfies the strong intertwining property. Then for any
Wj ,Wk ∈ C,Wt ∈ E , the sesquilinear form� on V( t

j k

)∗
is positive. As a consequence,

C becomes a unitary ribbon fusion category.

Here the notions of full rigid monoidal subcategories and generating sets of objects
are understood in the same way as in Sect. 4.5.

5. Examples and Applications

In this chapter, we apply the main results in the previous chapter (mainly Theorems
4.14 and 4.20) to various examples. Let us assume that V is a unitary regular VOA
of CFT type. Here “regular” means that any weak V -module is completely reducible
[DLM95]. Then V satisfies Conditions A–F by a series works of Huang and Lepowsky
[HL95a,HL95b,HL95c,Hua95,Hua05a,Hua05b,Hua08a,Hua08b]. Examples of such
V include unitary Virasoro VOAs (minimal models), unitary affine VOAs (WZWmod-
els), and latticeVOAs (cf. [DLM95]). For these examples, all semisimple representations
are unitarizable. (See [FQS84,Wang93] for unitary Virasoro VOAs, [Kac94,FZ92] for
unitary affine VOAs, and [FLM89] or [LL12] for lattice VOAs.) Therefore Condition G
holds for these examples. Unitary Heisenberg VOAs also satisfy Conditions A–G. In-
deed, the convergenceof products of intertwiningoperators (ConditionC) canbe checked
directly using the explicit construction of intertwining operators (the well known “vertex
operator” construction). One can also compute by hand the tensor categorical structures
of their representation categories using the braid and fusion relations obtained in [DL93].
A detailed discussion will be given later in this chapter. Condition I also holds for all
these examples: see [BS90] section 2 for Virasoro, affine, and Heisenberg VOAs; see
[TL04] chapter VI for lattice VOAs (see also [Gui18] theorem A.6).

In the following, we will verify the strong intertwining property and the strong braid-
ing property for many of these examples. As discussed in Remark 4.21, the positivity
of the sesquilinear form�, and hence the unitarity of the relevant braided ribbon fusion
categories are consequences but not assumptions of these analytic properties.

5.1. Unitary Virasoro and affine VOAs. Suppose that V is a unitary Virasoro VOA
L(c, 0) (c < 1), or a unitary affine VOA Lg(l, 0) at level l ∈ Z�0, where g is a
complex simple Lie algebra of type A, C , or G2. Then by the works of [Loke94]
(for Virasoro VOAs), [Was98] (for type A affine VOAs), [Gui18] (for type C and G2
affine VOAs), there exists a set F of irreducible unitary V -modules, such that for any
Wi ∈ F ,Wk ∈ Repu(V ), and any lowest weight vector w(i) ∈ Wi (which is automati-
cally quasi-primary), the intertwining operator Li |k(w(i), x) satisfies 1-st order energy
bounds. (Indeed, except for type G2 affine VOAs, the 0-th order energy bounds hold.)
In the case V = L(c, 0) where c = 1 − 6

m(m+1) (m = 2, 3, 4, . . . ), we can choose
F = {L(c, h1,2), L(c, h2,2)}, where for each r = 1, 2, . . . ,m − 1, s = 1, 2, . . . ,m,

hr,s = ((m+1)r−ms)2−1
4m(m+1) is the highest weight of L(c, hr,s). If V = Lg(l, 0) and g is of

type A,C,G2, one can choose L(l,�) to be the smallest (in the sense of the dimension of
the lowest weight subspace) non-vacuum irreducible V -module, and letF = {L(l,�)}.
Thus, by Remark 4.21 or by [Gui17b] theorems 6.7 and 7.8, the sesquilinear form �

is always positive, and Repu(V ) is a unitary fusion category. By [Gal12] theorem 3.5,
Repu(V ) admits a unique unitary ribbon structure (which, by [Gui17b] section 7.3, is
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defined by the twist e2iπL0 ). By [Hua08b], the S-matrix is non-degenerate. Therefore
Repu(V ) is a unitary modular tensor category.

Now apply Theorem 4.20, we see that F(Repu(V )) is closed under Connes
fusion �, and the braided C∗-tensor category (F(Repu(V )),�,B) is equivalent to
(Repu(V ),�, ß). Therefore (F(Repu(V )),�,B) is a unitary braided fusion category,
which admits a unique unitary ribbon structure. We thus conclude that F(Repu(V )) is
equivalent to Repu(V ) as a unitary modular tensor category.

Finally we determine the category F(Repu(V )). For a general unitary regular V of
CFT type, it iswidely believed thatF(Repu(V )) is the categoryRepss(AV ) of semisimple
AV -modules. In the case that V is one of the examples mentioned above, this conjecture
can actually be proved. Indeed, if V is a unitary minimal model, then by [Wang93], one
has a complete classification of irreducible V -modules. By [Xu00a] theorem 4.6 and
[KL04] corollary 3.3, irreducible AV -modules were also classified, and one easily sees
that V and AV have the same number of equivalence classes of irreducible representa-
tions. (See also [KL04] the discussions before corollary 3.6.) One thus concludes that
F(Repu(V )) = Repss(AV ).

Now assume that V is a unitary affineVOA Lg(l, 0), the strong integrability of all rep-
resentations ofwhich has alreadybeen shown.Thenby [Hen19] theorems26 and27 (with
g = sl2 excluded), or the first theorem any [Zel15] theorem 2.16, any semisimple AV -
moduleHi can be integrated froman irreducible positive energy representation of ĝ. Such
ĝ-module can be extended uniquely to a unitary V -moduleWi such thatYi (X (−1)�)n =
X (n) (∀n ∈ Z, X ∈ g). By [CKLW18] theorem 8.1,AV is generated by operators of the
form Y (X (−1)�, f ). Therefore, by strong integrability, the V -module Wi integrates to
Hi . Thus the conjecture is proved in this case. We conclude the following:

Theorem 5.1. Let V be a unitary Virasoro VOA L(c, 0) (c < 1), or a unitary affine
VOA Lg(l, 0) where g is a complex simple Lie algebra of type A, C, or G2. Then any
unitary V -module is strongly integrable, Repss(AV ) is closed under Connes fusions,
and (Repss(AV ),�,B) and (Repu(V ),�, ß) are equivalent as unitary modular tensor
categories under the ∗-functor F.

An important question in algebraic quantum field theory is to prove the complete
rationality [KLM01] of conformal nets corresponding to rational chiral conformal field
theories. The first non-trivial examples of completely rational conformal nets are those
associated to unitary affine VOAs (WZW-models) of type A by [Xu00b]. The complete
rationality of c < 1 Virasoro nets was proved in [KL04]. Now, with the help of the above
theorem, we have the following expanded list of completely rational WZW-nets.

Corollary 5.2. If V is a unitary affine VOA of type A, C, or G2, then the conformal net
AV is completely rational.

Proof. By the previous theorem, Repss(AV ) is a fusion category since this is true for
Repu(V ). Thus the strong rationality of AV follows from [LX04] theorem 4.9. 
�

If V = Lg(l, 0) is a unitary affine VOA of type B or D, a partial result can be
obtained. Write g = son where n � 5. The smallest non-vacuum irreducible V -module
Lg(l,�) (the one corresponding to the vector representation of g) unfortunately does
not generate the whole tensor category Repu(V ). One also needs to include the spin
representations, in which case the linear energy bounds conditions of intertwining op-
erators are not guaranteed. Set F = {Lg(l,�)}. Then the tensor category C generated
by F is the tensor subcategory of single-valued V -modules. Here an Lg(l, 0)-module
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Wi is called single-valued if the action of g on the lowest weight subspace of any irre-
ducible component ofWi can be integrated to a representation of SO(n) (but not just its
covering space Spin(n)). By [TL04] theorem VI.3.1 and [Gui18] theorem 3.3, for any
lowest weight vector w(�) ∈ Lg(l,�) = W� and any Wk ∈ Repu(V ), the intertwining
operatorL�|k(w(�), x) satisfies 0-th order energy bounds. Therefore, by Theorem 4.20,
we have the following equivalence theorem.

Theorem 5.3. Let V be a unitary affine VOA of type B or D, and let C be the tensor
category of unitary single-valued V -modules. Then any object in C is strongly integrable,
the category F(C) of allAV -modules which can be integrated from objects in C is closed
under Connes fusions, and (F(C),�,B) and (C,�, ß) are equivalent as unitary ribbon
fusion categories under the ∗-functor F.

We remark that we can prove the strong integrability of any (not necessarily single-
valued) representation Wi of V in a slightly weaker sense: there exists an AV -module
(Hi , πi ) such that πi (Y (X (−1)�, f )) = Yi (X (−1)�), f ) whenever X ∈ g, I ∈
J , f ∈ C∞

c (I ), and Y (X (−1)�, f ) is symmetric (see [Gui17b] remark 5.8). This
is due to the fact that any Yi (X (−1), x) satisfies 1-st order energy bounds, so that the
smeared vertex operators of which are intertwined strongly by any energy bounded
intertwining operators (see [Gui17a] proposition 3.16). Since, by [CKLW18] theorem
8.1, operators of the form Y (X (−1)�, f ) (where f ∈ C∞

c (I )) generate AV (I ) for
each I , πi is uniquely determined by Yi . So we can define a fully faithful ∗-functor
F : Repu(V ) → Rep(AV ).

However, it will be much harder to show that the whole modular tensor category
Repu(V ) is equivalent to its image in Rep(AV ) (i.e., Repss(AV )) under the ∗-functor F.
The difficulty lies in that, due to lack of 1-st order energy bounds, we don’t know how to
prove the strong braiding property for the intertwining operatorswhose charge spaces are
double-valued representations (say, the spin representations). A possible way to tackle
this problem is through conformal inclusions: one tries to realize V as a unitary VOA
extension of another unitary rational VOA U , such that there exists a generating set of
irreducible U -modules whose intertwining operators satisfy 1-st order energy-bounds.
Then one can construct the vertex category extension ofAU , which can be shown to be
restricted to the one ofAV (notice that the tensor category of V is smaller than that ofU ).
The equivalenceofRepu(V ) andRepss(AV ) as ribbon categories can therefore beproved.
(Indeed, we will use this method to treat lattice VOAs in subsequent sections.) A general
theory of categorical extensions for VOA extensions will be developed in future works.

5.2. Unitary Heisenberg VOAs. HeiserbergVOAs are not rational as they have infinitely
many equivalence classes of irreducible representations. But it is still interesting to study
their tensor categories and categorical extensions, mainly because of their relations to
Lattice VOAs (which are rational). The main purpose of this section is to prove that
all intertwining operators of a unitary Heisenberg VOA satisfy the strong intertwining
and braiding properties. This result will be used in the next section to construct vertex
categorical extensions for even lattice VOAs.

Heisenberg VOAs share many similarities with affine VOAs, as the former are
affinizations of (obviously non-semisimple) abelian Lie algebras. The main differences
are that the levels add no constraints on Heisenberg VOAs, and that all (positive) levels
are equivalent. So we may well assume that the level l = 1. In the following we summa-
rize some key features of the tensor categories of Heisenberg VOAs. A detailed account
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of the representation theory of Heisenberg VOAs (as well as Lattice VOAs) can be found
in [LL12] chapter 6. [DL93] lays down the foundation of the tensor product theory for
representations of Heisenberg VOAs. A brief exposition of this theory can be found in
[TZ11]. These works were written in the language of formal variables. In particular,
the braid and fusion relations of intertwining operators were written in the form of the
Jacobi identity for “generalized vertex algebras”. A translation of these results in the
language of complex variables was provided in [Gui18] chapter A, where a discussion
of the energy-bounds condition is also included.

Let V = Lh(1, 0) be the unitary Heisenberg VOA for a unitary finite-dimensional
complex abelian Lie algebra h. Here “unitary” means that h is equipped with an inner
product (·|·) and an anti-unitary involution ∗. Let hR = {X ∈ h : X∗ = −X} be the
real Lie algebra for h. The real inner product (·|·) on ihR induces a natural isomorphism
between ihR and its dual vector space (ihR)∗. The equivalence classes of irreducible
unitary V -modules can then be identified with (ihR)∗ � ihR in the following way: For
any λ ∈ ihR, we have an irreducible positive energy representation Wλ = Lh(1, λ) of
the affinization̂h of h, such that α(0)wλ = (α|λ)wλ for any lowest conformal-weight
vector wλ and any α ∈ h.19 Lh(1, λ) can be extended uniquely to a unitary V -module.

For any λ,μ, ν ∈ ihR, The fusion rule N νλμ = dim V(

ν
λ μ

) = dim V( Wν
WλWμ

)

equals
1 when ν = λ + μ, and 0 otherwise. We therefore have Wλ � Wμ � Wλ+μ. If
ν = λ+μ, there is a distinguished non-zero type

(

ν
λ μ

)

intertwining operatorYνλ,μ defined
using the well-known “vertex operator” construction exp

( ∑

n>0
λ(−n)

n xn
)

Y (v, x) exp
(−∑

n>0
λ(n)
n x−n

)

, withwhich the braid and fusion relations are easy to express. To sim-
plify our notations, we let Yλ act on any possible Wμ as the intertwining operator Yνλ,μ.
By [DL93] theorem 5.1, for any λ,μ, ν ∈ ihR, w(λ) ∈ Wλ,w(μ) ∈ Wμ,w(ν) ∈ Wν , we
have the fusion relation

Yλ(w(λ), z1)Yμ(w(μ), z2)w(ν) = Yλ+μ(Yλ(w(λ), z1 − z2)w
(μ), z2)w

(ν) (5.1)

for any z1, z2 ∈ C
× satisfying 0 < |z1 − z2| < |z2| < |z1| and arg z1 = arg z2 =

arg(z1 − z2), and the braid relation

Yλ(w(λ), z1)Yμ(w(μ), z2)w(ν) = eiπ(λ|μ)Yμ(w(μ), z2)Yλ(w(λ), z1)w(ν) (5.2)

whenever z1, z2 ∈ S1 and z1 is anticlockwise to z2.
The energy bounds condition for the intertwining operators of V was essentially

proved in [TL04] chapter VI. A brief explanation of the proof can be found in [Gui18]
chapter A. Herewe only summarize the results that will be used later: For any λ,μ ∈ ihR
and homogeneous w(λ) ∈ Wλ, Yλ+μλ,μ (w

(λ), x) is energy bounded. If, moreover, w(λ) has

lowest conformal dimension, and (λ|λ) � 1, then Yλ+μλ,μ (w
(λ), x) satisfies 0-th order

energy bounds.
Now we can easily construct the vertex categorical extension for V . Set F = {Wλ =

Lh(1, λ) : (λ|λ) � 1}, which clearly generates Repu(V ). For each Wλ ∈ F , we choose
a non-zero lowest weight vector w(λ) ∈ Wλ. Then Yλ(w(λ), x) satisfies 0-th order (and
hence 1-st order) energy bounds. Now Theorem 4.20 implies the following theorem.

Theorem 5.4. Let V = Lh(1, 0) be a unitary Heisenberg VOA. Then any irreducible
unitary V -module is strongly integrable, the category F(Repu(V )) of all AV -modules

19 From the perspective of infinite dimensional Lie algebras, wλ is called a highest weight vector.
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which can be integrated from semisimple unitary V -modules is closed under Connes fu-
sions, and the braided C∗-tensor categories (F(Repu(V )),�,B) and (Repu(V ),�, ß)
are equivalent under the ∗-functor F.

We now prove the strong braiding property for intertwining operators of V . By
the second half of Theorem 4.20, it suffices to check the strong intertwining property.
Choose λ,μ ∈ ihR and disjoint ˜I , ˜J ∈ ˜J . Then for any homogeneous w(λ) ∈ Wλ,
˜f ∈ C∞

c (
˜I ), and g ∈ C∞

c (J ), α ∈ h satisfying that Y (α(−1)�, g) is symmetric,
Lemma 4.16 tells us that Y (α(−1)�, g) is self-adjoint, and the smeared intertwining
operatorYλ+μλ,μ (w

(λ), ˜f ), when regarded as an unbounded operator onHλ⊕Hμ with do-
mainH∞

λ ⊕H∞
μ , commutes strongly with the preclosed operator diag(Yλ(α(−1)�, g),

Yμ(α(−1)�, g)) = Yλ⊕μ(α(−1)�, g) (see also [Gui17a] proposition 3.16). By strong
integrability, Yλ⊕μ(α(−1)�, g) = πλ⊕μ(Y (α(−1)�, g)). By [CKLW18] theorem 8.1,

AV (J ) is generated by all such Y (α(−1)�, g). Therefore Yλ+μλ,μ (w
(λ), ˜f ) commutes

strongly with πλ⊕μ(y) for any y ∈ AV (J ). The strong intertwining property for
w(λ) � Repu(V ) hence follows. By Theorem 4.20, we have the strong braiding property
for any w(λ), w(μ) ∈ Repu(V ). Note that we can identify Lλ(w(λ), x) with Yλ(w(λ), x),
and identifyRλ(w(μ), x) with eiπ(μ|ν)Yμ(w(μ), x) when acting on any Wν . The strong
braiding property can therefore be written in the following equivalent form:

Theorem 5.5. Let V = Lh(1, 0) be a unitary Heisenberg VOA. Then for any λ,μ, ν ∈
ihR, any homogeneous vectors w(λ) ∈ Wλ,w(μ) ∈ Wμ, any intervals ˜I , ˜J ∈ ˜J with
˜I anticlockwise to ˜J , and any ˜f ∈ C∞

c (
˜I ), g̃ ∈ C∞

c (
˜J ), the following diagram of

preclosed operators commutes strongly.

Hν
Yμ(w(μ),̃g)−−−−−−−−−−−−→ Hν+μ

Yλ(w(λ),˜f )
⏐

⏐

�

⏐

⏐

�Yλ(w(λ),˜f )

Hλ+ν
eiπ(λ|μ)Yμ(w(μ),̃g)−−−−−−−−−−−−−→ Hλ+ν+μ

(5.3)

5.3. Lattice VOAs. In this section, a unitary Heisenberg VOA Lh(1, 0) is denoted by
U , and the symbol V will be reserved for a lattice VOA. Let ϒ be an even lattice in ihR
satisfying rank(ϒ) = dim(ihR), and letϒ◦ be the dual lattice ofϒ . Then the unitaryU -
module V = ⊕

α∈ϒ Lh(1, α) can be extended to a unitary VOA structure by choosing
a map ε : ϒ◦ ×ϒ◦ → S1 satisfying

ε(α, 0) = 1, ε(α, β + γ )ε(β, γ ) = ε(α, β)ε(α + β, γ ) (∀α, β, γ ∈ ϒ◦),
ε(α, β) = (−1)(α|β)ε(β, α) (∀α, β ∈ ϒ)

(see [LL12] remark 6.4.12 for the existence of such ε), and setting, for each α,μ ∈
ϒ,w(α) ∈ Lh(1, α),w(μ) ∈ Lh(1, μ),

Y (w(α), x)w(μ) = ε(α, μ)Yα(w(α), x)w(μ). (5.4)

where Yα is as in the last section. Then (V,Y ) becomes a VOA, called the lattice VOA
for ϒ . By [Miy04] proposition 2.7 or [DL14] theorem 4.12, V is unitary. As ϒ ⊂ ϒ◦,
we have a quotient map [·] : ϒ◦ → ϒ◦/ϒ, λ �→ [λ]. Then for each λ ∈ ϒ◦, the
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unitary U -module W[λ] = ⊕

μ∈λ+ϒ Lh(1, μ) can be extended to an irreducible unitary

V -module (W[λ],Y[λ]) by letting Y[λ](w(α), x)w(μ) equal the right hand side of (5.4) for
any α ∈ ϒ,μ ∈ λ + ϒ,w(α) ∈ Lh(1, α),w(μ) ∈ Lh(1, μ). Moreover, any irreducible
V -module arises in this way ( [LL12] theorem 6.5.24). We thus have a bijection between
ϒ◦/ϒ and the equivalence classes of irreducible (unitary) V -modules.

Intertwining operators of V can be described as follows (cf. [DL93] proposition
12.2). For anyλ0, μ0, ν0 ∈ ϒ◦, we letV( [ν0][λ0] [μ0]

)

be the vector space of type
( [ν0][λ0] [μ0]

) =
( W[ν0]
W[λ0]W[μ0]

)

intertwiningoperators ofV , and let N [ν0][λ0][μ0] be the fusion rule dim V( [ν0][λ0] [μ0]
)

.

Then N [ν0][λ0][μ0] equals 1 when ν0 − λ0 − μ0 ∈ ϒ , and equals 0 otherwise. There-

fore W[λ0] � W[μ0] � W[λ0+μ0]. A distinguished type
( [λ0+μ0][λ0] [μ0]

)

intertwining operator

Y [λ0+μ0]
[λ0][μ0], written simply as Y[λ0], can be chosen to satisfy that for any λ ∈ λ0 +ϒ,μ ∈
μ0 +ϒ,w(λ) ∈ Lh(1, λ), w(μ) ∈ Lh(1, μ),

Y[λ0](w(λ), x)w(μ) = ε(λ, μ)ε(μ− μ0, λ)eiπ(μ−μ0|λ)

ε(λ, μ− μ0)
· Yλ(w(λ), x)w(μ). (5.5)

Thus the energy-boundedness of V -intertwining operators follows from that of U -
intertwining operators.

We now prove the strong braiding property of intertwining operators of V . First we
need a lemma.

Lemma 5.6. Let A, B be preclosed operators on a Hilbert space H with common in-
variant domainD . Let {pα} be a collection of projections onH satisfying

∨

α pα = idH.
Assume that for any α, pαD ⊂ D , pα commutes strongly with A, B, and the restrictions
of A, B to pαH (with common domain pαD) commute strongly. Then A and B commutes
strongly.

Note that since pα commutes strongly with A and AD, pαD ⊂ D , we have ApαD =
pαAD ⊂ pαD , and similarly BpαD ⊂ pαD . Therefore the restrictions in this lemma
make sense.

Proof. For each n we setHα = pαH,Dα = pαD , and let A|Hα
be the preclosed oper-

ator onHα with dense domainDα satisfying A|Hα
ξ = Aξ for any ξ ∈ Dα . Then, using

the strong commutativity of pα and A, one easily checks that A|Hα
is the restriction of

Apα to Hα . To put it simply, we have A|Hα
= Apα . Let A = UH be the left polar

decomposition of A withU the phase of A. Then by the uniqueness of polar decomposi-
tions, A|Hα

also has polar decomposition A|Hα
= Upα · Hpα . Define B|Hα

in a similar
way, and let B = U ′H ′ be the left polar decomposition of B. Then we also have the
polar decomposition B|Hα

= U ′ pα ·H ′ pα of B|Hα
. Now we choose x (resp. y) to be an

arbitrary element in the von Neumann algebra generated by A, A
∗
(resp. B, B

∗
). Then,

since A|Hα
commutes strongly with B|Hα

by assumption, we see that xpα commutes
with ypα . As [x, pα] = [y, pα] = 0, we have xyξ = yxξ for any ξ ∈ Hα . Since α
is arbitrary, we actually have the commutativity of x and y, which therefore proves the
strong commutativity of A and B. 
�
Theorem 5.7. Let V be the VOA for a non-degenerate even lattice ϒ ⊂ ihR. Then for
any λ0, μ0, ν0 ∈ ϒ◦, any homogeneous vectors w[λ0] ∈ W[λ0], w[μ0] ∈ W[μ0], any
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intervals ˜I , ˜J ∈ ˜J with ˜I anticlockwise to ˜J , and any ˜f ∈ C∞
c (

˜I ), g̃ ∈ C∞
c (

˜J ), the
following diagram of preclosed operators commutes strongly.

H[ν0]
R[μ0](w[μ0] ,̃g)−−−−−−−−−−−→ H[ν0][μ0]

L[λ0](w[λ0],˜f )
⏐

⏐

�

⏐

⏐

�
L[λ0](w[λ0],˜f )

H[λ0][ν0]
R[μ0](w[μ0] ,̃g)−−−−−−−−−−−→ H[λ0][ν0][μ0]

(5.6)

Proof. We first prove the special case where there exist λ ∈ λ0 +ϒ andμ ∈ μ0 +ϒ such
that w[λ0] ∈ Wλ = Lh(1, λ), w[μ0] ∈ Wμ = Lh(1, μ). Write w(λ) = w[λ0], w(μ) =
w[μ0]. IdentifyH[λ0][ν0],H[ν0][μ0],H[λ0][ν0][μ0] withH[λ0+ν0],H[ν0+μ0],H[λ0+ν0+μ0] re-
spectively. (There is no need to choose canonical identifications.) Set H = H[ν0] ⊕
H[λ0+ν0] ⊕H[ν0+μ0] ⊕H[λ0+ν0+μ0] and extend L[λ0](w[λ0], ˜f ) (resp.R[μ0](w[μ0], g̃)) to
a preclosed operator A (resp. B) onHwith domainH∞ = H∞[ν0]⊕H∞[λ0+ν0]⊕H∞[ν0+μ0]⊕H∞[λ0+ν0+μ0] as in Definition 4.6.

Notice that, for example, H[λ0+ν0] = ⊕

ν∈ν0+ϒ Hλ+ν , where we recall that Hλ+ν is
theAU -module integrated from theU -moduleWλ+ν = Lh(1, λ+ν). Therefore, for each
ν ∈ ν0 +ϒ , we have a projection pν ofH onto the subspaceKν = Hν⊕Hλ+ν⊕Hν+μ⊕
Hλ+ν+μ ofH. Then its smooth subspaceK∞

ν satisfiesK∞
ν = pνH∞. Moreover, it is easy

to see that pν commutes strongly with A and B. Thus, by Lemma 5.6, it suffices to verify
the strong commutativity of A and B when restricted to eachKν . But by our knowledge
of the fusion rules ofU , it is clear that the strong commutativity of the preclosed operators
A|Kν and B|Kν (with common invariant domain K∞

ν ) is equivalent to that of diagram
(5.3), which is already proved by Theorem 5.5. Thus this special case is proved.

Now, in the general case, a homogeneous vector w[λ0] ∈ W[λ0] (resp.w[μ0] ∈ W[μ0])
can be written as a finite sum of homogeneous vectors of the form w(λ) ∈ Wλ (where
λ ∈ λ0 +ϒ) (resp. w(μ) ∈ Wμ (where μ ∈ μ0 +ϒ) ). Thus the strong braiding property
follows from rotation covariance (4.43) and Lemma 4.17. 
�

We note that when one of λ0, μ0 is 0, the above theorem says nothing but the strong
intertwining property for the intertwining operators of V . When both λ0, μ0 are 0, this
theorem says that V is strongly local. If we combine this theorem with the results in
Sect. 4.6, we immediately have the following theorem:

Theorem 5.8. Let V be a (unitary) even lattice VOA. Then V is strongly local, and
any unitary V -module is strongly integrable. The sesquilinear form � defined on each
vector space of intertwining operators of V is positive(-definite). Hence Repu(V ) is a
unitary modular tensor category. Let F(Repu(V )) be the category of all AV -modules
integrated from objects in Repu(V ). Then F(Repu(V )) is closed under Connes fusions,
and (F(Repu(V )),�,B) and (Repu(V ),�, ß) are equivalent as unitary modular tensor
categories under the ∗-functor F.

Hence, once we know that all semisimple AV -modules arise from integrating uni-
tary V -modules, we have the equivalence of unitary modular tensor categories
(Repss(AV ),�,B) � (Repu(V ),�, ß).

6. Relation to DHR Superselection Theory

In this chapter, we show that the representation category Rep(A) of a conformal net A
is equivalent to the braided C∗-tensor category DHR I0(A) of DHR (Doplicher–Haag–
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Roberts) endomorphisms ofA localized in an arbitrary open interval I0 ∈ J . We first re-
view theDHR theory for conformal nets developed in [DHR71,DHR74,FRS89,FRS92].

First, we define a universal C∗-algebra C∗(A) following [Fre90]. Let C0(A) be the
free ∗-algebra generated by all A(I ) (I ∈ J ). Then any A-module (Hi , πi ) ∈ Rep(A)
can be naturally extended to aC0(A)-module, also denoted byπi . Define aC∗-seminorm
‖·‖ onC0(A) satisfying ‖A‖= supHi∈Rep(A)‖πi (A)‖ for any A ∈ C0(A), and letC∗(A)
be the completion of C0(A) under this norm. Then any representation Hi of A can be
extended uniquely to a representation of C∗(A) onHi .
DHR endomorphisms

By an endomorphism ρ of C∗(A), we always mean that ρ is a continuous unital
∗-endomorphism. In the following, we fix an open interval I0 ∈ J . We say that an
endomorphism ρ is localized in I0, if the restriction of ρ to A(I c0 ) is the identity em-
bedding id : A(I c0 ) ↪→ C∗(A). If, moreover, for any I1, I ∈ J satisfying I0 ∪ I1 ⊂ I ,
there exists a unitary U ∈ A(I ) such that Ad(U ) ◦ ρ is localized in I1, we say that
ρ is transportable. The category of transportable endomorphisms localized in I0 is
denoted by DHR I0(A). Each ρ ∈ DHR I0(A) is associated with a canonical (locally
normal) representation (Hρ, πρ) ofA, which satisfiesHρ = H0 (as Hilbert spaces) and
πρ(x) = π0(ρ(x)) for any I ∈ J , x ∈ A(I ).

For any ρ1, ρ2 ∈ DHR I0(A), we define the Hom space

Hom(ρ1, ρ2) = {T ∈ A(I0) : Tρ1(A) = ρ2(A)T (∀A ∈ C∗(A))}.
Then π0(T ) ∈ HomA(Hρ1,Hρ2). Conversely, by Haag duality and the fact that ρ1, ρ2
are localized in I0, any element in HomA(Hρ1,Hρ2) arises in this way. We therefore
have a natural identification Hom(ρ1, ρ2) � HomA(Hρ1,Hρ2).

The tensor (fusion) product� of any ρ1, ρ2 ∈ DHR I0(A) is defined to be the compo-
sition of the two endomorphisms ρ1 � ρ2 = ρ2 ◦ ρ1 = ρ2ρ1. If R ∈ Hom(ρ1, ρ3), S ∈
Hom(ρ2, ρ4), then one can easily verify that Sρ2(R) ∈ Hom(ρ2ρ1, ρ4ρ3). We therefore
set the tensor product of R and S to be R ⊗ S = ρ4(R)S = Sρ2(R). We set the identity
object of End(C∗(A)) to be the identity endomorphism ofC∗(A). Associativity isomor-
phisms are defined in the natural way. Then DHR I0(A) becomes a C∗-tensor category.
The braid operator ε(ρ1, ρ2) ∈ Hom(ρ2ρ1, ρ1ρ2) is defined by choosing disjoint open
intervals I1, I2 ⊂ I0 such that I2 is anticlockwise to I1 in I0, choosing U1,U2 ∈ A(I0)
such that Ad(U1) ◦ ρ1 and Ad(U2) ◦ ρ2 are localized in I1 and I2 respectively, and
defining the statistic operator

ε(ρ1, ρ2) = ρ1(U
∗
2 )U

∗
1U2ρ2(U1). (6.1)

This operator is independent of the particular choice ofU1,U2, I1, I2. Using ε to define
braiding, one has a C∗-braided tensor category (DHR I0(A),�, ε).
The ∗-functor G : Rep

˜I0(A) → DHR I0(A)
To show the equivalence of Rep(A) and DHR I0(A), it will be more convenient to

consider a slightly different tensor category Rep
˜I0(A) equivalent to Rep(A). Let L and R

denote the left and the actions in the Connes categorical extension ofA. For any ˜I ∈ ˜J ,
we say that a vector ξ ∈ Hi (I ) is unitary, if the map L(ξ,˜I ) = Z(ξ, I ) : H0 → Hi
is unitary. Existence of a unitary vector in Hi (I ) follows from the fact that A(I c) is a
type III factor. We let Ui (I ) denote the set of all unitary vectors inHi (I ).

Lemma 6.1. For any ξ ∈ Ui (I ),H j ∈ Rep(A), the map L(ξ,˜I ) : H j → Hi � H j is
unitary.
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Proof. It is easy to see that the action of L(ξ,˜I )∗L(ξ,˜I ) on H j equals
π j (L(ξ,˜I )∗L(ξ,˜I )|H0) = id j . Therefore L(ξ,˜I )∗L(ξ,˜I )|H j is an isometry. Now

choose any ˜J ∈ ˜J clockwise to ˜I . Then vectors of the form L(ξ,˜I )R(η, ˜J )χ(0) =
R(η, ˜J )L(ξ, ˜J )χ(0) (where η ∈ H j (J ), χ(0) ∈ H0) span a dense subspace ofHi �H j .
Thus L(ξ,˜I ) is unitary when acting onH j . 
�

Now we fix an arg function argI0 of I0, and let ˜I0 = (I0, argI0). Define a new
category Rep

˜I0(A) whose objects are (Hi , ξ) where Hi ∈ Rep(A), ξ ∈ Ui (I0). If
(Hi , ξ), (H j , η) ∈ Rep

˜I0(A), we let the Hom space be Hom((Hi , ξ), (H j , η)) =
HomA(Hi ,H j ). We define a tensor (fusion) bifunctor �, such that

(Hi , ξ)� (H j , η) = (Hi � H j , L(ξ,˜I0)η),

where we notice that L(ξ,˜I0)η ∈ Ui� j (I0) by Lemma 6.1. Tensor products of mor-
phisms, and all the structural isomorphisms (associativity, braiding, etc.) are defined us-
ing those of Rep(A), disregarding all the unitary vectors. The identity object is chosen to
be (H0,�). ThenRep˜I0(A) is clearly a braidedC∗-tensor category equivalent toRep(A).

We now define a ∗-functor G : Rep
˜I0(A) → DHR I0(A). Choose any (Hi , ξ) ∈

Rep
˜I0(A). An endomorphism ρi = G(Hi , ξ) can be defined as follows (cf. [Fre90]).

Choose any I ∈ J , and choose I1 ⊂ I c such that I1 ∪ I0 can be covered by an open
interval J . We choose arg functions of I1 and J such that ˜I1,˜I0 ⊂ ˜J . (In fact the arg
functions are irrelavent here since we will only deal with left actions on the vacuum
module.) Choose an arbitrary ξ1 ∈ Ui (I1). Then the action of L(ξ1,˜I1)∗L(ξ,˜I0) onH0
lies inside EndA(J c)(H0) = A(J c)′ = A(J ). Regard L(ξ1,˜I1)∗L(ξ,˜I0) as an element
in A(J ) and write it as U (ξ1, ξ), we thus define

ρi : A(I ) → C∗(A),
x �→ U (ξ1, ξ)

∗ · x ·U (ξ1, ξ).
Such ρi is independent of the particular choice of I1 and ξ1, and can be extended to a
transportable endomorphism of C∗(A) localized in I0.

In the case that I ∪ I0 is not dense in S1, we can choose an open interval K ∈ J
covering I ∪ I0, and it is not hard to show that for any x ∈ A(I ),

ρi (x) = L(ξ,˜I0)
∗πi (x)L(ξ,˜I0), (6.2)

where L(ξ,˜I0) is acting on H0. This formula and the Haag duality EndA(Kc)(H0) =
A(Kc)′ = A(K ) implies ρi (A(I )) ⊂ A(K ). In particular, ρi (A(I0)) ⊂ A(I0). We also
notice that ρi is determined by its values on A(I ) for all small I , since this is true for
(Hρi , πρi ). Thus we can always use relation (6.2) to characterize ρi .

Now if (Hi , ξ), (Hi ′ , ξ ′) ∈ Rep
˜I0(A) and F ∈ HomA(Hi ,Hi ′) = Hom((Hi , ξ),

(Hi ′ , ξ ′)), we define

G(F) = L(ξ ′,˜I0)∗ · F · L(ξ,˜I0)

with L(ξ ′,˜I0) and L(ξ,˜I0) acting on H0. That G(F) ∈ A(I0) follows from Haag du-
ality. Write ρi = G(Hi , ξ), ρi ′ = G(Hi ′ , ξ ′). Then using (6.2), one can easily verify
G(F)ρi (x) = ρi ′(x)G(F) for any x ∈ A(I ) where I ∈ J is small enough such that
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I ∪ I0 is not dense. ThereforeG(F) ∈ Hom(ρi , ρi ′). Thus we’ve defined the functorG.
It is obvious that G is fully faithful and ∗-preserving.
Equivalence of the braided C∗-tensor categories
We now show that G : Rep

˜I0(A) → DHR I0(A) is an equivalence of braided C∗-tensor
categories. ThatG preserves the monoidal structures is verified by the following propo-
sitions.

Proposition 6.2. Chooseany (Hi , ξ), (H j , η) ∈ Rep
˜I0(A). ThenG((Hi , ξ)�(H j , η)) =

G(Hi , ξ)� G(H j , η).

Proof. Choose any I ∈ J such that I ∪ I0 is non-dense. Then we choose ˜J ∈ ˜J
clockwise to ˜I0 and disjoint from I . Write ρi = G(Hi , ξ), ρ j = G(H j , η). Then
ρi � ρ j = ρ jρi . On the other hand, (Hi , ξ)� (H j , η) = (Hi �H j , L(ξ,˜I0)η). We let
ρ = G(Hi � H j , L(ξ,˜I0)η). We want to show ρ = ρ jρi .

Choose any x ∈ A(I ). Then by Proposition 3.6,

ρ(x) = L(L(ξ,˜I0)η,˜I0)
∗πi� j (x)L(L(ξ,˜I0)η,˜I0)

= L(η,˜I0)
∗L(ξ,˜I0)∗πi� j (x)L(ξ,˜I0)L(η,˜I0). (6.3)

Now choose ξ1 ∈ Ui (J ), η1 ∈ U j (J ). Then we have

πi (x) = R(ξ1, ˜J )x R(ξ1, ˜J )
∗,

π j (x) = R(η1, ˜J )x R(η1, ˜J )
∗,

πi� j (x) = R(η1, ˜J )R(ξ1, ˜J )x R(ξ1, ˜J )
∗R(η1, ˜J )∗.

Using these relations and (6.3), and apply locality (condition (f) of Definition 3.1), we
have

ρ(x) = L(η,˜I0)
∗L(ξ,˜I0)∗R(η1, ˜J )R(ξ1, ˜J ) · x · R(ξ1, ˜J )∗R(η1, ˜J )∗L(ξ,˜I0)L(η,˜I0)

= L(η,˜I0)
∗R(η1, ˜J )L(ξ,˜I0)∗R(ξ1, ˜J ) · x · R(ξ1, ˜J )∗L(ξ,˜I0)R(η1, ˜J )∗L(η,˜I0)

= L(η,˜I0)
∗R(η1, ˜J )L(ξ,˜I0)∗πi (x)L(ξ,˜I0)R(η1, ˜J )∗L(η,˜I0)

= L(η,˜I0)
∗R(η1, ˜J )ρi (x)R(η1, ˜J )∗L(η,˜I0) = L(η,˜I0)

∗π j (ρi (x))L(η,˜I0)

= ρ j (ρi (x)).


�
Proposition 6.3. If F ∈ Hom((Hi , ξ), (Hi ′ , ξ ′)),G ∈ Hom((H j , η), (H j ′ , η′)), then
G(F ⊗ G) = G(F)⊗ G(G).

Proof. Write

R = G(F) = L(ξ ′,˜I0)∗ · F · L(ξ,˜I0),
S = G(G) = L(η′,˜I0)∗ · G · L(η,˜I0).

Then

R ⊗ S = Sρ j (R) = L(η′,˜I0)∗ · G · L(η,˜I0) · ρ j (L(ξ
′,˜I0)∗ · F · L(ξ,˜I0))

= L(η′,˜I0)∗ · G · L(η,˜I0) · L(η,˜I0)∗π j (L(ξ
′,˜I0)∗ · F · L(ξ,˜I0))L(η,˜I0)

= L(η′,˜I0)∗ · G · π j (L(ξ
′,˜I0)∗ · F · L(ξ,˜I0))L(η,˜I0). (6.4)
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Now choose any ˜J ∈ ˜J clockwise to ˜I0, and any η1 ∈ U j (J ). Then using locality and
the functoriality of the right actions (condition (b) of Definition 3.1),

π j (L(ξ
′,˜I0)∗ · F · L(ξ,˜I0)) = R(η1, ˜J )L(ξ

′,˜I0)∗ · F · L(ξ,˜I0)R(η1, ˜J )∗
= L(ξ ′,˜I0)∗R(η1, ˜J ) · F · R(η1, ˜J )∗L(ξ,˜I0)
= L(ξ ′,˜I0)∗(F ⊗ id j )R(η1, ˜J )R(η1, ˜J )

∗L(ξ,˜I0)
= L(ξ ′,˜I0)∗(F ⊗ id j )L(ξ,˜I0) (6.5)

when acting on H j . Substitute this result into the right hand side of (6.4), and apply
Proposition 3.6 and the functoriality of the left actions, we get

R ⊗ S = L(η′,˜I0)∗ · G · L(ξ ′,˜I0)∗(F ⊗ id j )L(ξ,˜I0)L(η,˜I0)

= L(η′,˜I0)∗L(ξ ′,˜I0)∗(idi ⊗ G)(F ⊗ id j )L(ξ,˜I0)L(η,˜I0)

= L(L(ξ ′,˜I0)η′,˜I0)∗(F ⊗ G)L(L(ξ,˜I0)η,˜I0),

which clearly equals G(F ⊗ G). 
�
Proposition 6.4. Forany (Hi , ξ) ∈ Rep

˜I0(A), the isomorphisms �i : (Hi , ξ)�(H0,�) →
(Hi , ξ) and �i : (H0,�)� (Hi , ξ) → (Hi , ξ) satisfy G(�i ) = 1 = G(�i ).

Proof. Under the identifications (Hi , ξ)� (H0,�) = (Hi �H0, L(ξ,˜I0)�) = (Hi , ξ)

and (H0,�)� (Hi , ξ) = (H0 �Hi , L(�,˜I0)ξ) = (Hi , ξ), both �i and �i are idi . Thus
their images under G are 1. 
�

Finally, we check that G preserves the braid structures.

Proposition 6.5. WehaveG(B) = ε.Moreprecisely, for any (Hi , ξ), (H j , η) ∈ Rep
˜I0(A),

if we let ρi = G(Hi , ξ), ρ j = G(H j , η), then G(Bi, j ) = ε(ρi , ρ j ).

Proof. By the fact that Bi, j and ε(ρi , ρ j ) intertwine the tensor products of morphisms,
andbyProposition6.3, to verifyG(Bi, j ) = ε(ρi , ρ j ), it suffices to replace (Hi , ξ), (H j , η)

with some unitarily equivalent objects. Therefore, we may assume that ξ ∈ Ui (I1), η ∈
U j (I2) where ˜I1,˜I2 ⊂ ˜I0 and ˜I2 is anticlockwise to ˜I1. Then ρi and ρ j are localized in
I1, I2 respectively. It follows that ρi ◦ ρ j = ρ j ◦ ρi and ε(ρi , ρ j ) = id.

On the other hand, recall that (Hi , ξ) � (H j , η) = (Hi � H j , L(ξ,˜I1)η) and
(H j , η)� (Hi , ξ) = (H j � Hi , L(η,˜I2)ξ). Then, by Proposition 3.6,

G(Bi, j ) = L(L(η,˜I2)ξ,˜I0)
∗
Bi, j L(L(ξ,˜I1)η,˜I0)

= L(ξ,˜I1)
∗L(η,˜I2)∗Bi, j L(ξ,˜I1)L(η,˜I2),

which, by Proposition 3.7, equals

L(ξ,˜I1)
∗L(η,˜I2)∗L(η,˜I2)L(ξ,˜I1) = id.

This proves G(Bi, j ) = ε(ρi , ρ j ). 
�
Combine all these propositions together, we arrive at the following conclusion.

Theorem 6.6. ThebraidedC∗-tensor categories (Rep
˜I0(A),�,B)and (DHR I0(A),�, ε)

are equivalent under the ∗-functorG. Moreover, the functorial (i.e. natural) unitary iso-
morphismG(Hi , ξ)�G(H j , η) → G((Hi , ξ)� (H j , η)) realizing this equivalence is
the identity operator.



Categorical Extensions of Conformal Nets 837

Remark 6.7. We sketch another way of proving the equivalence of DHRI0(A) and
Rep(A) as follows. One can define a fully-faithful essentially-surjective ∗-functor E :
DHR I0(A) → Rep(A) such that for each object ρ of DHR I0(A), E(ρ) is the represen-
tation (Hρ, πρ)mentioned at the beginning of this chapter:Hρ = H0 and πρ = π0 ◦ ρ.
A morphism F ∈ Hom(ρ1, ρ2) can be regarded as a morphism between representa-
tions. We let E(F) = F . Note that E(ρ1) � E(ρ2) = Hρ1 � Hρ2 is not identical to
E(ρ1 � ρ2) = Hρ2◦ρ1 . However, there is a well-known unitary isomorphism between
these two A-modules (cf. [Con94] section 5.B), which, in our context, is defined by

 ρ1,ρ2 : Hρ1 � Hρ2 → Hρ2◦ρ1,
L
(

π0(x)�,˜I0
)

π0(y)� �→ π0
(

ρ2(x)y
)

� (∀x, y ∈ A(I0)).
It is not hard to check that the  defined for each ρ1, ρ2 is a functorial map preserving
the monoidal and braid structures of the two categories as in Theorem 3.10. (See the
end of [HPT16] section 2.1 for the precise definition of the equivalence of two braided
(C∗-)tensor categories.) In particular, as in the proof of Proposition 6.5, to check that 
preserves the braidings, it suffices to consider the case that ρ1 and ρ2 are localized in
I1, I2 ⊂ I0 respectively where I2 is anticlockwise to I1.
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