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Abstract:

In this paper, we will explain the solution to the difference equation by
converting the difference equation into a corresponding differential equation. Then we

can also derive the Euler-Maclaurin formula by using a similar method.
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Introduction:

We usually need to solve difference equations in theoretical research and
practical situations. However, there are not so many articles on difference equations as
those on differential equations. Throughout my investigation, I found that the results
of difference equations are similar to those of their differential counterparts. As such

we try to study difference equations by using the theory of differential equations.

Partl. On homogeneous linear difference equations with

constant coefficients

Consider the general form of linear difference equation with constant

coefficients:

Being familiar with the theory of differential equations, we try to convert the

difference equation into the related differential equation:
ZbiD"_ixt =0,
i=0

where D is a differential operator. Then we can solve them. Though there are many
forms of different differential equations, they all accord with the same difference

equation. So we can just consider one of them.

In this paper we denote x,,, =V x,, where ¥V is a recurrence operator.

Section 1:Vx, —kx, =0,k e C.

We regard x, as a continuous function:
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where ¢ is an independent variable.

Letx |,x
t+— t
n

x ., be points in the region between x, and
t+—

PEXREE)
+=
n n

we have:

and

We can suppose:

1

Vix, —Ax,=0,neN".
Thus:

Comparing coefficients , we obtain the following equation:

A=k".

Rearranging:
1 1

Vix,—k"x, =0,ne N*.

1

x.,, then

t+1°

Because we have x ,, =V"x , J(k=0,1,---n—1) as well, we obtain:
t+——

t+—
n n
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By induction, first we suppose that:

Vox,—k"x, =0,YmeN",

Then we obtain:

1 m I m
=V"-Vrx, —k" k"x,

mi mel
=V "x-k"x

1

Obviously the following equation is satisfied:

Vix, —kix,=0,q€Q".
This is:

q — — 1 +
Vix, =x,,=k'x,,q€Q".

We first find a series {qi} converging to » € R", then we can obtain:

Define V'x, =limV*x,.x.., = 11m*., -

i—>+00 i—+00

We can obtain:

V'x,—k'x,=0,reR".
This 1s:

(=1, = (k" —1k,.
Taking the limit of the following equation as» — 0, we have:

Dxt — lim (‘xt+r B xt )

r—0

V-1
=]im

r—0 r

X

k-1
=lim

r—0 r

X
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=Ink-x, .

The difference equationVx, —kx, =0 can be converted into the related

differential equation Dx, —Ink-x, =0.

We will give an example to explain the above method.

Examplel: x,,, = —2x,,x, =1(This is a geometric progression).

By using above method, we obtain:

Dx, :ln(—2)~xt,x0 =1.

The solution is:

Section 2:Vx, —kx, =a-l',ke C,l e C,k#1,a is a constant coefficient.

Let x ,,x

JREEAPTRE XHL_I be points in the region between x, and x,,,, then
n n

we have:

and

We can suppose:

Thus:

t
+—
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n-2 n-1
:ﬂ”x,+,u-(/l"1-l’+---+/1-l Y ”]—kx,

k-1
1 1

k;—l;

= A'x, —kx, +

pol

=a-l.

Comparing coefficients , we obtain the following equation:

1
kn _ln
k-1

So the original equation can be converted into:

1

A=k, =

.

Because we have x ,, =V"x ,,(k=0,1,---n—1) as well, we obtain:
f+—— t+—

Vv

!
By induction, we suppose that the following equation is satisfied:
1

1
1 1 ;_ n
V"xt—k"x,:kk 5 ca-l',VYmeN".

Then we can obtain:

n __Jn +ﬂ l !
ke =1 ca-l " =V"x | —k"x
k=1 - -
1 m 1 m %_ %
=Vn-Vrx,—k"- k”x,+k 5 -l
m+1 m 1
ml m+l ko] e
=V rx-k"x ————a-l.
k-1
This is:
7
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m+1 m+1
m+1 m+1 T T
- o k n _l n
Vorx —-k"x=——a-l.
k-1
We can easily obtain that:
k*—11 .
Vix,—kix, = P I',qeQ".
This is:
q9 _J4
Vix, =x,, =k'x + a-l',qeQ".

We first find a series {qi} converging to » € R", then we can obtain:

i—>+0 i—+00 i—>+00

. v . . _ k" —17 ;
lim?7"x =lim*., =11m[kq‘xf+ P 'Of'lJ

=H&+k_4 1
k-1
Define V'x, —hmV X,,X,,, limxm]i.
We can obtain:
V’x,—k’x,:k -1 ca-l',reR".
This is:
(1), = (k" — 1)y, + % _l a-l'.
Letting » — 0, we can get:
. xt+r_x)
Dxt=11m—( ’
r—0 r
4 —1
=1im
r—0 r
k" -1 k" =1"
=14 x + 14 —.a.lt
lim=x +1lim 75—
=lnk-x, +4-1',
8

Page - 136



NO2

Ink —1In/

where f =« -
P k—1

The difference equation Vx, —kx, =« -/ was converted into the
differential equation Dx, —Ink-x, = -1".
From the following two equations:
Vx, —kx, =a 1",
Dx,—-Ink-x,=p-1',

we see that the functions’ forms on the right are the same.

Section 3:Vx, —kx, =a -k’ ,k € C,a is a constant coefficient.

Letxt+ 1 ,tz ""’XHL—I be points in the region between x, and x,,,, then
n n n

we have:

1

x ., =Vrx (k=0l--n-1);
+— t+—

l n
{V”j x, =Vx,.

We can suppose:

Thus:

n-2 n-1
:ﬂnxt-l-/,p[ﬂn_l.k’+...+ﬂ.kt n _|_kt nJ_er

9
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=a-l
So we have:
1 1 1
A=k", u=—k" -a

So the original equation can be converted into:

1 1 1

Vix, —knx, =l-k71 ca-k',neN"
n

1
Because we have x ,,, =V "x
1+

»(k=01,---n—1) as well, we have:

+=

By induction, first we suppose that the following equation is satisfied:

- - 1 l—l I
Vex ,, —k"x , =—-k" -a-kt",VmeN.

m
t+— t+— n
n n
Then we can get:
1 L 1
—k" ca-k "=V"x  —k"x
n — t+—
n n
1 m 1 m m
= = - = m . ;
=Vr-Voex, k" k"x, +—-k" -a-k
n
m+1 m+l1 m+l1
07 47 m i | .
=Vrx,-k"x,—-——k" -a-k.
n
This is:
m+1 m+1 m+1
e kMo :
Vrx —-k"x=—k" -a-k'.
n

Obviously the following equation is satisfied:

Vix,—k'x, =q k" -a-k',qeQ".
This is:

Vix, =x,, =kx, +q k' a-l',ge0".

10
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We first find a series {CI,-} converging to » € R", then we can obtain:

lim”“x =lim~., =lim&"~ +q¢, k" " -a-1')

i—>+0 i—>+0 i—>+0

=k'x, +r-k""a-l.

Deﬁl’le ert = liqulx[’xt+r = limxf+(1/ '

i—+0 i—>+0

We can obtain:
Vix,—k'x,=r-k""-a-k',reR".
This is:
r=th, =(k" 1), +r k" k"
When r — 0, we can get:

(xt+r - X )

Dx, = hm
r—0 r
74 |
=lim X,
r—0 r
~lim "% +lim 7k ek
r—0 r r>0 ¥
=Ink-x, + 8-k,

1
where f =« e
So the difference equationVx, —kx, = & -k"has been converted into the
corresponding differential equation Dx, —Ink -x, = S -k".
From the two equations below:
Vx, —kx, =a-k',
Dx,—Ink-x,=p-k',

we see that functions’ forms on the right of the equations are the same.

Example2: x,, +2x, =2" +(-2) ,x, =2.

t+l1

11
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Considering these two equations:
Vo +2y,=2",
z,,+2z, = (— 2)’ .
Obviously we can get:x, =y, +z,.

By using the way we have introduced above, we can obtain that the following

two equations are satisfied:

In2-1In(-2) .,
Dy =In(-2)- 2.2
Vi n( )yr+ 2_(_2)

where y, =1,and

1 ‘
Dz, =In2 Z[+(_2) (—2)
~In(-2)-2,-+(-2)

where z, =1.

By solving these two differential equations, we can get:
1 7 1
x,=— 2" +—(=2) —=-t-(-2).
et Ty L)
Section 4:Vx, —kx, = P(¢)-1' yk € C,l € C, where P(¢) is a polynomial.

Considering the conclusions of Section 1, 2 and 3, we conjecture the
function’s form on the right of the converted differential equation does not

change. So the original equation can be converted into:
Dx, —Ink-x, = Q(t)-1',
where Q(f) is a function whose degree is the same as that of P(r).

according to the theory of differential equations we know the solution of this
equation is:

When k #1,

12
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x, =a-k'+R/(t)1'.
where ¢ is an indeterminate coefficient and R, (t) is a polynomial whose degree

is the same as that of Q(t).

When k=1,

where R, (t) is a function whose degree is one higher than that of O(¢).

Substituting these two kinds of solution into Vx, —kx, = P(¢)-1, we can get:

If k=1,
Vx, — kx,
—a- k" + R (e +1)-1" ke -k + R (1) 1')
=[1-R(t+1)=k-R,(t)]-I'
= P(t)-1".
If k=1,
Vx, — kx,

= R,(r+1)- k" k(R (¢)- k')
=k-[R,(r+1)-R,(¢)] ¥
= P(t)-k'.
So the solution of Dx, —Ink-x, =Q(t)-1' indeed satisfies the difference
equation Vx, —kx, = P(t)-1'.
Then the difference equation Vx, —kx, = P(t)-1' can be converted into the
differential equation Dx, —Ink-x, = Q(r)-1'.
In fact, the form of O(¢) can be determined by P(¢). But the actual expression

of Q(t), which will be given in Part 2, is complex.

13
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Section 5:) a V" "'x, =0,a, € R.

i=0
Because of the linear property of the recurrent operator, we can get:

n

Zn:aiV”_ix, =a, -H(V—ki)xt .

i=0 i=1

The roots of z ak"" =0, including repeated roots, are precisely the numbers
i=0

in the sequencek, .k, ,k; ....

In fact, we can get this equation by factoringZaiV"—i .
i=0

So the equationZaiV""’x, =0 can be converted into a system of equations:
i=0

(V_kl)% =0
(V=ky)y, =»
(V_kn)yn :yn—l

wherey, =x,,y, = ﬁ(V—kj)x, =12, ,n—1.

Jj=i+l
By using the result in Section 4, we can get:

The expression of y, isZRj (tij’., where R, (¢) is a polynomial and ks
are different from each other. The degree of R,(¢) is the same as the repetitions

ofk..

1

So we can convert the equation into the following system of differential

equations:

(D—lnkl)yi =0
(D—-Ink,)y, = y,

(D-Ink,)y, =,

14
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where the form of y; is the same as that of y, .

The above system of differential equations is equivalent to:
b, Y b,(D—Ink,)x, =0,
i=1

So the difference equation ZaiV"*ix, =a, -H(V—ki )x, =0 has been
i=0 i=1
converted into the differential equationZ:biD'H x, =b, H(D —Ink, )xl =0.
i=0 i=1
Through the discussion of the above 5 sections, we have shown how to
convert the homogeneous linear difference equations with constant coefficients
into the homogeneous linear differential equations with constant coefficients.

From the properties of the differential equations, we know that the solution to

the differential equation is:
DR (" = 2R k]
where R, (¢) is a polynomial, and the degree of R,(¢) is the same as the

repetitions of k, . It is the result that we can know from the Eigenvalue method.
oy =X, +x,,x, =1,x, =1(This is the Fibonacci Sequence)

By the method we introduced above, the equations can be converted into:

{(V —ky )y, =0

V—k)y, =y

where y, =x, and k,,k, are the solutionsto k> =k+1.

Then we can get:

which can be converted into the following system of differential equaitons:

15
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D —ln[l-'_z\/gJ ¥, =0

1-J5)] . .
D—ln[ 5 Jyzzyl

By comparison with the result for differential equations, the solution is:

I e

2 2

where y, = x, .

Using the method of undetermined coefficient, we can get:
(1) (1-45)
s 2 2 '

Section 6: Equations that can be converted into the above forms.
m—1
x k,eC,ceC.

i
t+i

1) Xim =€
i=0

We simply take the natural logarithm, from which we can obtain:

m—=1
Inx, = Zki ‘Inx,,;, +Inc.
i=0

Letting y,,, = Inx,,;, this becomes:

t+i 2

m—1

Yiem _Zkl *Visi =Inc.

i=0
This can be solved by using the method introduced in Section 5.

ax, +c

T v d

t

2)x , where the constants are all real number andb # 0.

This may be rewritten as:

e ax, +c = (a—mb)xt +c—md

bx, +d bx, +d

xt+1

We would like the form on the left of the equation to the same as that on the

right, so we consider the following condition:

16
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—m(a—mb)=c—md .

This is:
bm* +(d—a)ym—c=0.
Ifm, #m,:
Xy —my _a—mb x, —m
X, —m, - a-mb x,—m,
Ifm =m,:

1 d b 1

= + : .
ga—m a-mb a-mb x,—m

X

It can be solved by using the way we have introduced in Section 1 and 2.

Exampled: 1)x,,, =x/,x,=2;
2y, +1
2 =Ly =2.
) Via TR

1) Taking the natural logarithm, we can obtain:

Inx,, =2-Inx,.

Thisisa,,, =2a,.

So the solution isx, = 22"
2) It can be rewritten as:

y,+1+1:3.y,+1
yt+l_1 yt_l

Thisisa,,, =3a,.

t

3 +1

So the solution is y, = R

Part2. Non-homogeneous linear differential equation with

17
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constant coefficients and a derivation of the

Euler-Maclaurin formula

In this part, we research how to convert a difference equation such as
Vx, —kx, = f (t) into a differential equation. Meanwhile, we solve the problem left in

Section 4 of Part 1.

Section 1:Vx, —kx, = f(¢).
At first, consider the equation Dx, —Ink-x, = g(t), by the theory of

differential equation we can change the differential equation to:

1 1
—.Dx, -
t elnki

— ‘Ink-x, =

1
e elnk.t g(t)

This is:

1 1
D(ehﬁ'%jzehﬁ'g(ﬁ

Comparing with the above method, we can hope to use a similar method

to deal with the equation Vy, —ky, = f (t)

Obviously, we have:

1 1 1
F'Vyt —F'ky; =F'f(f)-
This is:
y -2 ()
kt kt kHl :
Note A(t) = ktlﬂ f(t),x, = % jthen we obtain Vx, —x, = A(t).

Section 2:The situation of 4(r)=¢".

1) At first, we will consider the situation where #» 1is an integer.

18
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Assume:

Our aim is to calculate:

D, =umn(w 1} ~ Lime- 7, 01--0).

n—>+o0 n—>+00 n

From the assumption we can get:

1

V;xt X = Hl (t)

1

- 1
Vrix | —x 1:H1(t+—j
t+— +—

1
- n—1
Vrx . —x n_1:H1(1+ j
t+— t+— — n
Adding them up, we can obtain:

n—1 .
W;&:ZH&+%:ﬂ%ﬂ
n

i=0

Obviously we can suppose H | (t) is a polynomial with degree & :

n

k

H, ()= a,-*7--(3).

n Jj=0

where a; dependson ;.

Substituting (3) into(2), we have:

At the same time, substituting (3) into (1), we have:

19
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where b, =]imn-a;,neN".

n—>+0

We use equation(4) to calculate b I

Rearranging equation (4) in descending order, we can get:

_r—l N\
lim3 4 Yacti| S
n—>+o0 j=0 i—o \ 1 n

:itk, {ihmn a,Cl 11m2(nj l'l}}

/=0 n—+w n—+w j=0 n

-3 Thcr feae)
=0 1=0
k J j—l
_ Ztk—j . sz Ck—l
=0 = J—l+1
=lim!'
20
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=,

In the process of calculating the above equation, we used the definition of

Riemann integral.

So the corresponding coefficient is equal:

Lol 1 (j=0)
2 ’:{0 (szl)'

= J—

So we can geth, = B, - C, , in this equation, B, is Bernoulli number.

2) The situation where 7 1is a real number.

Because the conclusions above are independent of 7, so we have:

k
hmn H Zbl 1, VteR.

n—>+00 i=

Define H:,() (V" —1} —mZiHn(t+ )

i=0

At first, let7 1is a rational number, we write it in the form of — ,and we will
n

get:

1imi[vn 1}
EENRL

—11m ZH(”H)

7~)+oo
m

m—1 l
z n-H (t + j
=lim** :

n
— 40
m

m

n
where mne N*. If— — 4o, then n— +o0.

So we have:

21
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=lim—"
n m
——>+0
m
k
k—
m- Z b -t"
— i=0
m

This is:

ye-1

g0 q

k
X, :sz’ -t qeQ”.
i=0

Then by using rational approximations for real numbers, we get:

vV’

— k .
lim lxt:Zbi-tkf’,reRﬁ
i=0

r—0 r

So we can obtain the below equations:

i=0

The difference equationVx, — x, =¢" has been converted into the differential

k
equation Dx, = » B, -C, -1*".

i=0

22
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Example 5:x,,, =x, +#°,x, =0.

Using the method stated above, the equation can be converted into:

k
Dx, =Y B,-C,-1"" =¢ —%ﬁ +%t.

i=0

The solution to it is:

2
X, :il4_%t3+%t2+c:[t(t—l)} he

By the method of undetermined coefficient, we can get:
2
xt:[ﬂizﬁ}_
2

Section 3:Euler- Maclaurin formula.

In this section we will study the situation of Vx, —x, = h(t). From the

Weierstrass approximation theorem, we know h(t) can be approximated by a

series of polynomials. So the original equation can be changed to:

+00
_ i
Vx, —x, —Zait .
i=0

This difference equation can be changed to a differential equation:

i=0 j=0

i=j

Jj=0

+ooB

=2

/0.]

{5075

i! i o i
Because ﬁ -t"/ is j-th order derivative of?', we can get:
i—j)

23
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So we have:

This is one form of the Euler- Maclaurin formula.

This requires the series to be absolutely convergent. In general, we can
express h(t) in partial form with the remainder. It’s easy to prove that in this

situation, the final result will has a remainder.

In fact, the Euler- Maclaurin formula can be calculated directly. Suppose

the solution to the equation Vx, —x, = A(t) is in the form x, = H(¢).

Using Taylor’s theorem, we can get:

- m0)- 520y,

o+ 1)— ()= 370

prg

So we can guess that the original equation was changed to

Dx, =H (t)= Zai -h(i)(t). Then we can use the method used in Section 2 to
i=0

get the Euler- Maclaurin formula.
At this point, we have solved how to solve a non-homogeneous linear
differential equation with constant coefficients, and obtained Euler- Maclaurin

formula.

24
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1
Example 6: x,, =x,+-, x,=0.
t

We can convert this equation into:

Dx, =320 f0()= 3 (1) B, -—
j=0 .]' j=0 ’ t/+
The solution to it is:
+o (—1] jB
x, =Int— ( ) ! L+c
Jj=1 .] tj

+o (—1] J ) 1
c=)/=z( ), L —~0.577,
F=E t’
which is Euler constant.
So we have:
+00 _1 jB' 1
X, =1nt—ZH+’-++7.
7=l J t/

Obviously, if # — +oo, the difference between x, and Inz will approach y,

which is the same as the known result.

Section 4: X, +> 4,-X, , =F(), the capital letters represent

i=1
matrices.

In this section we study how to solve a system of linear difference
equations with constant coefficients.
By using recurrence operator, we can rewrite the system of equations as:
(V’” T+ v Aint =F(z).

i=1
where [ represents the identity matrix.
By using Cramer theorem, we can get:

det(V’” -I+ZV'H -Aijxﬁ =D, =g,(2).
i=1

25
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where D, is an determinant, which is a function of t.

Then we will get:

det(V’” T+ iV"” A, JX, =G(t).

i=1
where G(f) can be calculated by Cramer theorem.

We can solve these m equations using the method introduced in the
section before.

In fact, this result can also be provided more conventionally. This is the
relationship between the system of difference equations and the system of

differential equations.

Example 7: = . , = )
Yin 1 2)\»,) (5 1

We can change this system of equations to:

det[V”’ YEDN 4 'A’}(x,]

i-1 Vi

fr-2r -}

9

This is:

(i —4V+3)-(;’J=(8j.
(e

Using the method of undetermined coefficients, we can get:
o) (1 d) (2
e,) \=1)°\d,) \2)

26
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So the solution is:

Conclusion:

In this article, we solve some problems of difference equations by
converting them to differential equations and explain the traditional way of
solving linear difference equations with constant coefficients. We also derive the

Euler-Maclaurin formula.
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