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Abstract. We introduce a new strategy for coupling the parallel in time (parareal) iterative
methodology with multiscale integrators. Following the parareal framework, the algorithm computes
a low-cost approximation of all slow variables in the system using an appropriate multiscale integrator,
which is refined using parallel fine scale integrations. Convergence is obtained using an alignment
algorithm for fast phase-like variables. The method may be used either to enhance the accuracy
and range of applicability of the multiscale method in approximating only the slow variables, or to
resolve all the state variables. The numerical scheme does not require that the system is split into
slow and fast coordinates. Moreover, the dynamics may involve hidden slow variables, for example,
due to resonances. We propose an alignment algorithm for almost-periodic solutions, in which case
convergence of the parareal iterations is proved. The applicability of the method is demonstrated in
numerical examples.
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1. Introduction. The parallel in time, also known as the “parareal” method,
introduced by Lions, Maday and Turinici [52] is a simple yet e↵ective scheme for the
parallelization of numerical solutions for a large class of time dependent problems
[53]. It consists of a fixed point iteration involving a coarse-but-cheap and a fine-but-
expensive integrators. Computational time is reduced by parallelization of the fine
integrations. For problems with separated multiple scales, it is tempting to apply a
multiscale solver as a coarse integrator. So far, such types of parallel methods are lim-
ited to a few special multiscale cases such as chemical kinetics [16, 24, 34], dissipative
ordinary di↵erential equations (ODEs) [50], and highly oscillatory (HiOsc) problems
in which the oscillatory behavior is relatively simple [20, 33]. One di�culty stems
from a fundamental di↵erence between the parareal and the multiscale philosophies—
while the former requires pointwise convergence of the numerical solvers (in the state
variable), most multiscale schemes gain e�ciency by only approximating a reduced
set of slowly varying coarse/slow/macroscopic variables [10, 11, 23, 30, 43, 46, 58].

In this paper, we develop a general strategy that couples multiscale integrators
and fully resolved fine scale integration for parallel in time computation of HiOsc so-
lutions of a class of ODEs. There are several advantages in such coupling strategies.
First, some multiscale methods (such as the Poincaré-map technique [2]) only ap-
proximate the slow constituents or slow variables of the dynamics. Proper coupling of
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PARAREAL MULTISCALE METHODS FOR HiOsc SYSTEMS A3541

multiscale and fine scale solvers via a parareal-like framework can be e�cient (by par-
allelization) in computing full detailed solutions, including the fast phase in the HiOsc
dynamics. A good class of multiscale methods may be used as a coarse integrator as
long as fast phase-like variables are appropriately aligned with su�cient e�ciency and
accuracy, as described below. Convergence in the slow constituents or in all of the
numerical solutions can be shown, provided that the alignment strategy satisfies the
conditions prescribed in “Local alignment” or “Forward alignment of step size H” in
section 3. Second, the parareal iterations enhance the stability and accuracy of the
multiscale scheme, in particular, when the scale separation in the system is not sig-
nificant and the corresponding sampling/averaging errors are nonnegligible. Finally,
parareal multiscale coupling schemes can deal with more challenging situations, for
example, (a) the e↵ective equation is valid almost everywhere macroscopically, but is

not an adequate description of the system at small but a priori “unpredictable” lo-

cations in the phase space (as these regions may depend on the solutions); and (b)
the influence of microscopic solutions in these regions on the macroscopic solution

elsewhere is significant.

In [50], Legoll, Lelievre, and Samaey suggest a multiscale parareal scheme for
singularly perturbed ODEs in which the fast dynamics is dissipative, i.e., the dynamics
relaxes rapidly to a low-dimensional manifold. One of the main contributions of [50] is
the understanding that the slow and fast parts of the dynamics need to be addressed
separately. They suggest two approaches: the first is a straightforward application
of parareal, which is shown to converge but loses accuracy as the system becomes
more singular. Their second approach assumes that the system is split into slow
and fast variables, or that a change of variables splitting the system is given. This
approach may be applied to HiOsc systems, but it is relatively restrictive as in many
examples and applications such a splitting is not known. Dai et al. [20] suggest an
application of the parareal framework to Hamiltonian systems. They consider two
main approaches. The first is a time-reversible iteration scheme (applied together
with time-reversible fine and coarse integrators). The second projects solutions at
coarse time segments onto the constant energy manifold. The two approaches are
also combined together. The first approach is specific to Hamiltonian dynamics and
not to general HiOsc problems. The projection method cannot be applied to the
HiOsc case because the main di�culty is not with the approximation of slow variables
(or constants of motion), but with the fast phase. In addition, since the methods
presented in [20] are not multiscale, their accuracy and e�ciency are expected to
deteriorate when the frequencies of oscillations are large. Combining the symmetric
approach of Dai et al. with our alignment method for Hamiltonian systems may
be an interesting application, but is beyond the scope of the current manuscript.
In particular, the alignment algorithms should also be made symmetric, similar to
the ideas of Dai et al. Applications of parareal methods to Hamiltonian dynamics
is also analyzed in [28]. Additional approaches to use symplectic integrators with
applications to molecular dynamics include [12, 13, 40]. Finally, Haut and Wingate
[33] suggest a parareal method for PDEs with linear HiOsc forcing, As in [50], their
method applies exact knowledge of the fast variable (the phase in the HiOsc case) to
design a convergent parareal scheme. In this respect, the method proposed here goes
further and is also applicable to nonlinear HiOsc systems. However, in this paper the
discussion is restricted to the ODE case. One of the main goals of the current paper
is to design a convergent parareal algorithm that does not require explicit knowledge
of the fast and slow variables.

We begin with a short overview of the parareal method within the context of
ODEs and test its performance on a simple example HiOsc system.
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A3542 GIL ARIEL, SEONG JUN KIM, AND RICHARD TSAI

1.1. The parareal method for ODEs. Consider the initial value problem

(1.1) u̇ = f(t, u), u(0) = u0,

where u 2 Rd and t 2 [0, T ]. We assume that f is su�ciently smooth. Let H denote
an intermediate time step, 0 < H < T , and N = T/H an integer. Suppose that we
are given two approximate integrators for (1.1): a cheap coarse integrator with low
accuracy denoted C, and a fine, high accuracy integrator which is relatively expensive
in terms of e�ciency, denoted F . Furthermore, Denote by uk

n the approximation
for u(nH) at the kth iteration. For all iterations, the initial values are the same,
uk
0 = u0, k = 0, 1, . . . . The parareal method to (1.1) is as follows.

Algorithm 1.1.

1. Initialization: Construct the zeroth iteration approximation using a chosen
coarse integrator:

u0
0 = u0 and u0

n = CHu0
n�1, n = 1, . . . , N.

2. Iterations: k = 1 . . .K

(1.2) uk
0 = u0 and uk

n = CHuk
n�1 + FHuk�1

n�1 � CHuk�1
n�1, n = 1, . . . , N.

Note that the calculation of the fine integrator FHuk�1
n�1 in (1.2) requires only the

initial condition uk�1
n�1, which depends on the previous iteration. Hence, for each k,

Ftu
k�1
n�1, 0 < t  H, n = 1, 2, · · · , N , can be computed in parallel. The solution

computed by the accurate but expensive integrator is a fixed point. Indeed, when
the iteration is su�ciently large, the solution uk

n become identical to it, uk
n = FnHu0

for all n  k. In fact, (1.2) can be regarded as a fixed-point iteration. In [53], it is
proved that under some su�cient conditions of f , with a first order accruate coarse
integrator,

(1.3) |uk
n � u(nH)|  C(Hk + Ef ),

where Ef is the global error in solving the full ODE using the fine propagator, and C
depends on the derivatives of the solutions.

1.2. Parareal and HiOsc ODEs. We consider HiOsc ODEs given in the sin-
gular perturbation form

(1.4) u̇ = ✏�1f1(u) + f0(u)

with initial condition u(0) = u0 2 D ⇢ Rd, where D is a domain uniformly bounded
in ✏. The parameter 0 < ✏  ✏0 ⌧ 1 characterizes the separation of time scales—the
fast scale involves oscillations with frequencies of order ✏�1 while the computational
time domain is [0, T ] with T independent of ✏. Throughout the paper we assume that
f1, f0 are su�ciently smooth, and that for each u0 2 D, u(t) is uniformly bounded in
✏ in the time interval [0, T ]. Furthermore, we assume that the Jacobian of f1 has only
purely imaginary eigenvalues in D, which are bounded away from 0 and independent
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PARAREAL MULTISCALE METHODS FOR HiOsc SYSTEMS A3543

of ✏. These settings typically imply that the computational complexity of direct non-
multiscale methods is at least O(✏�1) in order to have a reasonable accuracy in the
computed solutions. Using an order p solver, the truncation error is proportional to
the p+1 time derivative of the solution, which is of order O(✏�(p+1)). As a result, the
parareal error for HiOsc systems is bounded explicitly with respect to ✏ as follows:

(1.5) |uk
n � u(nH)|  C

⇢
Ef +

h
✏�1

�
✏�1H

�pik
�
.

An immediate consequence is that H has to be o(✏), even when applying A-stable or
symplectic methods. See, for example, the conclusion in [20].

This simple example reveals the reason why a naive implementation of the parareal
approach may not be e↵ective for integrating HiOsc problems: Both stability and
accuracy restrictions require that the coarse integrator take steps of order ✏. As
a result, the number of coarse steps is O(✏�1) and the method may take O(✏�1)
iterations to converge.

2. Fast oscillations and parareal. In order to facilitate the presentation of
the main algorithms, we shall first describe the setting for the underlying multiscale
methods.

The literature on e�cient numerical integration of problems with separated time
scale is rapidly growing. For HiOsc ODEs, recent approaches include envelope meth-
ods [55], FLow AVeraging integratORS [58], Young measure [10, 11] and equation free
approaches [43], Magnus methods [17, 36], Filon methods [38, 44], spectral methods
[37, 51], asymptotic expansions [19, 39], and the heterogeneous multiscale methods
[1, 22, 23]. For a recent review, see [25].

Typically, multiscale methods tackle the computational di�culty in solving HiOsc
ODEs by taking advantage of scale separation, and aim at computing only the slowly
varying properties of the oscillatory solutions. It requires that enough information
about the influence of fast scales on the slower scale dynamics can be obtained by
performing localized simulations over short times, and thereby better e�ciency is
achieved. The numerical complexity of these methods is therefore much smaller than
direct simulations of the given systems with HiOsc solutions. For example, [5] presents
multiscale algorithms that compute the e↵ective behavior of HiOsc dynamical systems
by using slow variables that are predetermined either analytically or numerically.
More precisely, we define a slow variable for the system (1.4) with solution u(t; ✏).

Definition 2.1. A smooth function a(t, ✏) is called slow to order ⌫ � 1 if

|d⌫a/dt⌫ |  C in t 2 [0, T ] for some constants C and T independent of ✏ 2 (0, ✏0],
✏0 > 0. A smooth function ⇠(u) : D ! R is called a slow variable with respect to u(t)
if ⇠(t) = ⇠(u(t; ✏)) is slow to order 1.

See [6, 10, 11, 27, 29, 47, 48, 49] for similar definitions and applications. In this
paper, we will work with the following main assumption.

Assumption 2.2. There exists a di↵eomorphism  : u ! (⇠(u),�(u)), indepen-
dent of ✏, separating slow and fast variables such that (⇠,�) along the trajectories of
(1.4) satisfies an ODE of the form

(2.1)

(
⇠̇ = g0(⇠,�), ⇠(0) = ⇠(u0),

�̇ = ✏�1g1(⇠) + g2(⇠,�), �(0) = �(u0),
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A3544 GIL ARIEL, SEONG JUN KIM, AND RICHARD TSAI

where ⇠ 2 Rd�n, � 2 Rn, and 0 < ✏  ✏0 ⌧ 1 is a small parameter. We assume that
for fixed slow coordinates ⇠, the fast variable � is ergodic1 with respect to an invariant
manifold, which is di↵eomorphic to an n-dimensional torus, Tn.

Using ergodicity, one can invoke a theory of averaging [56], which implies that the
dynamics of slow variables can be approximated (O(✏) in the sup norm for 0  t  T ,
T = O(1)) by an averaged equation of the form

(2.2)
˙̄⇠ = F (⇠̄), F (⇠̄) =

Z
g0(⇠,�)d�⇠,

⇠̄(0) = ⇠(u0),

where d�⇠ denotes the invariant measure for � at fixed ⇠. For example, perturbed
integrable Hamiltonian systems constitute a wide class of dynamical systems that
satisfy this assumption. From now on, we shall refer to � as the phase of u.

The main objective of many multiscale methods is e�cient numerical approx-
imations of ⇠(u(t)) only. The general strategy of our algorithm is based on such
multiscale methods for HiOsc ODEs that only resolve the macroscopic behavior of
a system as specified by the slow variables [3, 4, 5, 6, 7, 8, 26, 57]. In this respect,
the algorithms listed above are di↵erent from other multiscale methods that resolve
all scales of the dynamics, for example, multilevel methods or high order asymptotic
expansions [17, 18, 19, 47, 48].

It is possible to design a parareal algorithm for computing only the averaged slow

variables using multiscale integrators as both the coarse and fine integrators. Such
an approach is essentially a parareal scheme for the averaged equation. However, this
is not the point of this paper—here we are interested in the possibility of creating a
parareal algorithm that computes every variable, including the fast phase information.

We consider the problem of using a multiscale integrator in the coarse integration,
and provide the stability of the corresponding coupling of multiscale-fine integrators
under the parareal framework. Since the error bound stated in (1.5) still formally
applies in this case, one cannot expect convergence of u(t) unless some additional
improvement is made to the chosen existing multiscale scheme.

Consider the following simple example of a linear oscillator with a growing am-
plitude,

(2.3) u̇ = (1 + i✏�1)u, u(0) = 1.

The trajectory of u(t) = e(1+i✏�1)t is an expanding spiral in the complex plane. It is
easily verified that |u(t)| = et is a slow variable. For convenience of the discussion, we

assume that the fine/microscopic solver is exact, i.e., Ftu = e(1+i✏�1)tu, and that the
coarse/macroscopic solver is exact in the slow variables, i.e., any function of |u| is
computed without error but the phase of u may be wrong. We write the macroscopic
solution as CtU = etei(t✏

�1+✓t)U , where ✓t 2 [0, 2⇡) denotes the error in the phase
that is produced by the macroscopic solver. Applying Algorithm 1.1 we obtain

(2.4) u
(1)
3 = u(3H)

�
1 +O(✓2H)

�
, u

(2)
3 = u(3H)

�
1 +O(✓3H)

�
.

This simple exercise shows that the naive iterations improve the accuracy of the

macroscopic solution if ✓H is small. However, in a typical HiOsc method, ✓H is

1By ergodic, we mean that any trajectory of �(t) can get arbitrarily close to any point in the
invariant manifold. In particular, this implies the existence of a unique invariant distribution and
Birkho↵’s ergodic theorem.
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not necessarily small. In general, ✓H can be any value in [0, 2⇡] and the parareal
iterations may diverge.

In the following sections, we show that by aligning the phase of the coarse and fine
solvers, it is possible to design parareal algorithms using multiscale coarse integrators.

3. Multiscale parareal. In this section, we introduce the main contribution of
this paper—accurate and convergent parareal algorithms that use multiscale methods
as coarse integrators. Two parareal coupling schemes are presented. The first focuses
on approximating only the slow variables using what we call a “local alignment” strat-
egy. The second coupling scheme achieves sup-norm convergence in the state variable,
u 2 Rd using a “forward alignment” strategy in addition to the local alignment. Here
“alignment” refers to adjustment of the numerical solutions computed by the coarse
multiscale integrator, based on comparison with solutions computed in parallel by the
fine integrator. We show that if local and forward alignments can be implemented
satisfying the prescribed accuracy objectives, the coupling schemes are convergent in
the sense mentioned above.

3.1. Multiscale coarse integrator. For the remainder of this paper, we shall
assume that the coarse propagator is a multiscale method that only approximates the
slow variables. In order to emphasize this point, the multiscale coarse integrator will
be denoted Mt in place of Ct. Similarly to the assumption in a standard parareal
method, we assume that

(3.1) |�Mtx� �Mty|  (1 + tCH)|⇠(x)� ⇠(y)|.

However, with a multiscale coarse integrator, (3.1) implies that stability only in the
slow variables is guaranteed. Accordingly, we propose to modify the coarse multiscale
integrator by further adjusting the fast variable (a fast phase in the case of HiOsc
problems). In terms of slow-fast coordinates, the multiscale integrator will be stable
in the slow coordinates due to (3.1) while stability in the fast variable will be enforced
by aligning trajectories with respect to a common reference phase.

We first elucidate our prescription for a proper local alignment. For simplicity,
u0 will denote the value computed by the coarse multiscale integrator at some time
tn that we wish to adjust. v0 will denote the reference value for the adjustment of u0.
In practice, at the kth iteration, v0 will come from the fine integrator applied to the
values computed in the (k � 1)th iteration.

Local alignment:

Given u0 and v0 such that ⇠(u0) = ⇠(v0) +�⇠.
Find a point w̃0 such that

��w̃0 � �1(⇠(u0),�(v0))
�� = O(�⇠).

In other words, the local alignment procedure replaces the u0 by a new point w̃0 that
has the same (to order �⇠) slow coordinates, i.e., ⇠ values, as u0, and approximately
the same phase as v0. A trivial solution to the local alignment problem is to set
w̃0 := v0. However, this is not an adequate strategy in the generalization described
in section 3.2 that enables convergent approximation of the state variables, including
the fast phases.

Notation 3.1. We denote such a local alignment procedure as w̃0 = S0(u0; v0).

Given a local alignment algorithm S0, we propose the modified parareal scheme.
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Algorithm 3.2.

1. Initialization: (Construct the zeroth iteration approximation):

u0
0 =u0 and u0

n = MHu0
n�1, n = 1, . . . , N.

2. Iterations: k = 1 . . .K
(a) Parallel fine integrations for n = k, . . . , N ,

uk
F,n = FHuk�1

n�1.

(b) Parareal correction: For n = k, . . . , N ,
(3.2)
uk
0 = u0 and uk

n = S0(MHuk
n�1;u

k
F,n) + uk

F,n � S0(MHuk�1
n�1;u

k
F,n).

In each iteration we first calculate all fine scale integrations. Then, the results of the
multiscale integrators are aligned with the fine scale ones. In the following, we prove
that using Algorithm 3.2, all slow variables converge to their limiting value given by
the fine scale approximation. We consider a first order multiscale integrator with local
phase alignment.

Theorem 3.3. Let K  N/2 = T/2H. Then, for all k  K,

sup
n=0,...,N

��⇠(uk
n)� ⇠ (FnHu0)

��  CHk.

Proof. We recall the assumption that there exists a di↵eomorphism  : u !
(⇠(u),�(u)) such that ⇠ � u(t) are slow while � � u(t) are fast. The variables (⇠,�) are
only used in the analysis but not in the numerical algorithm.

Denote �S0(Mtu1;u⇤) = S0(�tu1;u⇤)� S0(Mtu1;u⇤), where � denotes the flow
map (propagator) associated with the ODE, i.e., the exact solution at time t with
initial condition u1. We have

(3.3)  � �S0(Mtu1;u
⇤)� � �S0(Mtu2;u

⇤) = (�⇠, ��)

such that |�⇠|  (1 + Ct)|⇠(u1) � ⇠(u2)| but |��| = O(✏) which is the accuracy of
local alignment. Comparing with conventional methods as a coarse integrator and
the related estimate (1.5), the slow part is controlled by the local phase alignment in
Algorithm 3.2 just like in the nonsingular case, while the rapidly changing phase is
incorrect but does not a↵ect the accuracy of the slow variables.

The slow variables of uk
n in (3.2) are

⇠(uk
n) = ⇠(S0(MHuk

n�1;u
k
F,n)) + ⇠(uk

F,n)� ⇠(S0(MHuk�1
n�1;u

k
F,n)),

which is valid with the local alignment. We may thus think of the multiscale in-
tegrator combined with the local alignment as a coarse integrator with first order
accuracy for the slow variables. For shorthand, we denote by MHuk

n�1 the combined
S0(MHuk

n�1;u
k
F,n). Thus,

⇠(uk
n)� ⇠(FnHu0)

=
⇥
⇠(MHuk

n�1) + ⇠(FHuk�1
n�1)� ⇠(MHuk�1

n�1)� ⇠(FHF(n�1)Hu0)
⇤

=
⇥
⇠(MHuk

n�1)� ⇠(MHF(n�1)Hu0)
⇤
+
⇥
⇠(�MHF(n�1)Hu0)� ⇠(�MHuk�1

n�1)
⇤

+
⇥
⇠(�FHuk�1

n�1)� ⇠(�FHF(n�1)Hu0)
⇤
.
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Using (3.3), for every slow variable ⇠, we have that

��⇠(uk
n)� ⇠(FnHu0)

��

 (1 + CH)
��⇠(uk

n�1)� ⇠(F(n�1)Hu0)
��+ C(Ef +H)H

��⇠(uk�1
n�1)� ⇠(F(n�1)Hu0)

�� .

Denoting ✓kn = (1 + CH)k�n(Ef + H)�kH�k
��⇠(uk

n)� ⇠ (FnHu0)
�� and following the

same procedure as in [53], we have for the slow variable

sup
n=0,...,N

��⇠(uk
n)� ⇠ (FnHu0)

��  C(Ef + CH)k  CHk.(3.4)

3.2. Phase continuity in the coarse and fine scale simulations. We next
consider convergence of the parareal approximation to the exact solutions. The main
idea is to enforce consistency in the fine scale solutions between neighboring coarse
time intervals. We may rephrase this problem as the following.

Forward alignment of step size H:

Given u0, v0, and u1 = FHu0 such that ⇠(u0)� ⇠(v0) = O(✏).
Let w0 =  �1(⇠(u0),�(v0)) and w1 = FHw0.
Find a point w̃1 using u1 such that ⇠(w̃1) = ⇠(w1) + O(✏) and �(w̃1) = �(w1) +
O(H2).

In the problem of forward alignment, if w0 is a point with the same slow variable
as u0 and phase as v0, then a forward alignment procedure constructs an order H2

approximation of w1 = FHw0, the right endpoint of a coarse interval. See Figure 1(A)
for a schematic sketch.

Notation 3.4. We denote such a forward alignment procedure as w̃1 =
S�
H(u1;u0, v0), where � are precomputed parameters to be used in the alignment.

The forward alignment procedure can be trivially accomplished simply by setting
w̃1 to FHv0 or to w1. However, this would require the additional computation of
FHv0, and so this trivial “fix” has a computational cost of sequentially solving the
entire system with the fine integrator. In practice, for the purpose of parallel in time
computations, one needs to do so with a computational cost that is lower than running
the fine scale solver sequentially. Hence, we need to estimate the solution to the given
ODE with the given initial condition v0 by certain simple operations performed on
the fine scale solutions already computed in parallel. In the following section, we shall

Fig. 1. Local and forward alignments. (A) At t = 0, given two points u
0

and v
0

, we wish to
approximate w

0

= S
0

(u
0

; v
0

)—a point that has the same slow variables as u
0

and the same phase
as v

0

. At t = H, we approximate the point w
1

= FHw
0

. (B) At t = 0, a small O(✏) of w̃
0

yields at
t = H a larger O(H2 + ✏) error. The center of the circles represent w̃

0

and w̃
1

.
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describe a forward alignment algorithm for the special case of HiOsc ODEs, in which,
for fixed slow variables, the fast phase is periodic. The method applies only a local
exploration by means of minimal additional fine scale computation of the solution
around u0 and u1. In particular, its e�ciency is independent of ✏.

To summarize, we present the complete multiscale-parareal algorithm in Algo-
rithm 3.5. Recall that MH is a multiscale method that only approximates the slow
variables. For the fast phase, using local and forward alignments, we propagate the
needed phase adjustments sequentially along with the parareal correction.

Local and forward alignment steps (step 2(c)i and ii, respectively) create a point
ũk�1
F,n at the end of each coarse segment according to which all points in the current

corrector iteration can be aligned. Since the error in each forward alignment is of
order H2, we find that the overall phase is continuous up to a global O(H) error.
We conclude that the aligned coarse multiscale method provides a globally O(H)
approximation of both slow and fast variables, i.e., it approximates the solution in
the sup norm.

Before describing numerical methods for local and forward alignments of HiOsc
ODEs, we address the convergence of the algorithm.

Algorithm 3.5. Full multiscale-parareal algorithm.

1. Initialization: Construct the zeroth iteration approximation:

u0
0 = u0 and u0

n = MHu0
n�1, n = 1, . . . , N.

2. Iterations: k = 1, . . . ,K
(a) Parallel fine integrations for n = k, . . . , N :

uk�1
F,n := FHuk�1

n�1.

(b) Header: Set the initial condition uk
0 = u0 and for n = 1, . . . , k, set uk

n = uk�1
F,n .

(c) Parareal step: Set the initial reference point u⇤ = uk
k and for n = k+1, . . . , N ,

i. Locally align the previous uk�1
n�1 with the current reference point u⇤:

ũk�1
n�1 = S0(u

k�1
n�1;u

⇤).

ii. Align forward to the end of the coarse segment:

ũk�1
F,n = S�

H(uk�1
F,n ;uk�1

n�1, u
⇤).

iii. Corrector:

uk
n = S0(MHuk

n�1; ũ
k�1
F,n ) + ũk�1

F,n � S0(MH ũk�1
n�1; ũ

k�1
F,n ).

iv. Update the reference point u⇤ = uk
n and repeat.

3.3. Convergence of Algorithm 3.5. Convergence of Algorithm 3.5 in the
state variable is obtained in two steps. First, following section 3.1 and Theorem 3.3,
all slow variables converge to their values obtained by the fine scale integrators,

sup
n=0,...,N

|⇠(uk
n)� ⇠(u(nH))|  C(Hk + Ef ),D
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where C is a constant that is independent of ✏. In particular, if Ef = O(✏), then,
following O(log(✏)) iterations, the error in the slow variables is of order ✏. As a re-
sult, after a few (typically one or two) iterations, the assumptions underlying forward
alignment, that the error in the slow variables is of order ✏, holds (more precisely,
⇠(u0) � ⇠(v0) = O(✏)). We may thus think of the adopted multiscale combined with
the local/forward alignment algorithm as a coarse integrator with first order accu-
racy for all state variables. Hence, the conventional parareal proof of convergence as
in [53] holds. More precisely, suppose that, following the phase alignment, the set
{w0, . . . , wN} is computed and updated in every iteration. The following estimates
hold for j = 0, . . . , N ,

|⇠(wj)� ⇠(u(jH))| = O(Em),

|�(wj)� �(u(jH))| = O(H),

|wj � u(jH)| = O(H) +O(Em),

where Em is the error of the aligned multiscale method in approximating the slow
variables.

Assume further the stability properties for the fine and aligned-multiscale coarse
propagators as in [53]. Then after one parareal iteration,

sup
n=0,...,N

��u1
n � u(nH)

��  C(✏�1Em + Ef ).

Thus if a first order accurate multiscale integrator is used, i.e., Em = O(H), we have

sup
n=0,...,N

��⇠(uk
n)� ⇠(u(nH))

��  C(Hk + Ef ),

sup
n=0,...,N

��uk
n � u(nH)

��  C(✏�1Hk + Ef ).

The accuracy of slow variables is improved by a factor of H per parallel iteration
(compare with the diverging factor of (✏�1H)k in (1.5)).

Remark 3.6. In [50], Legoll, Lelievre, and Samaey propose a multiscale parareal
algorithm for sti↵ ODEs in which the fast dynamics is dissipative, i.e., trajectories
quickly converge to lower-dimensional manifolds. Unlike the HiOsc case, a naive ap-
plication of the parareal methodology to sti↵ dissipative systems converges. However,
it is not very e�cient and su↵ers from similar di�culties as discussed earlier. To cir-
cumvent these di�culties, Legoll, Lelievre, and Samaey [50] suggest a correction step
that allows a consistent approximation of the fast-slow dynamics with parareal. This
work assumes that the system is split into slow and fast variables or, alternatively,
that a change of variables that splits the system into such coordinates is given explic-
itly. Essentially, the idea of [50] is to set the fast component of the multiscale solver
with that obtained from the fine one. This step may be viewed as a simple alignment
method. Indeed, if the (⇠,�) coordinates are know, then the same approach can also
be applied to the HiOsc case. In contrast, the method presented in the following
section is seamless in the sense that it does not require knowing the slow or the fast
variables.

4. Phase alignment strategies. In this section, we describe a numerical method
for both local and forward alignments as defined in the previous section for the special
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case of HiOsc ODEs in which, for fixed values of the slow variables ⇠, the dynamics
of the fast phase � is periodic.

In the Algorithm 3.5, v0 and u0 will correspond to uk
n and uk�1

n , the solutions
computed at the current and the previous iterations, respectively. The assumption
is that v0 is the more accurate approximation of the solution at the time t = nH,
particularly in the phase variable. The goal is that from the available information,
u0, v0, and u1 := FHu0, we estimate v1 := FHv0 at t = (n + 1)H in order to make
corrections in the phase of u1. We also emphasize that in the subsequent time steps,
FHu0 is always available because of the prior parallel fine integrations. Now w0, as
defined in section 3.2, is a point on the same slow coordinates as u0 but has the same
phase as v0. Consequently w1 := FHw0 is a good estimate of v1. In this section,
we propose a strategy that move u0 to w0, and u1 to a state that is within O(✏) to
w1, without computing FHw0 or FHv0. Our goal is to describe a method that finds
a point w̃0 such that |w0 � w̃0| = O(✏) (local alignment) and a second point w̃1 such
that |w1 � w̃1| = O(H2 + ✏) (forward alignment).

In addition to Assumption 2.2, we assume the following.

Assumption 4.1. The fast variable � 2 R and g0(⇠,�) is 1-periodic in �.

For fixed ⇠, the time derivative of � may depend on the slow variables, i.e., the
periodicity in time of g0(⇠,�(t)) is of order ✏ and depends on ⇠. Accordingly, it is
denoted ✏⌧(⇠), where ⌧ is a smooth, slow function. Note that this does not mean that
the oscillation in the original state variables are linear because the transformation  
is, in general, nonlinear.

4.1. At time t move u0 closer to w0. Assuming that ⇠(u0) � ⇠(v0) = O(✏),
we may use v0 instead of w0, which is not known. Denote

J(t;u0, v0) = |Ftu0 � v0|2 .
We look for the local minima of J(t;u0, v0) closest to t = 0 (by the periodicity
assumption, such local minima exist):

0 = J 0(t;u0, v0)(t) = 2 (Ftu0 � v0) · d

dt
(Ftu0 � v0)

= 2 (Ftu0 � v0) ·
✓
@ �1

@⇠
⇠̇ +

@ �1

@�
�̇

◆
.

To leading order in ✏, we have

(4.1) (Ftu0 � v0) · (@ �1/@�) = O(✏).

In other words, the phase of Ftu0 is close to that of v0, �(Ftu0) =  0 + O(✏) and
therefore also to the phase of w0. We denote the “first” two local minima

�✏⌧0 +O(✏2) < t�0 < 0 < t+0 < ✏⌧0 +O(✏2),

where ⌧0 = ⌧(⇠0). Consider w̃±
0 = Ft±0

u0, and w̃0 = Su0 = �+w̃
+
0 + ��w̃

�
0 with

weights � = (�+,��) independent of ✏. Equation (4.1) implies that, for any linear
combination such that �++�� = 1, |w̃0� v0| = O(✏), i.e., w̃0 defined above is a valid
choice in the local alignment procedure. Therefore, we define the following.

Local alignment:

S0(u0; v0) = �+Ft+0
u0 + ��Ft�0

u0.
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PARAREAL MULTISCALE METHODS FOR HiOsc SYSTEMS A3551

In the numerical implementation of the local alignment S0, we use a simple al-
gorithm which solves the l2 minimization of J(t) with a small O(✏) step size and
adaptively increasing the search domain until an appropriate minimum is found. De-
noting the time where the minimum is attained by t⇤, we improve the accuracy by a
quadratic interpolation through the neighboring points of t⇤. This algorithm achieves
O(✏) accuracy with an e�ciency that is independent of ✏. See [9] for details and [54]
for further references on other e�cient minimization techniques.

4.2. At time t + H move u1 closer to w1. We would like to do the same
at t = H, i.e., move u1 = FHu0 to w1 = FHw0. The main di�culty is that we
cannot expect that the solution has oscillations of constant periodicities. We denote
⌧1 = ⌧(⇠1) = ⌧0 + (⇠1 � ⇠0)(@⌧/@⇠) + O(H2). In analogy to the procedure at t = 0,
we find the first two minimizers of

J(t;u1, w1) = |Ftu1 � w1|2 ,

such that �✏⌧1 +O(✏2) < t�1 < 0 < t+1 < ✏⌧1 +O(✏2). Let

w̃1 = �+w̃
+
1 + ��w̃

�
1 with w̃±

1 = Ft±1
u1 = w1 +O(✏).

Then, for any constants �+,�� we have that |w1 � w̃1| = O(✏). The problem is that

we do not know w1 and therefore cannot find t±1 . One option is to use t±0 instead and
choose weights �± that minimize the error. This requires us to relate t±0 and t±1 .

Denote

 u0 = (⇠0,�0) ,  u1 =  FHu0 = (⇠1,�1) ,

 v0 = (⌘0, 0) ,

 w0 = (⇠0, 0) ,  w1 =  FHw0 = (⇠1, 1) .

Without loss of generality, we assume that  0 > �0 and | 0 � �0| < 1. Similarly,
assume  1 > �1 and | 1 � �1| < 1. Then, to leading order in ✏,

t+0 = ( 0 � �0)✏⌧0, t+1 = ( 1 � �1)✏⌧1,

t�0 = �(1�  0 + �0)✏⌧0, t�1 = �(1�  1 + �1)✏⌧1.

Next, denote the solution of (⇠,�) with initial condition (⇠0,�0) as ⇠(t; ⇠0,�0) and
�(t; ⇠0,�0), i.e., (⇠(t; ⇠0,�0),�(t; ⇠0,�0)) =  Ftu0. Using the averaging principle (2.2),
we can write

⇠(t; ⇠0,�0) = ⇠̄(t) + ✏�(t/✏, ⇠) +O(✏2),

where ⇠̄(t) is a slow function that does not depend on the phase and �(s, ⇠) is inde-

pendent of ✏ and is ⌧(⇠)-periodic in s with zero average,
R ⌧(⇠)
0 �(s, ⇠)ds = 0.

�(H; ⇠0,�0) = �0 +

Z H

0

⇥
✏�1g1(⇠(t; ⇠0,�0)) + g2(⇠(t; ⇠0,�0))

⇤
dt

= �0 +

Z H

0

⇥
✏�1g1(⇠̄(t)) + g2(⇠̄(t))

⇤
dt+

Z H

0
g01(⇠̄(t))�(t/✏, ⇠̄(t))dt+O(✏)

= �0 + F (⇠0; ✏) +O(✏)
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for some function F that depends only on ⇠0 and ✏, but not on the initial phase �0.
In particular, we note that

�(w1)�  0 = �(FHw0)�  0 = �(H; ⇠0, 0)�  0 = F (⇠0; ✏) +O(✏).

Similarly,

�1 � �0 = �(FHu0)� �0 = �(H; ⇠0,�0)� �0 = F (⇠0; ✏) +O(✏).

Hence, �(w1) �  0 = �1 � �0 = O(✏). In other words, starting at w0 instead of u0

introduces a phase shift that is practically constant. We have then

t+1 = ( 1 � �1)✏⌧1 = ( 0 � �0) ✏


⌧0 +

@⌧

@⇠
· (⇠1 � ⇠0)

�
+O(✏H2 + ✏2)

= t+0 +Ht+0 �+O(✏H2 + ✏2),

where � = 1
H⌧0

@⌧
@⇠ · (⇠1 � ⇠0) = O(1). Similarly,

t�1 = t�0 +Ht�0 �+O(✏H2 + ✏2).

Consider

Ft±0
u1 = F�Ht±0 �Ft±1

u1 +O(✏H2 + ✏2) = F�Ht±0 �w̃
±
1 +O(✏H2 + ✏2).

Expanding around w̃±
1 , Ft±0

u1 = w̃±
1 � H

✏ �t
±
0 �+O(H2 + ✏2) for some vector � 2 Rd

independent of ✏. Therefore,

S�
H(u1;u0, v0) = �+Ft+0

u1 + ��Ft�0
u1(4.2)

=
�
�+w̃

+
1 + ��w̃

�
1

�
+

H

✏
�
�
�+t

+
0 + ��t

�
0

�
�+O(H2 + ✏2)

= w1 +
H

✏
�
�
�+t

+
0 + ��t

�
0

�
�+O(H2 + ✏).

Finally we see that with the choice

�+ =
�t�0

t+0 � t�0
, �� =

t+0
t+0 � t�0

,

the first order terms cancel out. Thus, we obtain a second order accurate forward
alignment to w1. See Figure 2 for the error of (4.2) for the simple example in (2.3).
In the following, we shall denote � = (�+,��).

Algorithm 3.5 applies the convex combination (4.2) in forward alignment. Indeed,
convergence in the state variable heavily relies on this step because the new point ũk�1

F,n

after the forward alignment is assigned as the reference for local alignment in the next
coarse interval. See step 2(c)iii. We emphasize that taking S�

H as (4.2) may shift the
slow coordinates of the resulting u1 from what was computed by the multiscale coarse
integrator and assumed to be accurate. In the next subsection, we propose a more
elaborate method to further improve the accuracy of the forward alignment step.

4.3. Improving accuracy in forward alignment. Here, the idea is that we
identify the convex combination with the point which divides the trajectory of (1.4)
originating from Ft+0

u1 and ending close to Ft�0
u1 by a proportion of �� to �+.

Since there are two orientations of Ft(Ft+0
u1) defined by forward and backward in
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Fig. 2. The error in correcting the phase at the end of one coarse segment for the expanding
spiral (2.3). (A) In local alignment, the phase at the end of a coarse segment u

0

is aligned with v
0

with an O(✏) error. (B) Blue: forward correction with s
+

; red: backward correction with s
�

; and
black: a linear combination of shifts using the forward alignment algorithm defined in section 4.
With the proposed linear combination, the error is of order H2.

time integrations, the modified convex combination will provide us with two points
depending on the orientations, and we will choose the one closer to S�

Hu1.
First, we propose to find the first two local minimizers of

J(t;Ft+0
u1,Ft�0

u1) = |Ft(Ft+0
u1)� Ft�0

u1|2,
such that �✏⌧1 < ��p < 0 < �+p < ✏⌧1. Denoting

(4.3) t++
0 = t+0 + ���

+
p and t+�

0 = t+0 + ���
�
p ,

we again find the first local minimizers of

(4.4)
J(t;Ft�0

u1,Ft++
0

u1) = |Ft(Ft�0
u1)� Ft++

0
u1|2,

J(t;Ft�0
u1,Ft+�

0
u1) = |Ft(Ft�0

u1)� Ft+�
0

u1|2,
such that �✏⌧1 < ��⇤ < 0 and 0 < �+⇤ < ✏⌧1, and denote them by

(4.5) t��
0 = t�0 + ��⇤ , t

�+
0 = t�0 + �+⇤ .

With local minimizers of (4.4), the phases between Ft++
0

and Ft��
0

, and between Ft+�
0

and Ft�+
0

are the same. Now, define the new weights using t0’s in (4.3) and (4.5):

�++ =
�t��

0

t++
0 � t��

0

, �+� =
�t�+

0

t+�
0 � t�+

0

, ��� =
t++
0

t++
0 � t��

0

, ��+ =
t+�
0

t+�
0 � t�+

0

.

The convex combination (4.2) is now modified as

S�1

H (u1;u0, v0) = �++Ft++
0

u1 + ���Ft��
0

u1,

S�2

H (u1;u0, v0) = �+�Ft+�
0

u1 + ��+Ft�+
0

u1.

Here, we note that

⇠(S�1

H (u1;u0, v0)) = ⇠(u1) +O(✏), ⇠(S�2

H (u1;u0, v0)) = ⇠(u1) +O(✏).
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In words, the modified convex combinations S�1

H (u1;u0, v0) and S�2

H (u1;u0, v0) guar-
antee the accuracy of order ✏ in the slow variables of u1.

Now, we propose to implement the forward alignment S�
H(u1;u0, v0) as follows.

Forward alignment:

1. Set the reference point using (4.2), û := �+Ft+0
u1 + ��Ft�0

u1.
2. Compute two modified convex combinations with opposite orientations,

�++Ft++
0

u1 + ���Ft��
0

u1, �+�Ft+�
0

u1 + ��+Ft�+
0

u1.

3. Denote by S�
H(u1;u0, v0) the combination closer to û.

Remark 4.2. Let F0 be a fine integrator for the unperturbed system of (1.4).
Then by definition, ⇠(F0

t u0) = ⇠(u0) for all t > 0 but �(F0
t u0) 6= �(u0) for some

t > 0. If F0 is given explicitly, one can achieve more accurate local and forward
alignments by using it in the minimization of J(t).

5. Numerical examples. In this section, the accuracy of the suggested
multiscale-parareal methods are studied in several typical examples. To this end,
we briefly discuss our choice of multiscale solver used as a coarse integrator.

The simulations performed in this paper are computed using a symmetric algo-
rithm based on the multiscale algorithm introduced in [2]. This method only assumes
the existence of slow variables but does not use its explicit form. We now briefly eluci-
date some of the needed information about the algorithm. The multiscale propagator
MH of step size H will involve fine scale propagators F for

(5.1) ˙̄u = ✏�1f1(ū) +K(t/⌘)f0(ū, t, ✏
�1t),

where the filter K satisfies adequate smoothness and moment conditions, as well as

F0
for the “unperturbed” equation:

(5.2) ˙̄u = ✏�1f1(ū).

Unless specified otherwise, the following symmetric coarse propagator, denoted MH ,
originally proposed and analyzed in [45], is applied throughout the section,

(5.3) MH =

✓
1� H

2⌘

◆
F0

⌘ +
H

2⌘
F0

�⌘F2⌘.

5.1. Stellar orbits in a galaxy. The following system is taken from the theory
of stellar orbits in a galaxy [41, 42]:

(
r̈1 + a2r1 = ✏r22,

r̈2 + b2r2 = 2✏r1r2.

Following a change of variables x = [x1, v1, x2, v2]T = [r1,
d
d⌧ r1/a, r2,

d
d⌧ r2/b]

T and
after a rescaling of time, t = ✏⌧ , the system can be written in the following form

(5.4)
ẋ1 = ✏�1av1, v̇1 = �✏�1ax1 + x2

2/a,

ẋ2 = ✏�1v2, v̇2 = �✏�1x2 + 2x1x2/b.
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Initial conditions are (x1, v1, x2, v2)(0) = (1, 0, 1, 0). Resonance of oscillatory modes
take e↵ect in the lower order term when a = 2 and b = 1. Using the algorithm
proposed in [5], three independent slow variables are identified as

(5.5) ⇠1 = x2
1 + v21 , ⇠2 = x2

2 + v22 , ⇠3 = x1x
2
2 + 2v1x2v2 � x1v

2
2 .

The example falls under the category of HiOsc systems in which two sti↵ harmonic
oscillators are coupled. The local O(H2) error introduced by the first order coarse
multiscale integrator is realized.

The system (5.4) is integrated using Algorithm 3.5, applying the global alignment
algorithm described in section 4 to ensure convergence in the state variable. The
symmetric Poincaré method is used as a coarse solver, using the trajectory of (5.4)
as the flow F and the one of (5.4) without a lower order perturbation as the flow F0.
We stress that the numerical approximation is obtained without using our knowledge
that the system can be decomposed into the three slow variables ⇠1, ⇠2, and ⇠3 and
a fast phase-like variable �. These decompositions are only used in order to explain
the fast-slow structure in the dynamics.

Figure 3 shows the absolute error in the state variable of the entire trajectory.
Initially, the absolute error is large because the inaccurate slow variables create a jump
in the phase between coarse time segments. However, after four iterations the error in
the state variable drops below ✏, which is the theoretical limit possible with multiscale
methods on their own. Parameters are detailed in Table 1. The fine integrator is the
ODE45 method, and the coarse integrator is the Poincaré second order multiscale
method. A C3 kernel with p = 1 is used for the filtered equation.

Finally, we make a brief remark on systems with multiple fast frequencies, for
example, by taking a =

p
2 and b = 1 in (5.4). In this case, the dynamics is described

by the two slow variables ⇠1 and ⇠2 in (5.5) and two fast variables related to the
phases of the two oscillators [5]. Unlike the resonant case a = 2 with fixed ⇠1 and
⇠2, the fast dynamics is ergodic with respect to a two-dimensional torus. As a result,
Assumption 4.1 is not satisfied and the alignment algorithms of section 4 cannot

0 1 2 3 4 5 6 7 8 9 10
10

−6

10
−4

10
−2

10
0

Fig. 3. Stellar orbits in a galaxy, example 5.1. The absolute error in the state variables
(x

1

, v
1

, x
2

, v
2

) as a function of iteration is depicted.

Table 1
Parareal parameters in example 5.1.

✏ T H hfine ⌘Poincaré hPoincaré RelTol, AbsTol (ODE45)

10�3 14 0.5 ✏/100 20✏ ✏/10 10�13, 10�11
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Table 2
The absolute error in the slow variables for a nonresonant slow-fast system described in exam-

ple 5.1.

k 1 2 4 8 9

3.28e-2 7.59e-3 1.04e-3 7.82e-4 5.25e-4

be applied. Suppose, however, that the system is given in the slow-fast coordinates
explicitly. As discussed in section 3, one trivial strategy for local alignment is to
simply reset the values of fast variables obtained by the coarse integrator with the
values computed by the fine one at the corresponding time step. With this simple
alignment strategy, slow variables do not change (i.e., �⇠ = 0) and the assumptions
underlying Theorem 3.3 hold. In particular, the approximation for the slow variables
will converge. Table 2 lists numerical results for the nonresonant a =

p
2 case. Since

the slow variables are known, the midpoint rule ((5.6) and (5.7) in [5]) was chosen
instead of the Poincaré method as the macrosolver. Note that although convergence
of this macrosolver for the nonresonant case was not proven in [5], their results can
be extended for quasi-periodic trajectories using [21]. All numerical parameters are
the same as in Table 1.

5.2. Nonlinear oscillators. Consider the following example of a Voltera–Lotka
oscillator with slowly varying frequency and amplitude,

ẋ = ✏�1x(1� zy),

ẏ = ✏�1zy(x� 1),

ż = 0.2x.

Initial conditions are (x, y, z)(0) = (1, 2.9, 1). For fixed z, (x, y) is a Voltera–Lotka
oscillator whose period is of order ✏. The period and amplitude of (x, y) depend on a
parameter z, which is given by the time integral of x. As a result, z is a slow variable.
It is easily verified that the first integral of the oscillator is also slow,

I = x� log(x) + y � log(y)/z.

Again, we stress that the slow variables are only used in order to demonstrate the
results of the method. They are not used in the numerical approximation. In addi-
tion, Figure 4(A) shows the slow variable level set, {u 2 R3 : I(u) = I(x(tn), y(tn),
z(tn))}, projected onto x-y plane. In contrast to the previous examples, the level set
of the slow variable I is not a circle. As a result, J(t) may have several local minima
and we need to find the first local minima which is close to the global minimum of
J within a few periods. Parameters are given in Table 3. The fine integrator is the
ODE45 method, and the coarse integrator is the Poincaré second order multiscale
method. A C3 kernel with p = 1 is used for the filtered equation.

5.3. Resonant swinging spring. The swinging spring (or elastic pendulum)
is a three-dimensional mechanical system in which a mass is suspended from a fixed
point by a spring. It has been shown [35] that under specific resonance conditions, the
pendulum exhibits stepwise precession as energy is transfered between the oscillatory
modes. The equations of motion of the spring are given by
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Fig. 4. A Lotka–Voltera oscillator with slowly varying frequency and amplitude, example 5.2.
(A) The level sets of the slow variable I projected onto the x-y plane. (B) The absolute error in the
state variables as a function of iteration.

Table 3
Parareal parameters in example 5.2.

✏ T H hfine ⌘Poincaré hPoincaré RelTol, AbsTol (ODE45)

10�3 10 1/2 ✏/200 30✏ ✏/10 10�13, 10�10

ẍ+ !2
Rx = �xz,

ÿ + !2
Ry = �yz,

z̈ + !2
Zz = 0.5�(x2 + y2),

where !R and !Z are the frequencies of pendular and elastic oscillations, and �
depends on wR and the length of the spring. When !Z = 2!R, the spring rotates
twice in the x–y projection before returning to the initial position, and the motion
becomes periodic. This is the 2:1:1 resonance dynamics which is investigated in [35].

After the change of variables (x1, x2, x3, x4, x5, x6) = (!Rx, ẋ,!Ry, ẏ,!Zz, ż), the
system can be written in the following form,

(5.6)

ẋ1 = !Rx2,

ẋ2 = �!Rx1 + �!�1
R !�1

Z x1x5,

ẋ3 = !Rx4,

ẋ4 = �!Rx3 + �!�1
R !�1

Z x3x5,

ẋ5 = !Zx6,

ẋ6 = �!Zx5 + 0.5�!�2
R (x2

1 + x2
3).

Assuming an HiOsc scenario, we take !R = ⇡✏�1, !Z = 2⇡✏�1, and � = 0.75!2
Z .

Following [5], we identify five independent slow variables: three oscillatory energies, a
1:1 resonance between (x1, x2) and (x3, x4), and a 2:1 resonance between (x1, x2) and
(x5, x6). Initial conditions are set as (x1, x2, x3, x4, x5, x6)(0) = (0.6, 0, 0, 0.489, 1.2, 0).
Figure 5 presents numerical results using the multiscale parareal Algorithm 3.5. Pa-
rameters are tabulated in Table 4. The fine integrator is the ODE45 method, and the
coarse integrator is the Poincaré second order multiscale method. A C1 kernel with
p = 1 is used.

5.4. Passage through resonance. One of the fundamental assumptions un-
derlying multiscale approaches such as Poincaré and other methods is a spectral gap in

D
ow

nl
oa

de
d 

11
/1

1/
16

 to
 1

28
.6

2.
20

8.
14

8.
 R

ed
ist

rib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

://
w

w
w

.si
am

.o
rg

/jo
ur

na
ls/

oj
sa

.p
hp



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

A3558 GIL ARIEL, SEONG JUN KIM, AND RICHARD TSAI
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Fig. 5. The resonant swinging spring, example 5.3. The absolute error in the state variables
as a function of iteration.

Table 4
Parareal parameters in example 5.3.

✏ T H hfine ⌘Poincaré hPoincaré RelTol, AbsTol (ODE45)

10�3 20 1/2 ✏/50 10✏ ✏/10 10�13, 10�11

the spectrum of the Jacobian of the equations of motion. When this assumption fails,
for example, due to a temporary passage through resonance, the assumption (3.1) may
not hold; the resonance and typical multiscale methods fail. However, the applicabil-
ity of the multiscale algorithms can be extended by the parareal approach described
above, i.e., by resolving all scales of the dynamics.

We consider the following example:

ẋ = �2⇡✏�1f(z)y + 0.5 sin(z)x,

ẏ = 2⇡✏�1f(z)x,

ż = 1,

where f(z) = tanh (50(z � 4.5)) . Initial conditions are (1, 0, 0). In words, f(z) changes
smoothly from -1 to 1, vanishing at z = 4.5. Hence, the frequency of oscillation
undergoes fast oscillations with varying frequency, except close to t = 4.5. At this
time, f(z) vanishes and the system is no longer HiOsc. More precisely, trajectories
go through a transition layer. Its width in this example is of order ✏. The two slow
variables are I = x2 + y2 and z.

Figure 6(A) shows the values of the state variables with ✏ = 10�4. Due to
the resonance, the Poincaré method fails to capture the correct evolution of the slow
variables when crossing the singular point t = 4.5. However, combining with parareal,
the fine solution of parareal integrates the equation across the resonance and allows
the multiscale method to proceed beyond the singularity. In Figure 6(B), the absolute
error in the state variable does not decrease with iterations because the accuracy of
phase alignment relies on the scale separation which does not exists near t = 4.5. We
show, however, that the convergence in the state variable can be achieved with a slight
modification of Algorithm 3.5. Figure 6(C) is obtained by skipping phase alignments,
step 2(c)i and ii, and replacing step (c)iii with the naive correction (1.2) near t = 4.5.
See Table 5 for parameters used in numerical solution.D
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Fig. 6. Passage through resonance, example 5.4. (A) The solution of x(t) and y(t) with t 2 [4, 5]
and ✏ = 10�4. The frequency function vanishes at t = 4.5 and solutions lose their HiOsc nature.
(B) The absolute errors of both state (circles) and slow (crosses) variables as a function of iterations
with phase alignment at all times. (C) The absolute errors with phase alignment turned o↵ near
t = 4.5. Convergence in the state variable is achieved.

Table 5
Parareal parameters in example 5.4.

✏ T H hfine ⌘Poincaré hPoincaré RelTol, AbsTol (ODE45)

10�4 7 1/4 ✏/200 15✏ ✏/10 10�13, 10�11

Remark 5.1. This example demonstrates that the applicability of the multiscale-
parareal coupling using alignments may be wider than the convergence theory proved
in section 4.

5.5. The Fermi–Pasta–Ulam problem. We consider a chain of 2k springs
on a line, connected with alternating soft nonlinear and sti↵ linear springs with both
ends fixed. This problem has been used as a benchmark for testing the long-time
performance of geometric integrators [32]. See also [14, 15, 31] and references therein
for related recent work. The model is derived from the following Hamiltonian:

H(p, q) =
1

2

2kX

i=1

p2i +
1

4
✏�2

kX

i=1

(q2i � q2i�1)
2 +

kX

i=1

(q2i+1 � q2i)
4.

Using the change of variables given in [5], the system can be written as

(5.7)

8
>>><

>>>:

ẏi = ui,

ẋi = ✏�1vi,

u̇i = �(yi � ✏xi � yi�1 � ✏xi�1)3 + (yi+1 � ✏xi+1 � yi � ✏xi)3,

v̇i = �✏�1xi + (yi � ✏xi � yi�1 � ✏xi�1)3 + (yi+1 � ✏xi+1 � yi � ✏xi)3.

Since the ends are fixed, y0 = x0 = yk+1 = xk+1 = 0.
In this section, we endeavor solving (5.7) in the O(✏�1) time scale using the

proposed methods. The aim is to expose the limit of the various di↵erent algorithmic
components of the proposed methods. Clearly, the time scale in which we compute
the solutions of (5.7) is out of the scope of the analysis that we presented earlier.

System (5.7) is solved in R8 with k = 2, and it admits seven slow variables—they
are the total energies of the sti↵ springs, Ii = x2

i + v2i for i = 1, 2, the relative phases
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between the sti↵ springs, � = x1x2 + v1v2, and all the degrees of freedom which are
related to the soft springs: yi and ui, i = 1, 2. The nontrivial energy transfer and the
relative phase take place in the very long ✏�1 time scale.

In Figure 7(A), we present the maximum errors in the state variable in a long
time interval [0, T ] = [0, ✏�1/2] with ✏ = 10�3. The system (5.7) is integrated using
Algorithm 3.5, applying the global alignment algorithm described in section 4 to
achieve convergence in the state variable. The results are computed with the initial
conditions y1 = x1 = y2 = x2 = 1, (u1, v1, u2, v2) = (0, 1.2, 1, 0), and with the
parameters given in Table 6. The Verlet method was used as the fine integrator and
the Poincaré second order method (Verlet macrosolver and ODE45 microsolver) as
the multiscale integrator. The parareal results are compared with the solutions of the
fine integrator using hfine given in Table 6. We further point out that the errors will
decrease as ✏ becomes smaller.

In Figure 7(B), we present the maximum errors computed using the same set
of conditions and parameters, except that the phase alignments are computed by the

numerical solutions of the modified equation:
(5.8)8

>>><

>>>:

ẏi = 0 · ui,

ẋi = ✏�1vi,

u̇i = 0 · ��(yi � ✏xi � yi�1 � ✏xi�1)3 + (yi+1 � ✏xi+1 � yi � ✏xi)3
 
,

v̇i = �✏�1xi + 0 · �(yi � ✏xi � yi�1 � ✏xi�1)3 + (yi+1 � ✏xi+1 � yi � ✏xi)3
 

with y0 = x0 = yk+1 = xk+1 = 0. This is a slightly more general type of “unper-
turbed” equations as those defined in section 5. This approach may be thought of as
phase alignments with some slow variables constrained. A detailed discussion about
such a topic is out of the scope of this paper, and shall be addressed in a future work.
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Fig. 7. The Fermi–Pasta–Ulam problem, example 5.5. The absolute error in the state variables
as a function of iteration is depicted. (A) Phase alignments with the full system (5.7). (B) Phase
alignments with the unperturbed equation explained in the paragraph.

Table 6
Parareal parameters in example 5.5.

✏ T H hfine ⌘Poincaré hPoincaré RelTol, AbsTol (ODE45)

10�3 ✏�1/2 1/4 ✏/20 10✏ ✏/20 10�12, 10�10D
ow

nl
oa

de
d 

11
/1

1/
16

 to
 1

28
.6

2.
20

8.
14

8.
 R

ed
ist

rib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

://
w

w
w

.si
am

.o
rg

/jo
ur

na
ls/

oj
sa

.p
hp



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

PARAREAL MULTISCALE METHODS FOR HiOsc SYSTEMS A3561

Remark 5.2. We observe that in this study, phase alignments by solutions of
(5.8) yield significantly superior results. Indeed, our experience indicated that for the
problems that can be solved by the Poincaré method described in [2], it is generally
better to use the so-called “unperturbed” equations for phase alignments, as the slow
variables are constrained and would not deteriorate the performance of the phase
alignment steps. However, we chose to present a more general setup in this paper,
avoiding any specific choice of coarse integrators in describing the algorithms.

6. Summary. The paper describes two approaches to incorporate multiscale
integrators as coarse integrators in parareal methods. The first, presented in sec-
tion 3.1, approximates all the slow variables. However, the numerical approximation
of the state variables uk

n does not converge to the true solution u(nH). This parareal-
multiscale combination has several advantages compared to other multiscale schemes:

• Increased stability and lowered sensitivity to the choice of parameters.
• Increased accuracy: The accuracy of slow variables may be smaller than O(✏),
which is a theoretical limit for Poincaré and other multiscale methods that
are based on averaging or homogenization principles.

• Applicability to systems with moderate scale separation. Most multiscale
methods are more e�cient than conventional, nonmultiscale schemes if the
separation in scale is large enough, i.e., if ✏ is su�ciently small. However,
they typically become less e�cient or unstable at intermediate values of ✏.

• The method may be used in situations in which the dynamics looses its multi-
scale structure in a short transition layer, for example, due to passage through
resonance; see example 5.4.

The second approach, presented in section 3.2, computes a convergent approxima-
tion to all state variables in the system. This algorithm requires the phase alignment
procedure, described in section 4 in addition to the steps needed in our first algorithm.
We prove that the accuracy of the scheme in the sup norm after K iterations is of
order ✏�1HK + Ef , where H is the a coarse step size. In particular, the number of
iterations to achieve a given error tolerance is logarithmic in ✏�1.

The computational cost of the method can be grouped into two contributions.
The first is the cost of the fine integrator invoked at each parareal iteration. It
is proportional to H✏�1 for each iteration. The second contribution comes from
the overhead of multiscale integrators and phase alignment. While this contribution
is independent of ✏, it grows linearly with the number of coarse step sizes, H�1.
Hence, there is a trade o↵ in choosing H. With a large scale separation ✏ ⌧ 1,
the first contribution dominates and, assuming maximal parallelization is available,
it is advantageous to use a relatively small H, even if the multiscale method allows
larger steps. The two contributions balance if one takes H =

p
✏, which implies a

computational cost of order K✏�1/2. In contrast, parallel methods using conventional
integrators will require at least O(✏�1) steps.

The general approach for a multiscale-parareal coupling using alignments is not
limited to the proposed particular implementation. While the alignment method de-
scribed above assumes a single-frequency fast variable, di↵erent alignment algorithms
may be possible in the multifrequency case. For example, if the slow-fast system
is given explicitly, one could simply set the fast variable in the coarse integrator to
coincide with the fine one. The related experiment was given in section 5.1. Seam-
less methods for systems with multiple high frequencies, which do not require full
knowledge of the fast and slow coordinates, are beyond the scope of this paper.
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