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Abstract. In this paper, we study the decomposition of sets of consecutive integers, i.e., how to express the set $\{0,1, \ldots, m n-1\}$ as the Minkovski sum of two sets, one with $m$ terms and the other with $n$ terms. First, we translate the problem into the language of polynomials. Then we use the properties of cyclotomic polynomials to determine the structure of all the solutions. Then, we deduce formulas for the number of such expressions. Finally, we give an algorithm to calculate the number of such expressions and analyze its computational complexity.

## 1 Introduction

Here is an interesting combinatorial problem:
Question 1.1. Let $X=\left(x_{i j}\right)$ be an $m \times n$ matrix such that $\left\{x_{i j} \mid 1 \leq i \leq m, 1 \leq j \leq n\right\}=$ $\{0,1, \ldots, m n-1\}$. We can do the following operations on $X$ : choose any row or column, add 1 or subtract 1 from each element in the chosen row or column. If $A$ can be changed into a zeromatrix (with every entry zero) after finitely many operations, we say that $A$ is "PERFECT". Now the question is how can we find all the "perfect" matrices? What can we say about the number of "perfect" matrices?

A first observation to be made is that the order of operations doesn't affect the outcome. Therefore, we can simply assume that the operations are carried out row by row, then column by column. Suppose all the operations on the $i$ th row subtract $a_{i}$ from each element in this row, while all the operations on the $j$ th column subtract $b_{j}$ from each element in this column, here $a_{i}, b_{j} \in \mathbb{Z}$ (when $a_{i}<0$, it means adding $\left|a_{i}\right|$ to each element in the the $i$ th row, the same for $b_{j}$ ).

We can thus represent any combination of operations by $\left(a_{1}, a_{2}, \ldots, a_{m}, b_{1}, b_{2}, \ldots, b_{n}\right)$, an $(m+n)$-tuple of integers. If the operations change $X=\left(x_{i j}\right)$ into a zero-matrix, we have the following equations: $a_{i}+b_{j}=x_{i j}(1 \leq i \leq m, 1 \leq j \leq n)$.

Furthermore, we notice that doing the operation of subtracting $d$ form each element in a row for all rows is the same as doing the operation of subtracting $d$ form each element in a column for all columns. Therefore, without loss of generosity, we may assume that no operation is done on the row and column containing the entry 0 , i.e., there exists $a_{i_{0}}=b_{j_{0}}=0$. Since $x_{i j} \geq 0$, we have $a_{i}=x_{i j_{0}} \geq 0, b_{j}=x_{i_{0} j} \geq 0$ for every $1 \leq i \leq m$ and $1 \leq j \leq n$.

With these observations, we can restate the question as follows:
Question 1.2. Let $A, B$ be two finite sets of integers such that $A+B=\{0,1, \ldots, m n-1\}$, $|A|=m,|B|=n, \min A=\min B=0$. Here $A+B=\{a+b \mid a \in A, b \in B\}$. What can we say about the structure of $(A, B)$ ? What about the number of pairs $(A . B)$ ?

[^0]The relation between the two questions is clear. The first parts of both questions are equivalent except that the tuples $\left(a_{1}, a_{2}, \ldots, a_{m}\right),\left(b_{1}, b_{2}, \ldots, b_{n}\right)$ in Question 1.1 are ordered, while the sets $A, B$ in Question 1.2 are not. So, if we write the answer to the second part of Question 1.1 as $G(m, n)$, the answer to the second part of Question 1.2 as $F(m, n)$, we have $G(m, n)=m!\cdot n!\cdot F(m, n)$.

So the combinatorial problem Question 1.1 is essentially a question on the decomposition of sets of consecutive integers. It gives us an interesting combinatorial model and makes it easier to visualize. In the rest of the paper, we will be answering Question 1.2. In Section 2, we will be dealing with the first part of the question, i.e, how to construct all the decompositions. In Section 3, we will be dealing with the second part of the question, i.e., what is the number of different decompositions?
Remark. For the set $\{i, i+1, \ldots, j-1\}$, we can construct its decomposition $A+B$ by first taking $A^{\prime}+B$ to be the decomposition of $\{0,1, \ldots, j-i-1\}$, then take $A^{\prime}=A+i$. So we only need to answer Question 1.2 .

To answer Question 1.2 we use the idea of generating function to capture the property of the Minkovski sum: $A+B=\{a+b \mid a \in A, b \in B\}$. Suppose $A=\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$ and $B=\left\{b_{1}, b_{2}, \ldots, b_{n}\right\}$, we define

$$
\begin{aligned}
& P(x)=x^{a_{1}}+x^{a_{2}}+\ldots+x^{a_{m}} \\
& Q(x)=x^{b_{1}}+x^{b_{2}}+\ldots+x^{b_{m}}
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
P(x) Q(x) & =\left(\sum_{i=1}^{m} x^{a_{i}}\right)\left(\sum_{j=1}^{n} x^{b_{j}}\right)=\sum_{i, j} x^{a_{i}+b_{j}} \\
& =1+x+x^{2}+\ldots+x^{m n-1}=\frac{x^{m n}-1}{x-1}
\end{aligned}
$$

We are lead to study the following question, which is exactly the same as Question 1.2
Question 1.3. $N \geq 2, N=m n$. How can we write $\frac{x^{N}-1}{x-1}=1+x+x^{2}+\ldots+x^{N-1}$ as the product of two polynomials $P(x), Q(x)$ with $\{0,1\}$ coefficients such that $P(x)$ has $m$ positive terms and $Q(x)$ has $n$ positive terms? And in how many ways?

Since it is much more convenient to use the language of polynomials, we will stick to the narrative in Question 1.3 .

For the first part of the question, our first guess is as follows:
To write $\frac{x^{N}-1}{x-1}$ as the product of two polynomials with $\{0,1\}$ coefficients, we do the following steps.
(1) Choose any factorization of $N$, namely $N=p_{1} \ldots p_{k}$, where $p_{i}$ are primes, not necessarily distinct. Notice that the order of the primes matters here.
(2) We have the following equality:

$$
\frac{x^{N}-1}{x-1}=\Phi_{p_{1}}(x) \Phi_{p_{2}}\left(x^{p_{1}}\right) \Phi_{p_{3}}\left(x^{p_{1} p_{2}}\right) \ldots \Phi_{p_{k}}\left(x^{p_{1} \ldots p_{k-1}}\right)
$$

Here $\Phi_{p}(x)=\frac{x^{p}-1}{x-1}$ is the $p$ th cyclotomic polynomial.
(3) We divide all the cyclotomic polynomials $\Phi_{p_{i}}\left(x^{p_{1} \ldots p_{i-1}}\right)$ into two groups such that the product of indexes of cyclotomic polynomials in each of the two groups is $m$ and $n$ respectively. Take $P(x)$ and $Q(x)$ to be the product of polynomials in one of the two groups respectively.

It is quite obvious that $P(x)$ and $Q(x)$ obtained this way have $\{0,1\}$ coefficients, have $m$ and $n$ positive terms respectively and satisfy $P(x) Q(x)=\frac{x^{N}-1}{x-1}$. Furthermore, we find out that every pair of polynomials satisfying the condition in Question 1.3 can be obtained in this way. This will be proved in Section 2.

As for the second half of the question, we will deduce formulas for $F(m, n)$ and $H(N)$ in Section 3. Here $F(m, n), m n=N$ is the number of pairs of polynomials satisfying the condition in Question 1.3 and $H(N)$ is the number of pairs of polynomials $(P(x), Q(x))$ with $\{0,1\}$ coefficients whose product is $\frac{x^{N}-1}{x-1}$, without the restriction on the number of terms in $P(x)$ and $Q(x)$.

## 2 Construction of the decomposition

In this section, we study the first part of Question 1.3 and give a rigorous proof of our main result Proposition 2.4 and Corollary 2.5
Question 2.1. $N \geq 2$. How can we write $\frac{x^{N}-1}{x-1}=1+x+x^{2}+\ldots+x^{N-1}$ as the product of two polynomials $P(x), Q(x)$ with $\{0,1\}$ coefficients such that $P(x)$ has $m$ positive terms and $Q(x)$ has $n$ positive terms?

It is helpful to remove the restriction on the number of positive terms at first. After we give Proposition 2.4 it is easy to add this further restriction as in Corollary 2.5.

We shall first look at some special cases:
Case. $N=p^{\alpha}, p$ is a prime, $\alpha \in \mathbb{N}$.

$$
\frac{x^{p^{\alpha}}-1}{x-1}=\frac{x^{p}-1}{x-1} \cdot \frac{x^{p^{2}}-1}{x^{p}-1} \cdot \ldots \cdot \frac{x^{p^{\alpha}}-1}{x^{p^{\alpha-1}}-1}=\Phi_{p}(x) \Phi_{p^{2}}(x) \ldots \Phi_{p^{\alpha}}(x)
$$

Throughout the paper, $\Phi_{n}(x)$ is the $n$th cyclotomic polynomial.
Since $\Phi_{n}(x)$ is irreducible in $\mathbb{Z}[x]$ for any $n \in \mathbb{Z}^{+}$, if $\frac{x^{p^{\alpha}}-1}{x-1}=P(x) Q(x)$, then we can divide these cyclotomic polynomials on the right hand side into two groups such that $P(x)$ is the product of the polynomials in one group and $Q(x)$ is the product of the polynomials in another group.

The product of any collection of polynomials on the right hand side of the equality above has $\{0,1\}$ coefficients, since for $I \subset\{1,2, \ldots, \alpha\}$, we have

$$
\prod_{i \in I} \Phi_{p^{i}}(x)=\sum_{j} x^{j}
$$

Here, the summation runs over all $j$ such that $j=\sum_{i \in I} e_{i} p^{i-1}, e_{i} \in\{0,1, \ldots, p-1\}$.
Therefore, polynomials $P(x)$ and $Q(x)$ with $\{0,1\}$ coefficients satisfy $\frac{x^{p^{\alpha}}-1}{x-1}=P(x) Q(x)$ if and only if there exists some partition $I, J$ of $\{1,2, \ldots, \alpha\}$, i.e., $I \cup J=\{1,2, \ldots, \alpha\}, I \cap J=\varnothing$, such that

$$
\begin{aligned}
& P(x)=\prod_{i \in I} \Phi_{p^{i}}(x) \\
& Q(x)=\prod_{j \in J} \Phi_{p^{j}}(x) .
\end{aligned}
$$

The idea of using generating functions are extremely useful when $N$ is a power of prime, since every irreducible factor of $\frac{x^{p^{\alpha}}-1}{x-1}$ has $\{0,1\}$ coefficients. But the problem becomes more complex when $N$ has different prime factors.

Case. $N=12$

$$
\frac{x^{12}-1}{x-1}=\Phi_{2}(x) \Phi_{3}(x) \Phi_{4}(x) \Phi_{6}(x) \Phi_{12}(x)
$$

In this case, $\Phi_{6}(x)=1-x+x^{2}$ and $\Phi_{12}(x)=1-x^{2}+x^{4}$ do not have $\{0,1\}$ coefficients.
If $\frac{x^{12}-1}{x-1}=P(x) Q(x)$, we can still divide these cyclotomic polynomials on the right hand side into two groups such that $P(x)$ is the product of the polynomials in one group and $Q(x)$ is the product of the polynomials in another group. The problem is that not every way of dividing these polynomials gives us $P(x)$ and $Q(x)$ with $\{0,1\}$ coefficients.

For example,

$$
\begin{aligned}
& \Phi_{2}(x) \Phi_{12}(x)=1+x-x^{2}-x^{3}+x^{4}+x^{5} \\
& \Phi_{3}(x) \Phi_{12}(x)=1+x-x^{3}+x^{5}+x^{6}
\end{aligned}
$$

It is difficult to determine how can we divide the cyclotomic polynomials into two goups so that the product of each group has $\{0,1\}$ coefficients. So we have to find more properties of $P(x)$ and $Q(x)$.
Lemma 2.2. For $N \geq 2$, if polynomials $P(x), Q(x)$ with $\{0,1\}$ coefficients satisfy $\frac{x^{N}-1}{x-1}=$ $P(x) Q(x)$, then there exists an integer $d \mid N, d>1$ such that $\left.\frac{x^{d}-1}{x-1} \right\rvert\, P(x)$ and $\frac{P(x)(x-1)}{x^{d}-1}$ has $\{0,1\}$ coefficients. (or $\left.\frac{x^{d}-1}{x-1} \right\rvert\, Q(x)$ and $\frac{Q(x)(x-1)}{x^{d}-1}$ has $\{0,1\}$ coefficients.)

Proof. Suppose $P(x)=x^{a_{1}}+x^{a_{2}}+\ldots+x^{a_{m}}, Q(x)=x^{b_{1}}+x^{b_{2}}+\ldots+x^{b_{n}},\left(0=a_{1}<a_{2}<\ldots<a_{m}\right.$, $\left.0=b_{1}<b_{2}<\ldots<b_{n}\right)$. Then, $\left\{a_{i}+b_{j} \mid 1 \leq i \leq m, 1 \leq j \leq n\right\}=\{0,1, \ldots, m n-1\}$.

Construct matrix $X=\left(x_{i j}\right)$ such that $x_{i j}=a_{i}+b_{j}(1 \leq i \leq m, 1 \leq j \leq n)$. So $\left\{x_{i j}\right\}=$ $\{0,1, \ldots, m n-1\}$.

Notice that the entries in each row are in increasing order from left to right and the entries in each column are in increasing order from top to bottom.

Thus either $x_{12}=1$ or $x_{21}=1$. Without loss of generosity, we may assume that $x_{12}=1$, thus $a_{2}=1$.

Suppose $d$ is the smallest integer that is not in the first row of the matrix. Then $x_{1 j}=$ $j-1,(1 \leq j \leq d)$ and $x_{21}=d$.

We want to show that the first row consists of blocks of $d$ consecutive integers.
Suppose that this is true for the first $k d(k \geq 1)$ entries, i.e, $x_{1(i d+j)}=x_{1(i d+1)}+j-1,(0 \leq$ $i \leq k-1,1 \leq j \leq d)$, while the next $d$ entries are not consecutive integers, i.e, there exists an integer $1 \leq t<d$ such that $x_{1(k d+t+1)}>x_{1(k d+t)}+1$. We may assume that $t$ is the smallest integer satisfying this condition. Thus, $x_{1(k d+j)}=x_{1(k d+1)}+j-1,(1 \leq j \leq t)$ but $x_{1(k d+t+1)}>x_{1(k d+t)}+1$.

Since $x_{1(k d+1)}<x_{1(k d+t)}+1<x_{1(k d+t+1)}, x_{1(k d+t)}+1$ must be somewhere in the matrix. Suppose $x_{i_{0} j_{0}}=x_{1(k d+t)}+1$.
(1) $j_{0}>k d+t$
then we have $x_{i_{0} j_{0}} \geq x_{1(k d+t+1)}>x_{1(k d+t)}+1$, thus leading to a contradiction.
(2) $k d+1 \leq j_{0} \leq k d+t$
if $i_{0}=1$, we have $x_{i_{0} j_{0}} \leq x_{1(k d+t)}<x_{1(k d+t)}+1$, thus leading to a contradiction,
if $i_{0} \geq 2$, we have

$$
\begin{aligned}
x_{i_{0} j_{0}} & \geq x_{2(k d+1)}=a_{2}+b_{k d+1} \\
& =\left(a_{2}+b_{1}\right)+\left(a_{1}+b_{k d+1}\right)-\left(a_{1}+b_{1}\right) \\
& =x_{21}+x_{1(k d+1)}=x_{1(k d+1)}+d \\
& =x_{1(k d+t)}+d-t+1 \\
& >x_{1(k d+t)}+1
\end{aligned}
$$

thus leading to a contradiction.
(3) $j_{0} \leq k d$

Notice that the first $k d$ entries of each row consists of $k$ blocks of $d$ consecutive integers. If $s$ is an entry in the first $k d$ columns, and $s \in\left[s^{\prime}, s^{\prime}+d\right]$ then either $s^{\prime}$ or $s^{\prime}+d$ is also an entry in the first $k d$ columns. However, $x_{1(k d+1)}<x_{1(k d+t)}+1<x_{1(k d+t+1)}<x_{1(k d+1)}+d=x_{2(k d+1)}$, and neither $x_{1(k d+1)}$ nor $x_{2(k d+1)}$ is in the first $k d$ column, thus leading to a contradiction.

So we have proved that the first row consists of blocks of $d$ consecutive integers, and so does each other row in the matrix.

Therefore $d \mid m$ and

$$
\begin{aligned}
P(x) & =x^{a_{1}}+x^{a_{2}}+\ldots+x^{a_{m}} \\
& =\left(1+x+x^{2}+\ldots+x^{d-1}\right)\left(x^{a_{1}}+x^{a_{d+1}}+x^{a_{2 d+1}}+\ldots+x^{a_{m-d+1}}\right)
\end{aligned}
$$

that is to say $\left.\frac{x^{d}-1}{x-1} \right\rvert\, P(x)$ and $\frac{P(x)(x-1)}{x^{d}-1}$ has $\{0,1\}$ coefficients.
The following lemma allow us to continually factorizing $P(x)$ and $Q(x)$ into products of polynomials with $\{0,1\}$ coefficients according to Lemma 2.2 .

Lemma 2.3. $N \geq 2$. If polynomials $P(x)=x^{a_{1}}+x^{a_{2}}+\ldots+x^{a_{m}}, Q(x)=x^{b_{1}}+x^{b_{2}}+\ldots+x^{b_{n}}$, $\left(0=a_{1}<a_{2}<\ldots<a_{m}, 0=b_{1}<b_{2}<\ldots<b_{n}\right)$ satisfy $\frac{x^{N}-1}{x^{d}-1}=P(x) Q(x),(d \mid N)$, then we have $d \mid a_{i}$ for every $1 \leq i \leq m$ and $d \mid b_{j}$ for every $1 \leq j \leq n$.
Proof. The proof is straightforward. Since $P(x) Q(x)=\sum_{(i, j)} x^{a_{i}+b_{j}}$, we have $d \mid a_{i}+b_{j}$ for every $(i, j)$. Taking $i=0$ or $j=0$, we have $d \mid a_{i}$ for every $1 \leq i \leq m$ and $d \mid b_{j}$ for every $1 \leq j \leq n$.

Notice that if $d=p_{1} \ldots p_{l}$, where $p_{i}$ are primes, not necessarily distinct, then

$$
\frac{x^{d}-1}{x-1}=\prod_{i=1}^{l} \Phi_{p_{i}}\left(x^{p_{1} \ldots p_{i-1}}\right)
$$

By Lemma 2.2 and Lemma 2.3 we can break down $P(x)$ and $Q(x)$ into products of $\Phi_{p}\left(x^{t}\right)$.
Proposition 2.4. $N \geq 2$. Polynomials $P(x), Q(x)$ with $\{0,1\}$ coefficients satisfy $\frac{x^{N}-1}{x-1}=$ $P(x) Q(x)$ if and only if

$$
\begin{aligned}
& P(x)=\prod_{i \in I} \Phi_{p_{i}}\left(x^{p_{1} \ldots p_{i-1}}\right) \\
& Q(x)=\prod_{j \in J} \Phi_{p_{j}}\left(x^{p_{1} \ldots p_{j-1}}\right)
\end{aligned}
$$

where $N=p_{1} \ldots p_{k}$, and the $p_{i}$ are primes, not necessarily distinct, and $I, J$ are any partition of $\{1,2, \ldots, k\}$, i.e., $I \cup J=\{1,2, \ldots, k\}, I \cap J=\varnothing$.

Proof. First we prove that if

$$
P(x)=\prod_{i \in I} \Phi_{p_{i}}\left(x^{p_{1} \ldots p_{i-1}}\right), Q(x)=\prod_{j \in J} \Phi_{p_{j}}\left(x^{p_{1} \ldots p_{j-1}}\right)
$$

then $P(x), Q(x)$ have $\{0,1\}$ coefficients and satisfy $\frac{x^{N}-1}{x-1}=P(x) Q(x)$.
We only need to prove that $P(x)$ has $\{0,1\}$ coefficients, the proof for $Q(x)$ is exactly the same.

Suppose $I=\left\{i_{1}, i_{2}, \ldots, i_{s}\right\}$ we have

$$
P(x)=\prod_{t=1}^{s} \Phi_{p_{i_{t}}}\left(x^{p_{1} \ldots p_{i_{t}-1}}\right)=\sum_{j} x^{j}
$$

Here, the summation runs over all $j$ such that $j=\sum_{t} e_{i_{t}} \cdot p_{1} \ldots p_{i_{t}-1}, e_{i_{t}} \in\left\{0,1, \ldots, p_{i_{t}}-1\right\}$.
Now we only need to show that the terms in the summation are distinct, if

$$
\sum_{t=1}^{s} e_{i_{t}} \cdot p_{1} \ldots p_{i_{t}-1}=\sum_{t=1}^{s} f_{i_{t}} \cdot p_{1} \ldots p_{i_{t}-1}
$$

and there exists integer $1 \leq t \leq s$ such that $e_{i_{t}} \neq f_{i_{t}}$
Suppose $t_{0}$ is the smallest integer such that $e_{i_{t_{0}}} \neq f_{i_{t_{0}}}$, we have

$$
\sum_{t=1}^{s} e_{i_{t}} \cdot p_{1} \ldots p_{i_{t}-1} \not \equiv \sum_{t=1}^{s} f_{i_{t}} \cdot p_{1} \ldots p_{i_{t}-1}\left(\bmod p_{1} \ldots p_{i_{t_{0}}}\right)
$$

thus leading to a contradiction.
Therefore, $P(x)$ has $\{0,1\}$ coefficients, so does $Q(x)$.
The second statement is obvious, since

$$
P(x) Q(x)=\prod_{i=1}^{k} \Phi_{p_{i}}\left(x^{p_{1} \ldots p_{i-1}}\right)=\frac{x^{N}-1}{x-1}
$$

Next we prove that if polynomials $P(x), Q(x)$ have $\{0,1\}$ coefficients and $\frac{x^{N}-1}{x-1}=P(x) Q(x)$ then

$$
P(x)=\prod_{i \in I} \Phi_{p_{i}}\left(x^{p_{1} \ldots p_{i-1}}\right), Q(x)=\prod_{j \in J} \Phi_{p_{j}}\left(x^{p_{1} \ldots p_{j-1}}\right),
$$

for some order of prime factorization of $N, N=p_{1} \ldots p_{k}$, and some partition $I, J$ of $\{1,2, \ldots, k\}$.
If $N=p_{1} \ldots p_{k}, p_{i}$ primes, not necessarily distinct, define $\Omega(N)=k$ for $N>1$ and $\Omega(1)=0$.
We prove the statement by induction on $\Omega(N)$.
If $\Omega(N)=1$, the case is trivial.
If the statement holds for all $N$ such that $\Omega(N)<k$, we need to prove that it also holds for all $N$ such that $\Omega(N)=k$.

Let $N=p_{1} \ldots p_{k}$. By Lemma 2.2 then there exists an integer $d \mid N, d>1$ such that $\left.\frac{x^{d}-1}{x-1} \right\rvert\, P(x)$ and $\frac{P(x)(x-1)}{x^{d}-1}$ has $\{0,1\}$ coefficients. (or $\left.\frac{x^{d}-1}{x-1} \right\rvert\, Q(x)$ and $\frac{Q(x)(x-1)}{x^{d}-1}$ has $\{0,1\}$ coefficients.)

Without loss of generosity, assume $\left.\frac{x^{d}-1}{x-1} \right\rvert\, P(x)$ and $\frac{P(x)(x-1)}{x^{d}-1}$ has $\{0,1\}$ coefficients. We may further assume that $d=p_{1} \ldots p_{l}$ for some $1 \leq l \leq k$.

Let $P_{1}(x)=\frac{P(x)(x-1)}{x^{d}-1}$, then $P_{1}(x) Q(x)=\frac{x^{N}-1}{x^{d}-1}$.
By Lemma 2.3 there exists polynomials $P^{\prime}(x)$ and $Q^{\prime}(x)$ with $\{0,1\}$ coefficients such that $P^{\prime}\left(x^{d}\right)=P_{1}(x), Q^{\prime}\left(x^{d}\right)=Q(x)$.

Thus we have

$$
P^{\prime}\left(x^{d}\right) Q^{\prime}\left(x^{d}\right)=\frac{x^{N}-1}{x^{d}-1}=\frac{\left(x^{d}\right)^{\frac{N}{d}}-1}{\left(x^{d}\right)-1}
$$

Therefore,

$$
P^{\prime}(x) Q^{\prime}(x)=\frac{x^{\frac{N}{d}}-1}{x-1}
$$

Since $\Omega\left(\frac{N}{d}\right)=k-l<k$, by our assumption, there exists some order of prime factorization of $\frac{N}{d}, \frac{N}{d}=q_{1} \ldots q_{k-l}$ and some partition $I^{\prime}, J^{\prime}$ of $\{1,2, \ldots, k-l\}$ such that

$$
P^{\prime}(x)=\prod_{i \in I^{\prime}} \Phi_{q_{i}}\left(x^{q_{1} \ldots q_{i-1}}\right), Q^{\prime}(x)=\prod_{j \in J^{\prime}} \Phi_{q_{j}}\left(x^{q_{1} \ldots q_{j-1}}\right)
$$

Thus we have

$$
\begin{aligned}
P(x) & =\frac{x^{d}-1}{x-1} \cdot \prod_{i \in I^{\prime}} \Phi_{q_{i}}\left(\left(x^{d}\right)^{q_{1} \ldots q_{i-1}}\right) \\
& =\prod_{i=1}^{l} \Phi_{p_{i}}\left(x^{p_{1} \ldots p_{i-1}}\right) \prod_{i \in I^{\prime}} \Phi_{q_{i}}\left(x^{p_{1} \ldots p_{l} q_{1} \ldots q_{i-1}}\right) \\
Q(x) & =\prod_{j \in J^{\prime}} \Phi_{q_{i}}\left(x^{p_{1} \ldots p_{l} q_{1} \ldots q_{j-1}}\right)
\end{aligned}
$$

Since $\frac{N}{d}=q_{1} \ldots q_{k-l}=p_{l+1} \ldots p_{k}, q_{1}, \ldots, q_{k-l}$ is just a permutation of $p_{l+1}, \ldots, p_{k}$, there exists a permutation $\sigma$ of $\{l+1, l+2, \ldots, k\}$ such that $q_{r}=p_{\sigma(l+r)}$ for $1 \leq r \leq k-l$.

Then

$$
P(x)=\prod_{i \in I} \Phi_{p_{i}}\left(x^{p_{1} \ldots p_{i-1}}\right), Q(x)=\prod_{j \in J} \Phi_{p_{j}}\left(x^{p_{1} \ldots p_{j-1}}\right),
$$

for the factorization $N=p_{1} \ldots p_{l} p_{\sigma(l+1)} \ldots p_{\sigma(k)}$ and the partition $I, J$ of $\{1,2, \ldots, k\}$, in which $I=\{1, \ldots, l\} \cup\left\{\sigma(l+i) \mid i \in I^{\prime}\right\}, J=\left\{\sigma(l+j) \mid j \in J^{\prime}\right\}$.

We have thus completed the induction.
Corollary 2.5. $N \geq 2$. Polynomials $P(x), Q(x)$ with $\{0,1\}$ coefficients have $m$ and $n$ positive terms respectively and satisfy $\frac{x^{N}-1}{x-1}=P(x) Q(x)$ if and only if

$$
\begin{aligned}
& P(x)=\prod_{i \in I} \Phi_{p_{i}}\left(x^{p_{1} \ldots p_{i-1}}\right) \\
& Q(x)=\prod_{j \in J} \Phi_{p_{j}}\left(x^{p_{1} \ldots p_{j-1}}\right)
\end{aligned}
$$

where $N=p_{1} \ldots p_{k}$, and the $p_{i}$ are primes, not necessarily distinct, and $I, J$ are any partition of $\{1,2, \ldots, k\}$, i.e., $I \cup J=\{1,2, \ldots, k\}, I \cap J=\varnothing$ such that $\prod_{i \in I} p_{i}=m$ and $\prod_{j \in J} p_{j}=n$.

This completes our classification as well as the construction of the decompositions of sets of consecutive integers.

## 3 Enumeration of the decomposition

Definition 3.1. $N \geq 2$. Define $H(N)$ to be the number of pairs of polynomials $(P(x), Q(x))$ with $\{0,1\}$ coefficients satisfying $\frac{x^{N}-1}{x-1}=P(x) Q(x)$.

Definition 3.2. Define $F(m, n)$ to be the number of pairs of polynomials $(P(x), Q(x))$ with $\{0,1\}$ coefficients satisfying $\frac{x^{N}-1}{x-1}=P(x) Q(x)$ and that $P(x)$ and $Q(x)$ has $m$ and $n$ terms respectively.

In this section, our aim is to give a satisfactory answer to the following question based on Proposition 2.4

Question 3.3. Find $H(N)(N \geq 2)$ and $F(m, n)$.
We have the following relationship between $H(N)$ and $F(m, n)$ as an immediate result of their definitions.

Proposition 3.4. $N \geq 2$. $H(N)=\sum_{d \mid N} F\left(d, \frac{N}{d}\right)$.
Notice that in Proposition 2.4 different factorizations of $N$ may result in the same $P(x)$ and $Q(x)$.

For example, when $N=12$, let $N=p_{1} p_{2} p_{3}$. Take one factorization to be $p_{1}=p_{3}=2, p_{2}=3$, with partition $I=\{1,2\}, J=\{3\}$. Then we have $P(x)=\Phi_{2}(x) \Phi_{3}\left(x^{2}\right), Q(x)=\Phi_{2}\left(x^{6}\right)$. Take the other factorization to be $p_{1}=3, p_{2}=p_{3}=2$, with the same partition $I=\{1,2\}, J=\{3\}$. Then we have $P(x)=\Phi_{3}(x) \Phi_{2}\left(x^{3}\right), Q(x)=\Phi_{2}\left(x^{6}\right)$.

Since $\Phi_{2}(x) \Phi_{3}\left(x^{2}\right)=\Phi_{6}(x)=\Phi_{3}(x) \Phi_{2}\left(x^{3}\right)$, the factorizations have the same $P(x)$ and $Q(x)$. The following corollary of Proposition 2.4 helps us to compute $H(N)$ and $F(m, n)$ :
Corollary 3.5. $N \geq 2$. Polynomials $P(x), Q(x)$ with $\{0,1\}$ coefficients satisfy $\frac{x^{N}-1}{x-1}=P(x) Q(x)$ if and only if there exists a unique sequence of integers $d_{1}, d_{2} \ldots, d_{s}>1$ such that $N=d_{1} d_{2} \ldots d_{s}$ and exactly one of the following holds:

$$
\begin{equation*}
P(x)=\prod_{2 \nmid t} \frac{x^{d_{1} \ldots d_{t}}-1}{x^{d_{1} \ldots d_{t-1}}-1}, Q(x)=\prod_{2 \mid t} \frac{x^{d_{1} \ldots d_{t}}-1}{x^{d_{1} \ldots d_{t-1}}-1} \tag{1}
\end{equation*}
$$

or

$$
\begin{equation*}
P(x)=\prod_{2 \mid t} \frac{x^{d_{1} \ldots d_{t}}-1}{x^{d_{1} \ldots d_{t-1}}-1}, Q(x)=\prod_{2 \nmid t} \frac{x^{d_{1} \ldots d_{i} t}-1}{x^{d_{1} \ldots d_{t-1}}-1} . \tag{2}
\end{equation*}
$$

Proof. First, if such sequence of integers exists, then we can simply expand $d_{t}$ into product of primes, and by Proposition 2.4 we know that $P(x), Q(x)$ have $\{0,1\}$ coefficients and satisfy $\frac{x^{N}-1}{x-1}=P(x) Q(x)$.

Next, we prove that for every $P(x), Q(x)$, we can find a sequence so that (1) or (22) holds. Since we have

$$
\begin{aligned}
\prod_{l=i+1}^{j} \Phi_{p_{l}}\left(x^{p_{i+1} \ldots p_{l-1}}\right) & =1+x+x^{2}+\ldots+x^{p_{i+1} \ldots p_{j}-1} \\
& =\frac{x^{p_{i+1} \ldots p_{j}}-1}{x-1}
\end{aligned}
$$

taking $x=x^{p_{1} \ldots p_{i}}$, we have

$$
\begin{equation*}
\prod_{l=i+1}^{j} \Phi_{p_{l}}\left(x^{p_{1} \ldots p_{l-1}}\right)=\frac{x^{p_{1} \ldots p_{j}}-1}{x^{p_{1} \ldots p_{i}}-1} \tag{3}
\end{equation*}
$$

Without loss of generosity, we may assume that $\Phi_{p_{1}}(x) \mid P(x)$. In this case, we prove that $P(x)$ and $Q(x)$ satisfy (1), while in the other case, $P(x)$ and $Q(x)$ satisfy (2).

Let $i_{1}$ be the largest integer such that

$$
\prod_{l=1}^{i_{1}} \Phi_{p_{l}}\left(x^{p_{1} \ldots p_{l-1}}\right) \mid P(x)
$$

Then $\Phi_{p_{i_{1}+1}}\left(x^{p_{1} \ldots p_{i_{1}}}\right) \nmid P(x)$, therefore $\Phi_{p_{i_{1}+1}}\left(x^{p_{1} \ldots p_{i_{1}}}\right) \mid Q(x)$.
Let $i_{2}$ be the largest integer such that

$$
\prod_{l=i_{1}+1}^{i_{2}} \Phi_{p_{l}}\left(x^{p_{1} \ldots p_{l-1}}\right) \mid Q(x)
$$

Then $\Phi_{p_{i_{2}+1}}\left(x^{p_{1} \ldots p_{i_{2}}}\right) \nmid Q(x)$, therefore $\Phi_{p_{i_{2}+1}}\left(x^{p_{1} \ldots p_{i_{2}}}\right) \mid P(x)$.
We can continue this process until $i_{s}=k$. Now we have a sequence $i_{0}=0<i_{1}<\ldots<i_{s}=k$ such that

$$
\prod_{l=i_{t}+1}^{i_{t+1}} \Phi_{p_{l}}\left(x^{p_{1} \ldots p_{l-1}}\right) 2\left|P(x)(2 \mid t), \prod_{l=i_{t}+1}^{i_{t+1}} \Phi_{p_{l}}\left(x^{p_{1} \ldots p_{l-1}}\right) 2\right| Q(x)(2 \nmid t)
$$

Let $d_{t}=p_{i_{t-1}+1} \ldots p_{i_{t}}$ for $1 \leq t \leq s$, then by (3),

$$
\prod_{l=i_{t-1}+1}^{i_{t}} \Phi_{p_{l}}\left(x^{p_{1} \ldots p_{l-1}}\right)=\frac{x^{p_{1} \ldots p_{i_{t}}}-1}{x^{p_{1} \ldots p_{i_{t-1}}}-1}=\frac{x^{d_{1} \ldots d_{t}}-1}{x^{d_{1} \ldots d_{t-1}}-1} .
$$

Therefore $N=d_{1} d_{2} \ldots d_{s}$, and

$$
P(x)=\prod_{2 \nmid t} \frac{x^{d_{1} \ldots d_{t}}-1}{x^{d_{1} \ldots d_{t-1}}-1}, Q(x)=\prod_{2 \mid t} \frac{x^{d_{1} \ldots d_{t}}-1}{x^{d_{1} \ldots d_{t-1}}-1}
$$

Finally, we prove the uniqueness of the sequence.
If we have two distinct sequences $d_{1}, d_{2} \ldots, d_{s}>1$ and $d_{1}^{\prime}, d_{2}^{\prime} \ldots, d_{s^{\prime}}^{\prime}>1$ such that $N=$ $d_{1} d_{2} \ldots d_{s}=d_{1}^{\prime} d_{2}^{\prime} \ldots d_{s^{\prime}}^{\prime}$ and

$$
\begin{aligned}
P(x) & =\prod_{2 \nmid t} \frac{x^{d_{1} \ldots d_{t}}-1}{x^{d_{1} \ldots d_{t-1}}-1}, Q(x)=\prod_{2 \mid t} \frac{x^{d_{1} \ldots d_{t}}-1}{x^{d_{1} \ldots d_{t-1}}-1} \\
P^{\prime}(x) & =\prod_{2 \nmid t} \frac{x^{d_{1}^{\prime} \ldots d_{t}^{\prime}}-1}{x^{d_{1}^{\prime} \ldots d_{t-1}^{\prime}}-1}, Q^{\prime}(x)=\prod_{2 \mid t} \frac{x^{d_{1}^{\prime} \ldots d_{t}^{\prime}}-1}{x^{d_{1}^{\prime} \ldots d_{t-1}^{\prime}}-1}
\end{aligned}
$$

Let $t$ be the smallest integer such that $d_{t} \neq d_{t}^{\prime}$. Without loss of generosity, we may assume that $d_{t}>d_{t}^{\prime}$
(1) $2 \nmid t$, then $P(x)$ has the term $x^{d_{1}^{\prime} d_{2}^{\prime} \ldots d_{t}^{\prime}}$, but $P^{\prime}(x)$ hasn't. So $P(x) \neq P^{\prime}(x)$.
(2) $2 \mid t$, then $Q(x)$ has the term $x^{d_{1}^{\prime} d_{2}^{\prime} \ldots d_{t}^{\prime}}$, but $Q^{\prime}(x)$ hasn't. So $Q(x) \neq Q^{\prime}(x)$.

Therefore, we have proved the uniqueness of the sequence $d_{1}, d_{2} \ldots, d_{s}$ corresponding to $P(x), Q(x)$.

By corollary 3.5 every sequence of integers $d_{1}, d_{2} \ldots, d_{s}>1$ such that $N=d_{1} d_{2} \ldots d_{s}$ corresponds to exactly two pairs of polynomials $(P(x), Q(x))$ and each $(P(x), Q(x))$ only corresponds to exactly one sequence. So the number of $(P(x), Q(x))$ is twice the number of sequences $d_{1}, d_{2} \ldots, d_{s}$.
Definition 3.6. Define $\widetilde{\Delta}(N):=\left\{\left(d_{1}, \ldots, d_{s}\right) \mid s \in \mathbb{Z}^{+}, d_{1}, d_{2}, \ldots, d_{s}>1, N=d_{1} d_{2} \ldots d_{s}\right\}$ for $N \geq 2$ and $\widetilde{\Delta}(1):=\{()\}$, in which the only element is the empty sequence.
$H(1)$ is not defined. For the sake of convenience, we define $H(1)=2$. Then we have,
Corollary 3.7. For $N \in \mathbb{Z}^{+}, H(N)=2|\widetilde{\Delta}(N)|$.
Proposition 3.8. $|\widetilde{\Delta}(N)|=\sum_{d \mid N, d<N}|\widetilde{\Delta}(d)|$.
Proof. It is obvious that $\widetilde{\Delta}(N)$ are disjoint.
Let $X=\bigcup_{d \mid N, d<N} \widetilde{\Delta}(d)$, then $|X|=\sum_{d \mid N, d<N}|\widetilde{\Delta}(d)|$.
Define map $f: \widetilde{\Delta}(N) \rightarrow X$ by $\left(d_{1}, d_{2}, \ldots, d_{s}\right) \mapsto\left(d_{1}, d_{2}, \ldots, d_{s-1}\right)$. It is injective and surjective, therefore bijective. So we have $|\widetilde{\Delta}(N)|=|X|$, thus $|\widetilde{\Delta}(N)|=\sum_{d \mid N, d<N}|\widetilde{\Delta}(d)|$.

Therefore $H(N)=\sum_{d \mid N, d<N} H(d)$. We have thus obtained the recurrence formula for $H(N)$.
Proposition 3.9. $H(N)$ is given by the recurrence formula

$$
H(N)=\sum_{d \mid N, d<N} H(d), H(1)=2 .
$$

Definition 3.10. For $N \geq 2$. Define $\Delta(N, k):=\left\{\left(d_{1}, \ldots, d_{k}\right) \mid d_{1}, \ldots, d_{k}>1, N=d_{1} d_{2} \ldots d_{k}\right\}$ and $D_{k}(N):=|\Delta(N, k+1)|$.
Definition 3.11. For $N \geq 2$. Define $\delta(N, k):=\left\{\left(d_{1}, \ldots, d_{k}\right) \mid d_{1}, \ldots, d_{k} \in \mathbb{Z}^{+}, N=d_{1} d_{2} \ldots d_{k}\right\}$ and $d_{k}(N):=|\delta(N, k+1)|$.

We first compute $d_{k}(N)$, then give a formula for $D_{k}(N)$ based on $d_{k}(N)$, and finally give a formula for $H(N)$.
Proposition 3.12. If $N=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \ldots p_{s}^{\alpha_{s}}$, where $\alpha_{i} \geq 1$ and $p_{i}$ are distinct primes, then

$$
d_{k}(N)=\prod_{i=1}^{s}\binom{\alpha_{i}+k}{k}
$$

Proof. First, we prove that $d_{k}(N)$ is multiplicative.
If $N=m n$ and $\operatorname{gcd}(m, n)=1$. Define a map $f: \delta(N, k+1) \rightarrow \delta(m, k+1) \times \delta(n, k+$ 1)by $\left(d_{1}, \ldots, d_{k+1}\right) \mapsto\left[\left(g c d\left(d_{1}, m\right), \ldots, \operatorname{gcd}\left(d_{k+1}, m\right)\right),\left(\operatorname{gcd}\left(d_{1}, n\right), \ldots, \operatorname{gcd}\left(d_{k+1}, n\right)\right)\right]$. It is easy to check that $f$ is bijective, thus $d_{k}(N)=d_{k}(m) d_{k}(n)$.

Next, we prove that $d_{k}\left(p^{\alpha}\right)=\binom{\alpha+k}{k}$.
Notice that $d_{k}\left(p^{\alpha}\right)$ is equal to the number of ways to put $\alpha$ objects into $k$ boxes and empty boxes are allowed, which is known to be $\binom{\alpha+k}{k}$.

Therefore we have

$$
d_{k}\left(p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \ldots p_{s}^{\alpha_{s}}\right)=\prod_{i=1}^{s}\binom{\alpha_{i}+k}{k}
$$

Proposition 3.13. For $N \geq 2$,

$$
D_{k}(N)=\sum_{i=0}^{k}(-1)^{i}\binom{k+1}{i} d_{k-i}(N)
$$

Proof. Define $X_{j}=\left\{\left(d_{1}, \ldots, d_{k+1}\right) \in \delta \mid d_{j}=1\right\} \subset \delta(N, k)$ for every $1 \leq j \leq k+1$. Then $\Delta(N, k)=\delta(N, k)-\bigcup_{j} X_{j}$.

Note that

$$
\left|\bigcap_{1 \leq t \leq s} X_{j_{t}}\right|=\left|\left\{\left(d_{1}, \ldots, d_{k+1}\right) \in \delta(N, k) \mid d_{j_{1}}=\ldots=d_{j_{s}}=1\right\}\right|=d_{k-s}(N)
$$

According to the inclusion-exclusion principle,

$$
\begin{aligned}
\left|\bigcup_{j} X_{j}\right| & =\sum_{j}\left|X_{j}\right|-\sum_{j_{1}, j_{2}}\left|X_{j_{1}} \cap X_{j_{2}}\right|+\ldots+(-1)^{k}\left|\bigcap_{j} X_{j}\right| \\
& =\binom{k+1}{1} d_{k-1}(N)-\binom{k+1}{2} d_{k-2}(N)+\ldots+\binom{k+1}{k} d_{0}(N) \\
& =\sum_{i=1}^{k}(-1)^{i-1}\binom{k+1}{i} d_{k-i}(N) .
\end{aligned}
$$

Therefore

$$
D_{k}(N)=d_{k}(N)-\left|\bigcup_{j} X_{j}\right|=\sum_{i=0}^{k}(-1)^{i}\binom{k+1}{i} d_{k-i}(N)
$$

Proposition 3.14. If $N=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \ldots p_{s}^{\alpha_{s}}$, let $A_{0}=\alpha_{1}+\alpha_{2}+\ldots+\alpha_{s}$.

$$
H(N)=2 \sum_{k=0}^{A_{0}} \sum_{i=0}^{k}(-1)^{i}\binom{k+1}{i} d_{k-i}(N)
$$

Proof. According to the Definition 3.6 and 3.10 , we have $\widetilde{\Delta}(N)=\bigcup_{k=0}^{A_{0}} \Delta(N, k)$.
Since $\Delta(N, k)$ are disjoint, we have $|\widetilde{\Delta}(N)|=\sum_{k=0}^{A_{0}} D_{k}(N)$.
By Corollary 3.7 and Proposition 3.13

$$
\begin{aligned}
H(N) & =2|\widetilde{\Delta}(N)|=2 \sum_{k=0}^{A_{0}} D_{k}(N) \\
& =2 \sum_{k=0}^{A_{0}} \sum_{i=0}^{k}(-1)^{i}\binom{k+1}{i} d_{k-i}(N) .
\end{aligned}
$$

Corollary 3.15. Under the assumption of proposition 3.14, for any integer $A \geq A_{0}$,

$$
H(N)=2 \sum_{k=0}^{A} \sum_{i=0}^{k}(-1)^{i}\binom{k+1}{i} d_{k-i}(N)
$$

Proof. Notice that when $k>A_{0}, \Delta(N, k)=\varnothing$, thus $D_{k}(N)=0$. So we have

$$
\begin{aligned}
H(N) & =2 \sum_{k=0}^{A_{0}} D_{k}(N)=2 \sum_{k=0}^{A} D_{k}(N) \\
& =2 \sum_{k=0}^{A} \sum_{i=0}^{k}(-1)^{i}\binom{k+1}{i} d_{k-i}(N) .
\end{aligned}
$$

Next, we give formulas for $F(m, n)$.
Definition 3.16. For $m \geq 2$ or $n \geq 2$, define $T(m, n)$ to be the set of sequences $\left(d_{1}, \ldots, d_{s}\right)$ such that $s \in \mathbb{Z}^{+}, d_{1}, d_{2}, \ldots, d_{s}>1, m=\prod_{2 \nmid i} d_{i}, n=\prod_{2 \mid i} d_{i}$ or $m=\prod_{2 \mid i} d_{i}, n=\prod_{2 \nmid i} d_{i}$. Define $T(1,1):=\{()\}$, in which the only element is the empty sequence.

The following equality results from Corollary 3.5
Corollary 3.17. $F(m, n)=|T(m, n)|$.
In order to have a more intuitive understanding of $T(m, n)$. We construct a representation of $T(m, n)$ by a certain type of lattice walking on $\mathbb{Z}^{2}$.

Consider the path from $(1,1)$ to $(m, n)$ along the lines $x=k$ or $y=k$, where $k \in \mathbb{Z}$. For every step, one can only walks along the positive direction of $x$-axis so that the $x$-coordinate of the endpoint is a multiplier of the $x$-coordinate of the initial point or along the positive direction of $y$-axis so that the $y$-coordinate of the endpoint is a multiplier of the $y$-coordinate of the initial point. Furthermore, one must take turns going in the $x$-direction and the $x$-direction, i.e., two adjacent steps can't be in the same direction. We say a path from $(1,1)$ to $(m, n)$ is a "arithmetical path" if it satisfies the rules above.

Assume that the endpoint of the $i$ th step is $\left(x_{i}, y_{i}\right)$ and let $\left(x_{0}, y_{0}\right)=(1,1)$. Define a map from the set of paths just introduced to $T(m, n)$ by defining $d_{i}=x_{i} / x_{i-1}$ if the $i$ th step is in the $x$-direction and $d_{i}=y_{i} / y_{i-1}$ if the $i$ th step is in the $y$-direction. It is easy to check that the map thus defined is a bijection. Therefore, $F(m, n)$ is the number of arithmetical paths from $(1,1)$ to ( $m, n$ ).

Proposition 3.18. $\mathrm{F}(\mathrm{m}, \mathrm{n})$ is given by the following recurrence formula

$$
\begin{aligned}
& F(m, n)=-\left[\sum_{d \mid m, d>1} \mu(d) F\left(\frac{m}{d}, n\right)+\sum_{d \mid n, d>1} \mu(d) F\left(m, \frac{n}{d}\right)\right], \\
& F(m, 1)=F(1, n)=F(1,1)=1
\end{aligned}
$$

for $m \geq 2$ and $n \geq 2$. Here, $\mu(d)$ is the Möbius function.
Proof. Every arithmetical path from $(1,1)$ to $(m, n)$ either passes $(m-1, n)$ or $(m, n-1)$.
We prove that the number of arithmetical paths passing $(m-1, n)$ is $-\sum_{d \mid m, d>1} \mu(d) F\left(\frac{m}{d}, n\right)$.
For every path passing $(m-1, n)$, there exists a prime $p \mid m$ such that the path passes $\left(\frac{m}{p}, n\right)$. Suppose $m=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \ldots p_{k}^{\alpha_{k}}$, let $X_{i}$ be the set of paths passing $\left(\frac{m}{p_{i}}, n\right)$.

According to the inclusion-exclusion principle, the number of arithmetical paths passing the point $(m-1, n)$ is

$$
\begin{aligned}
\left|\bigcup_{i} X_{i}\right| & =\sum_{i}\left|X_{i}\right|-\sum_{i_{1}, i_{2}}\left|X_{i_{1}} \cap X_{i_{2}}\right|+\ldots+(-1)^{k}\left|\bigcap_{i} X_{i}\right| \\
& =\sum_{i} F\left(\frac{m}{p_{i}}, n\right)-\sum_{i 1, i 2} F\left(\frac{m}{p_{i_{1}} p_{i_{2}}}, n\right)+\ldots+(-1)^{k} F\left(\frac{m}{p_{i_{1}} \ldots p_{i_{k}}}, n\right) \\
& =\sum_{d \mid m, d>1}[-\mu(d)] F\left(\frac{m}{d}, n\right) \\
& =-\sum_{d \mid m, d>1} \mu(d) F\left(\frac{m}{d}, n\right) .
\end{aligned}
$$

Similarly, we can prove that the number of arithmetical paths passing the point ( $m, n-1$ ) is $-\sum_{d \mid n, d>1} \mu(d) F\left(m, \frac{n}{d}\right)$.

Therefore, for $m \geq 2$ and $n \geq 2$,

$$
F(m, n)=-\left[\sum_{d \mid m, d>1} \mu(d) F\left(\frac{m}{d}, n\right)+\sum_{d \mid n, d>1} \mu(d) F\left(m, \frac{n}{d}\right)\right]
$$

It is easy to check that $F(m, 1)=F(1, n)=F(1,1)=1$ for $m \geq 2$ and $n \geq 2$.
Proposition 3.19. If $m, n$ have prime factorization $m=p_{1}^{\alpha_{1}} p_{\beta_{2}}^{\alpha_{2}} \ldots p_{s}^{\alpha_{s}}, n=q_{1}^{\beta_{1}} q_{2}^{\beta_{2}} \ldots q_{t}^{\beta_{t}}$, then $F(m, n)$ is equal to the coefficient of $x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \ldots x_{s}^{\alpha_{s}} y_{1}^{\beta_{1}} y_{2}^{\beta_{2}} \ldots y_{t}^{\beta_{t}}$ in the generating function

$$
\frac{1}{\prod_{i=1}^{\infty}\left(1-x_{i}\right)+\prod_{i=1}^{\infty}\left(1-y_{i}\right)-1} .
$$

Proof. Let

$$
\begin{equation*}
g\left(x_{1}, x_{2} \ldots, y_{1}, y_{2} \ldots\right)=\sum F\left(p_{i_{1}}^{\alpha_{i_{1}}} \ldots p_{i_{s}}^{\alpha_{i_{s}}}, q_{j_{1}}^{\beta_{j_{1}}} \ldots q_{j_{t}}^{\beta_{j_{t}}}\right) x_{i_{1}}^{\alpha_{i_{1}}} \ldots x_{i_{s}}^{\alpha_{i_{s}}} y_{j_{1}}^{\beta_{j_{1}}} \ldots y_{j_{t}}^{\beta_{j_{t}}} \tag{4}
\end{equation*}
$$

Here the summation goes over all $\left(i_{1}, \ldots i_{s}, j_{1}, \ldots j_{t}\right)$ and $\left(\alpha_{i_{1}}, \ldots, \alpha_{i_{s}}, \beta_{j_{1}}, \ldots, \beta_{j_{t}}\right)$ in which $\alpha_{i_{e}} \in \mathbb{Z}^{+}$and $\beta_{j_{f}} \in \mathbb{Z}^{+}$.

We prove that

$$
g\left(x_{1}, x_{2} \ldots, y_{1}, y_{2} \ldots\right)=\frac{1}{\prod_{i=1}^{\infty}\left(1-x_{i}\right)+\prod_{i=1}^{\infty}\left(1-y_{i}\right)-1}
$$

According to Proposition 3.18

$$
\begin{aligned}
F\left(p_{i_{1}}^{\alpha_{i_{1}}} \ldots p_{i_{s}}^{\alpha_{i_{s}}}, q_{j_{1}}^{\beta_{j_{1}}} \ldots q_{j_{t}}^{\beta_{j_{t}}}\right) & =F\left(\frac{m}{p_{i_{1}}}, n\right)+F\left(\frac{m}{p_{i_{2}}}, n\right)+\ldots+F\left(\frac{m}{p_{i_{s}}}, n\right) \\
& -F\left(\frac{m}{p_{i_{1}} p_{i_{2}}}, n\right)-F\left(\frac{m}{p_{i_{1}} p_{i_{3}}}, n\right)-\ldots-F\left(\frac{m}{p_{i_{s-1}} p_{i_{s}}}, n\right) \\
& +\ldots \\
& +F\left(m, \frac{n}{q_{j_{1}}}\right)+F\left(m, \frac{n}{q_{j_{2}}}\right)+\ldots+F\left(m, \frac{n}{q_{j_{t}}}\right) \\
& -F\left(m, \frac{n}{q_{j_{1}} q_{j_{2}}}\right)-F\left(m, \frac{n}{q_{j_{1}} q_{j_{3}}}\right)-\ldots-F\left(m, \frac{n}{q_{j_{t-1}} q_{j_{t}}}\right) \\
& +\ldots
\end{aligned}
$$

It is also easy to verify that

$$
\begin{aligned}
F\left(p_{i_{1}}^{\alpha_{i_{1}}} \ldots p_{i_{s}}^{\alpha_{i_{s}}}, 1\right) & =F\left(\frac{m}{p_{i_{1}}}, 1\right)+F\left(\frac{m}{p_{i_{2}}}, 1\right)+\ldots+F\left(\frac{m}{p_{i_{s}}}, 1\right) \\
& -F\left(\frac{m}{p_{i_{1}} p_{i_{2}}}, 1\right)-F\left(\frac{m}{p_{i_{1}} p_{i_{3}}}, 1\right)-\ldots-F\left(\frac{m}{p_{i_{s-1}} p_{i_{s}}}, 1\right)+\ldots
\end{aligned}
$$

and

$$
\begin{aligned}
F\left(1, q_{j_{1}}^{\beta_{j_{1}}} \ldots q_{j_{t}}^{\beta_{j_{t}}}\right) & =F\left(1, \frac{n}{q_{j_{1}}}\right)+F\left(1, \frac{n}{q_{j_{2}}}\right)+\ldots+F\left(1, \frac{n}{q_{j_{t}}}\right) \\
& -F\left(1, \frac{n}{q_{j_{1}} q_{j_{2}}}\right)-F\left(1, \frac{n}{q_{j_{1}} q_{j_{3}}}\right)-\ldots-F\left(1, \frac{n}{q_{j_{t-1}} q_{j_{t}}}\right)+\ldots
\end{aligned}
$$

Expanding $F\left(p_{i_{1}}^{\alpha_{i_{1}}} \ldots p_{i_{s}}^{\alpha_{i_{s}}}, q_{j_{1}}^{\beta_{j_{1}}} \ldots q_{j_{t}}^{\beta_{j_{t}}}\right)$ on the right hand side of $\sqrt{4}$, except $F(1,1)$, and then combining the term with the same $F\left(p_{i_{1}}^{\alpha_{i_{1}}} \ldots p_{i_{s}}^{\alpha_{i_{s}}}, q_{j_{1}}^{\beta_{j_{1}}} \ldots q_{j_{t}}^{\beta_{j_{t}}}\right)$, we get

$$
\begin{aligned}
& g\left(x_{1} \ldots, y_{1} \ldots\right) \\
& \quad=1+g\left(x_{1} \ldots, y_{1} \ldots\right)\left(\sum_{i} x_{i}-\sum_{i_{1}, i_{2}} x_{i_{1}} x_{i_{2}}+\ldots+\sum_{j} y_{j}-\sum_{j_{1}, j_{2}} x_{j_{1}} x_{j_{2}}+\ldots\right) \\
& \quad=1+g\left(x_{1} \ldots, y_{1} \ldots\right)\left[\left(1-\prod_{i=1}^{\infty}\left(1-x_{i}\right)\right)+\left(1-\prod_{i=1}^{\infty}\left(1-y_{i}\right)\right)\right]
\end{aligned}
$$

Thus we have

$$
g\left(x_{1}, x_{2} \ldots, y_{1}, y_{2} \ldots\right)=\frac{1}{\prod_{i=1}^{\infty}\left(1-x_{i}\right)+\prod_{i=1}^{\infty}\left(1-y_{i}\right)-1} .
$$

We can also give a formula for $F(m, n)$ based on $D_{k}(N)$, which is defined in Definition 3.10, and can be computed according to Proposition 3.12 and Proposition 3.13

## Proposition 3.20.

$$
F(m, n)=\sum_{k=0}^{A}\left[2 D_{k}(m) D_{k}(n)+D_{k+1}(m) D_{k}(n)+D_{k}(m) D_{k+1}(n)\right] .
$$

Here, $A=\min (\Omega(m), \Omega(n))$ where $\Omega(N)=\alpha_{1}+\alpha_{2}+\ldots+\alpha_{k}$, if $N=p_{1}^{\alpha_{1}} \ldots p_{k}^{\alpha_{k}}$.
Proof. For an arithmetical path, if the number of steps is even, suppose there are $2 k$ steps. Then there are $k$ steps in the $x$-direction and $k$ steps in the $y$-direction.

Without loss of generosity, we first compute the number of paths starting with a step in the $x$-direction.

A step in the $x$-direction is determined by an integer $x_{\text {end }} / x_{\text {initial }}$, in which $x_{\text {end }}$ and $x_{\text {initial }}$ are $x$-coordinates of the endpoint and initial point respectively. Suppose the integer thus defined for the $k$ steps are $d_{1}, d_{2}, \ldots, d_{k}$. We have $d_{1}, d_{2}, \ldots, d_{k}>1$ and $m=d_{1} d_{2} \ldots d_{k}$. Therefore, the number of different $\left(d_{1}, d_{2}, \ldots, d_{k}\right)$ is $D_{k-1}(m)$.

Similarly, a step in the $y$-direction is determined by an integer $y_{\text {end }} / y_{\text {initial }}$, in which $y_{\text {end }}$ and $y_{\text {initial }}$ are $y$-coordinates of the endpoint and initial point respectively. Suppose the integer
thus defined for the $k$ steps are $d_{1}^{\prime}, d_{2}^{\prime}, \ldots, d_{k}^{\prime}$. Then the number of different $\left(d_{1}^{\prime}, d_{2}^{\prime}, \ldots, d_{k}^{\prime}\right)$ is $D_{k-1}(n)$.

Since different paths have different tuples $\left(d_{1}, d_{2}, \ldots, d_{k}, d_{1}^{\prime}, d_{2}^{\prime}, \ldots, d_{k}^{\prime}\right)$ and every tuple has a corresponding path, there is bijection between the paths and the tuples. Thus, the number of paths with $2 k$ steps, starting with a step in the $x$-direction is $D_{k-1}(m) D_{k-1}(n)$.

Similarly, the number of paths with $2 k$ steps, starting with a step in the $y$-direction is also $D_{k-1}(m) D_{k-1}(n)$.

With the same spirit, we can prove that the number of paths with $(2 k+1)$ steps, starting with a step in the $x$-direction is $D_{k}(m) D_{k-1}(n)$ while the number of paths with $(2 k+1)$ steps, starting with a step in the $y$-direction is also $D_{k-1}(m) D_{k}(n)$.

Therefore, we have

$$
F(m, n)=\sum_{k=0}^{A}\left[2 D_{k}(m) D_{k}(n)+D_{k+1}(m) D_{k}(n)+D_{k}(m) D_{k+1}(n)\right]
$$

It is difficult to compute $D_{k}(N)$ by hand, while computing $d_{k}(N)$ is an easy task. So we will give a formula for $F(m, n)$ based on $d_{k}(N)$. First, we give the formula in some special cases.

Case. $m=p^{s}, n=q^{t}, p, q$ primes, $s, t \in \mathbb{N}$.

$$
F(m, n)=\binom{s+t}{s}
$$

Case. $m=p^{s}, n=p_{1}^{\alpha_{1}} \ldots p_{k}^{\alpha_{k}}, p, p_{i}$ primes $s, \alpha_{i} \in \mathbb{N}$.

$$
F(m, n)=d_{s}(n)=\prod_{i=1}^{k}\binom{s+\alpha_{i}}{s}
$$

Case. $m=p^{s} q, p, q$ primes, $s, t \in \mathbb{N}$.

$$
F(m, n)=(s+1) d_{s+1}(n)-s d_{s}(n) .
$$

Case. $m=p^{s} q^{t}, p, q$ primes, $s, t \in \mathbb{N}$.

$$
F(m, n)=\sum_{i=0}^{s+t}(-1)^{i}\binom{s+t-i}{s-i, t-i, i} d_{s+t-i}(n)
$$

Case. $m=p^{s} q^{t} r, p, q, r$ primes, $s, t \in \mathbb{N}$.

$$
F(m, n)=\sum_{i=0}^{s+t+1}(-1)^{i} \frac{(s+t+1-i)!}{(s+1-i)!(t+1-i)!i!}((s+1)(t+1)-i) d_{s+t+1-i}(n)
$$

Case. $m=p^{s} q^{t} r^{2}, p, q, r$ primes, $s, t \in \mathbb{N}$.

$$
\begin{aligned}
F(m, n) & =\sum_{i=0}^{s+t+2}(-1)^{i} \frac{(s+t+2-i)!}{(s+2-i)!(t+2-i)!i!} \\
& ((s+2)(s+1)(t+2)(t+1)-4(s+i)(t+i)+6 i(i-1)) d_{s+t+2-i}(n)
\end{aligned}
$$

Case. $m=p_{1}^{s} p_{2}^{s} \ldots p_{k}^{s}, p_{i}$ primes, $s \in \mathbb{N}$.

$$
F(m, n)=\sum_{i=s}^{k s}(-1)^{k s-i} T_{k}(i, s) d_{i}(n)
$$

Here $T_{k}(n, m)=\sum_{j=0}^{n}(-1)^{n-j}\binom{n}{j}\binom{j}{m}^{k}$ or can be given by $\binom{n}{m}^{k}=\sum_{j=0}^{n} T_{k}(j, m)\binom{n}{j}$.
On OEIS, $T_{3}(n, m)$ is A262704; $T_{4}(n, m)$ is A262705; $T_{5}(n, m)$ is A262706.
Inspired by the form of the last case, we find the following beautiful formula.
Proposition 3.21. If $m=p_{1}^{\alpha_{1}} \ldots p_{k}^{\alpha_{k}}, p_{i}$ primes $\alpha_{i} \in \mathbb{N}$. We define polynomial $f(x)$ to be $\prod_{i=1}^{k}\binom{x+\alpha_{i}}{\alpha_{i}}$ and let $A=\alpha_{1}+\alpha_{2}+\ldots+\alpha_{k}$. Then

$$
F(m, n)=\sum_{i=0}^{A} \sum_{j=0}^{i}(-1)^{j}\binom{i}{j} f(-j-1) d_{i}(n)
$$

Proof. First, by Proposition 3.20 we know that for a fixed $m, F(m, n)$ can be written as the linear combination of $D_{k}(n)$ in which the coefficients don't depend on $n$. Together with Proposition 3.13 we know that $F(m, n)$ can be written as the linear combination of $d_{k}(n)$ in which the coefficients don't depend on $n$. Suppose that

$$
F(m, n)=\sum_{i=0}^{\infty} C_{i} d_{i}(n)
$$

Taking $n=p^{s}, p$ prime, $s \in \mathbb{N}$, we have

$$
F(m, n)=\sum_{i=0}^{\infty} C_{i}\binom{s+i}{i}
$$

On the other hand,

$$
F(m, n)=\prod_{i=1}^{k}\binom{s+\alpha_{i}}{\alpha_{i}}
$$

So for all $s \in \mathbb{N}$, we have

$$
\prod_{i=1}^{k}\binom{s+\alpha_{i}}{\alpha_{i}}=\sum_{i=0}^{\infty} C_{i}\binom{s+i}{i}
$$

Dividing both side by $s^{A}$ and let $s$ tend to infinity, we have a positive constant on the left hand side, thus we should also have the same constant on the right hand side. Notice that for every $i<A, \lim _{s \rightarrow+\infty} s^{-A}\binom{s+i}{i}=0$, while for every $i>A, \lim _{s \rightarrow+\infty} s^{-A}\binom{s+i}{i}=+\infty$, we have $C_{A}>0$ and $C_{i}=0$ for $i>A$.

Let $g(x)=\sum_{i=0}^{A} C_{i}\binom{x+i}{i}$, we have $f(x)=g(x)$ for all $x \in \mathbb{N}$. By the Lagrange Theorem, we conclude that $f(x) \equiv g(x)$.

In particular, $f(-t-1)=g(-t-1)$, in which $t \in \mathbb{N}$. Notice that

$$
\binom{-t-1+i}{i}= \begin{cases}0 & i>t \\ (-1)^{i}\binom{t}{i} & 0 \leq i \leq t\end{cases}
$$

Therefore we have

$$
\begin{equation*}
f(-t-1)=\sum_{i=0}^{t}(-1)^{i}\binom{t}{i} C_{i} \tag{5}
\end{equation*}
$$

We use induction to prove that for every $l \in \mathbb{N}$,

$$
C_{l}=\sum_{i=0}^{l}(-1)^{i}\binom{l}{i} f(-i-1)
$$

When $l=0$, taking $t=0$ in (5) gives $f(-1)=C_{0}$ which is the desired result.
If the equality holds for all $l^{\prime}<l, l \geq 1$, then taking $t=l$ in (5) gives

$$
\begin{aligned}
C_{l} & =(-1)^{l} f(-l-1)+\sum_{i=0}^{l-1}(-1)^{l-i}\binom{l}{i} C_{i} \\
& =(-1)^{l} f(-l-1)+\sum_{i=0}^{l-1}(-1)^{l-i}\binom{l}{i} \sum_{j=0}^{i}(-1)^{j}\binom{i}{j} f(-j-1) \\
& =(-1)^{l} f(-l-1)+\sum_{j=0}^{l-1}(-1)^{j} f(-j-1) \sum_{i=j}^{l-1}(-1)^{l-i}\binom{l}{i}\binom{i}{j} .
\end{aligned}
$$

Since

$$
\binom{l}{i}\binom{i}{j}=\binom{l}{l-i, i-j, j}=\binom{l}{j}\binom{l-j}{l-i}
$$

we have

$$
\begin{aligned}
\sum_{i=j}^{l}(-1)^{l-i}\binom{l}{i}\binom{i}{j} & =\sum_{i=j}^{l}(-1)^{l-i}\binom{l}{j}\binom{l-j}{l-i} \\
& =\binom{l}{j} \sum_{i=j}^{l}(-1)^{l-i}\binom{l-j}{l-i} \\
& =0
\end{aligned}
$$

Therefore

$$
\begin{aligned}
C_{l} & =(-1)^{l} f(-l-1)+\sum_{j=0}^{l-1}(-1)^{j} f(-j-1) \sum_{i=j}^{l-1}(-1)^{l-i}\binom{l}{i}\binom{i}{j} \\
& =(-1)^{l} f(-l-1)+\sum_{j=0}^{l-1}(-1)^{j} f(-j-1)\binom{l}{j} \\
& =\sum_{j=0}^{l}(-1)^{j}\binom{l}{j} f(-j-1) .
\end{aligned}
$$

thus we have completed our induction.
Finally we obtain our beautiful formula

$$
\begin{aligned}
F(m, n) & =\sum_{i=0}^{A} C_{i} d_{i}(n) \\
& =\sum_{i=0}^{A} \sum_{j=0}^{i}(-1)^{j}\binom{i}{j} f(-j-1) d_{i}(n) .
\end{aligned}
$$

Remark. In this study, we classify all the decomposition of sets of consecutive integers, find a method to construct them and derive formulas for the number of such decompositions. Furthermore, we find that the subject is closely related to cyclotomic polynomials and the study actually inspires us to classify cyclotomic polynomials with $\{0,1\}$ coefficients, which is a future research project the author will be working on.

## 4 Computational Complexity

In this section, we will give an efficient algorithm to calculate $F(m, n)$ relying on the results in this paper and analyze its computational complexity.

Algorithm. Without loss of generosity, we may assume that $m<n$ and let $A=\Omega(m)$, then $A \leq \log _{2} m$.

Step 1: Use Pollard Rho algorithm to obtain the prime factorization of $m$ and $n$. The computational complexity is $O\left(\max \{m, n\}^{\frac{1}{4}}\right)$. Assume that $m=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \ldots p_{s}^{\alpha_{s}}$ and $n=q_{1}^{\beta_{1}} q_{2}^{\beta_{2}} \ldots q_{t}^{\beta_{t}}$.

Step 2: For each $0 \leq i \leq s$, calculate $\binom{\alpha_{i}}{0},\binom{\alpha_{i}+1}{1},\binom{\alpha_{i}+2}{2}, \ldots,\binom{\alpha_{i}+A}{A}$, using $\binom{\alpha_{i}+k}{k}=\frac{\alpha_{i}+k}{k}\binom{\alpha_{i}+k-1}{k-1}$. Then do the same thing for $\binom{\beta_{j}+l}{l}, 0 \leq j \leq t, 0 \leq l \leq A$. The computational complexity is $O(\log m \log n)$.

Step 3: Calculate $d_{k}(m)$ and $d_{k}(n)$ for all $0 \leq k \leq A$ using Proposition 3.12 The computational complexity is $O(\log m \log n)$.

Step 4: Calculate $\binom{k+1}{i}$ for all $0 \leq i \leq k \leq A$, using $\binom{k+1}{i}=\binom{k}{i-1}+\binom{k}{i}$. The computational complexity is $O\left(\log ^{2} m\right)$.

Step 5: Calculate $D_{k}(m)$ and $D_{k}(n)$ for all $0 \leq k \leq A$ using Proposition 3.13 The computational complexity is $O\left(\log ^{2} m\right)$.

Step 6: Calculate $F(m, n)$ using Proposition 3.20. The computational complexity is $O(\log m)$.
Thus we have an algorithm to calculate $F(m, n)$ with its computational complexity being $O\left(\max \left\{\log m \log n, m^{\frac{1}{4}}, n^{\frac{1}{4}}\right\}\right)$.
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