
J Sci Comput (2015) 63:913–937
DOI 10.1007/s10915-014-9920-3

Local Discontinuous Galerkin Methods for the
Functionalized Cahn–Hilliard Equation

Ruihan Guo · Yan Xu · Zhengfu Xu

Received: 18 March 2014 / Revised: 21 July 2014 / Accepted: 8 September 2014 /
Published online: 19 September 2014
© Springer Science+Business Media New York 2014

Abstract In this paper, we develop a local discontinuous Galerkin (LDG) method for the
sixth order nonlinear functionalized Cahn–Hilliard (FCH) equation.We address the accuracy
and stability issues from simulating high order stiff equations in phase-fieldmodeling.Within
theLDGframework, various boundary conditions associatedwith the backgroundphysics can
be naturally implemented. We prove the energy stability of the LDG method for the general
nonlinear case. A semi-implicit time marching method is applied to remove the severe time
step restriction (�t ∼ O(�x6)) for explicit methods. The h − p adaptive capability of
the LDG method allows for capturing the interfacial layers and the complicated geometric
structures of the solution with high resolution. To enhance the efficiency of the proposed
approach, the multigrid (MG)method is used to solve the system of linear equations resulting
from the semi-implicit temporal integration at each time step. We show numerically that the
MG solver has mesh-independent convergence rates. Numerical simulation results for the
FCH equation in two and three dimensions are provided to illustrate that the combination of
the LDG method for spatial approximation, semi-implicit temporal integration with the MG
solver provides a practical and efficient approach when solving this family of problems.
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1 Introduction

Phase-field modeling has been an alternative method to investigate morphology and micro-
structural evolution of systems with blending of various materials on a macroscopic level
which gives the advantage of significantly less computational cost over the more accurate
molecular dynamics simulation, see [5,6,12] and the references therein. In the phase-field
modeling, the dynamics of the underlying physical system is generally described by a gra-
dient flow resulting from the Euler–Lagrangian variation of a pre-defined energy form with
embedded phase-field functions. However, the gradient flow, in the form of high order stiff
partial differential equations (PDEs), poses a great deal of difficulty for numerical simu-
lation. Namely, high resolution simulation is preferred in order to capture the generally
sharp interfacial structures and to provide numerical solution with fidelity; The system itself
experiences long time evolution therefore computational efficiency is essential to map out the
whole dynamics from initial state to steady state; The physical domain under consideration
is normally irregular which makes it very difficult to apply fast computational methods such
as fast Fourier or pseudo-spectral method, not to mention various boundary conditions of
the background physical process. In this paper, we would like to provide a practical tool to
handle those issues using the PDE from a functionalized Cahn–Hilliard model as an exam-
ple. The proposed approach can be considered for other similar phase-field equations as
well.

To be specific, we consider numerical methods in a bounded domain � ∈ R
d(d ≤ 3) for

the functionalized Cahn–Hilliard (FCH) equation

ut = �
[
(ε2� − W ′′(u))(ε2�u − W ′(u)) + ε(η1ε

2�u − η2W
′(u))

]
, (1.1)

where u takes values between −1 and 1 and represents the volume fraction of polymer and
solvent in the mixture. Here W (u) is generally given as a potential well for the purpose of
phase separation.

The FCH equation was proposed by Gompper and Schick [18] as a model for interfacial
energy in phase separated mixtures with an amphiphilic structure. Then, Promislow [24]
developed the model to describe nanoscale morphology changes in functionalized polymer
chains. Gavish et al. introduced the FCH energy and extended the scope of the continuum
variational approach to incorporate the influence of the solvation entropy of ions on the
network morphology of phase separated materials in [16,17].

In this paper, we develop a local discontinuous Galerkin (LDG) method for the FCH
equation. The h − p adaptive capability of the LDG method allows for resolving the inter-
facial layers and the complicated geometric structures of the solution with high accuracy.
The nonlinear stability of the LDG scheme provides a layer of robustness of the numerical
simulation. To add another layer of stability for robust long-time simulation, we prove the
energy stability of the LDG method for the general nonlinear case. Also, the LDG method
smoothly incorporate the background physical boundary conditions into the numerical com-
putation.

The LDG spatial discretization for the FCH equation typically results in a stiff ordinary
differential equation (ODE). Explicit time marching methods require extremely small time
step size (�t ∼ O(�x6)) to maintain the stability of the methods. This requirement turns
explicit methods useless, considering that a long time simulation is generally expected to
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obtain a steady state solution. In this case, implicit time integration is often applied to permit
adaptive time stepping strategy for both accuracy and efficiency.Obviously, it requires to solve
a system of linear equations at each time step. Traditional iterative solution methods such
as Gauss–Seidel method suffers from slow convergence rates. Therefore, a faster iterative
solver for the system of equations is essential. To enhance the efficiency of the proposed
approach, the multigrid (MG)method is used to solve the system of linear equations resulting
from the semi-implicit temporal integration at each time step. Numerical simulation results
demonstrate that the MG method is an efficient method and the number of iterations is
independent of the problem size.

In order to predict theMG behavior, a two-level local mode analysis is applied to study the
convergence of theMGmethod.Althoughwe restrict ourselves to two-dimensional problems,
with considerably extra complexity, a similar analysis can be made for three-dimensional
problems by the tensor product principle.

There are only few numerical methods for the simulation of the solution. In [4], Chen
and Shen rewrote the sixth order nonlinear FCH equation to a system of three coupled
second-order equations and applied the spectral-Galerkin methods. Jones et al. introduced
an implicit-explicit scheme and the spectral method for the FCH equation in [20]. The FCH
model shows high similarities to the Cahn–Hilliard (CH) model, and due to this, we can
borrow the numerical methods for the CH equation to treat the FCH equation. Xia et al.
developed the LDG method and proved the energy stability for the CH equation in [26],
which used the discontinuous, piecewise polynomials as the solution and test functions.
Guo and Xu studied the multigrid solver coupled with the LDG method for the CH equa-
tion in [19]. Elliott et al. [13–15] developed finite element methods for solving the CH
equation. Kay and Welford [21] introduced a nonlinear MG method coupled with a finite
element approximation of the CH equation and the total work required is O(N ). Kim et
al. presented the conservative multigrid methods for CH fluids and ternary CH systems in
[22,23].

The discontinuous Galerkin (DG) method we discuss in this paper is a class of finite
elementmethods using completely discontinuous piecewise polynomial space for the solution
and test functions. It was first designed as a method for solving hyperbolic conservation laws
containing only first order spatial derivatives, e.g. Reed and Hill [25] for solving linear
equations and Cockburn et al. [7–10] for solving nonlinear hyperbolic conservation laws.

For partial differential equations (PDEs) containing higher order spatial derivatives, it is
difficult to apply the DG method directly, so the LDG method was introduced. The LDG
method was firstly introduced by Cockburn and Shu in [11] as an extension of the Runge-
Kutta DG (RKDG) method to general convection-diffusion problems. Xia et al. designed the
LDGmethod for the CH equation and the Allen–Cahn/Cahn–Hilliard system in [26,27]. The
idea of the LDG method is to rewrite the equations with higher order derivatives into a first
order system, then apply the DG method on the system. The design of the numerical fluxes
is the key ingredient to ensure stability. More details about the LDG methods for high-order
time dependent PDEs can be found in the review paper [28].

The outline of this paper is as follows. In Sect. 2, we review the properties of the FCH
equation. In Sect. 3, we present the LDG method for the FCH equation and give a proof
of the energy stability for the semi-discrete LDG scheme. A semi-implicit time marching
method is presented in Sect. 4. In Sect. 5, we give the two-level local mode analysis of the
MG solver. Section 6 contains numerical results for the nonlinear FCH equation in two and
three dimensions, which demonstrate the accuracy and capability of the methods. Finally we
give concluding remarks in Sect. 7. A detailed description of the bi-grid algorithm and the
two-level local mode analysis are presented in Appendices 1, 2, respectively.
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2 The Functionalized Cahn–Hilliard Equation

In the development of modern materials for energy generation and storage, what becomes a
primary difficulty is effective control of morphology on the nanoscale level. The knowledge
of what governs the formation and evolution of the nanoscale morphology is lacking in many
applications. There is an additional difficulty that the morphology of the active (hydrated)
state cannot be probed directly in the case of soft polymer materials. To better understand
the nanostructure of Nafion and other similar materials, the FCH model was developed by
Promislow et al. [24] to describe the time evolution of the nanoscale morphology generated
by hydrating polymer chains with a polar solvent. With a small set of parameters, the FCH
model characterizes bilayer, pore-like, and micelle network structures.

To introduce the FCH energy, we first give the Cahn–Hilliard (CH) energy. The CH energy
was introduced by Cahn and Hilliard in [3] to characterize a binary mixture by a phase field
function u that maps� ⊂ R

n into mixture values [−1, 1], with u = ±1 in water and polymer
domains respectively. The CH (or Ginzburg–Landau) interfacial free energy takes the form

E(u) =
∫

�

(
ε2

2
|∇u|2 + W (u)

)
d�, (2.1)

where ε is the thickness of the interface between the phases.
The FCH energy, a continuum characterization of interfacial energy whose minimiz-

ers describe the network morphology of solvated functionalized polymer membranes. It is
derived through the square of the variational derivative of the CH energy E(u), balanced
against unfolding parameters η1 and η2 as explained in [24]. Thus it takes the form

F(u) =
∫

�

1

2

(
ε2�u − W ′(u)

)2 − ε

(
ε2η1

2
|∇u|2 + η2W (u)

)
d�. (2.2)

The first term in the integrand accounts for elastic bending energy of the polymer, and the
second term for the surface area which tends to increase due to reduction of electrostatic
energy when the charged polymer side-chains are solvated. The parameters η1 and η2 are
positive constants, which govern the nature of the energetic interactions. η1 and η2 can be
chosen as the same value or not.W (u) is a function that describes potential energy of mixing
and a typical form is

W (u) = 1

4
(u2 − 1)2, (2.3)

which is the symmetric Ginzburg–Landau double-well potential with equilibria at u = 1 and
u = −1.

The Euler–Lagrangian variation of the energy (2.2) gives chemical potential

μ = δF

δu
= (ε2� − W ′′(u))(ε2�u − W ′(u)) + ε(η1ε

2�u − η2W
′(u)). (2.4)

Thus we have the FCH equation

ut = �μ = �
[
(ε2� − W ′′(u))(ε2�u − W ′(u)) + ε(η1ε

2�u − η2W
′(u))

]
. (2.5)

Neumann boundary conditions are prescribed for the physical domain, namely

∂u

∂ν
= ∂w

∂ν
= ∂μ

∂ν
= 0, on ∂�, (2.6)
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where w = ε2�u −W ′(u) and ν is the normal vector to ∂�. The H−1 gradient flow is mass
preserving and the total energy decays with respect to time t, i.e.

d

dt
F(u) =

∫

�

(ε2�u − W ′(u))(ε2�ut − W ′′(u)ut ) − ε(ε2η1∇u · ∇ut + η2W
′(u)ut )d�

=
∫

�

(ε2� − W ′′(u))(ε2�u − W ′(u))ut + ε(η1ε
2�u − η2W

′(u))utd�

=
∫

�

μ�μd� = −
∫

�

∇μ · ∇μd� ≤ 0.

The L2 gradient flow associated with the free energy (2.2) is

ut = −μ = −[(ε2� − W ′′(u))(ε2�u − W ′(u)) + ε(η1ε
2�u − η2W

′(u))]. (2.7)

To conserve total mass for the equation, we introduce a zero-mass projection 	. Then the
zero-mass projection gradient flow of the free energy (2.2) is

ut = 	{−[(ε2� − W ′′(u))(ε2�u − W ′(u)) + ε(η1ε
2�u − η2W

′(u))]}. (2.8)

The dynamics described by (2.5) and (2.8) are different. In this paper, we just focus on the
H−1 gradient flow, and design an LDG method and a suitable time marching strategy such
that relatively large time steps can be used for the simulation.

3 The LDG Method for the FCH Equation

In this section, we consider the LDG method for the FCH equation (2.5) in � ∈ R
d with

d ≤ 3. The LDG method and the energy stability results of this paper are valid for all d ≤ 3
and the general form of W (u).

3.1 Notations

Let Th denote a tessellation of � with shape-regular element K . Let 
 denote the union of
the boundary faces of elements K ∈ Th , i.e. 
 = ⋃

K∈Th
∂K , and 
0 = 
\∂�.

In order to describe the flux functions, we need to introduce some notations. Let e be a
face shared by the “left” and “right” elements KL and KR (we refer to [28] for more details
of the definition). Define the normal vectors νL and νR on e pointing exterior to KL and KR ,
respectively. If ψ is a function on KL and KR , but possibly discontinuous across e, let ψL

denote (ψ |KL )|e and ψR denote (ψ |KR )|e, the left and right trace, respectively.
Let Pk(K ) be the space of polynomials of degree at most k ≥ 0 on K . The finite element

spaces associated with the mesh are of the form

V k
h = {v ∈ L2(�) : v|K ∈ Pk(K ),∀K ∈ Th},

�k
h = {w = (w1, . . . , wd)

T ∈ L2(�)d : wl |K ∈ Pk(K ), l = 1, . . . , d,∀K ∈ Th}.

Note that functions in V k
h and �k

h are allowed to be completely discontinuous across element
interfaces.
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3.2 The LDG Method

To define the LDGmethod for the FCH equation, we first rewrite (2.5) as a first order system:

ut = ∇ · p, (3.1a)

p = ∇(p1 − s + ε(η1q + (η1 − η2)r)), (3.1b)

s = W ′′(u)q, (3.1c)

p1 = ε2∇ · p2, (3.1d)

p2 = ∇q, (3.1e)

q = ε2∇ · w − r, (3.1f)

w = ∇u, (3.1g)

r = W ′(u). (3.1h)

To simplify the notation, we still use u, p, s, p1, p2, q,w, r to denote the numeri-
cal solution. Applying the LDG method to the system (3.1), we have the scheme: Find
u, s, p1, q, r ∈ V k

h and p, p2,w ∈ �k
h , such that, for all test functionsϕ1, ϕ2,ϕ3, ϕ4, ϕ5 ∈ V k

h
and θ1, θ2, θ3 ∈ �k

h , we have
∫

K
utϕ1dK = −

∫

K
p · ∇ϕ1dK +

∫

∂K
p̂ · νϕ1ds, (3.2a)

∫

K
p · θ1dK = −

∫

K
(p1 − s + ε(η1q + (η1 − η2)r))(∇ · θ1)dK

+
∫

∂K
( p̂1 − ŝ + ε(η1q̂ + (η1 − η2)r̂))(θ1 · ν)ds, (3.2b)

∫

K
sϕ2dK =

∫

K
W ′′(u)qϕ2dK , (3.2c)

∫

K
p1ϕ3dK = − ε2

∫

K
p2 · ∇ϕ3dK + ε2

∫

∂K
p̂2 · νϕ3ds, (3.2d)

∫

K
p2 · θ2dK = −

∫

K
q(∇ · θ2)dK +

∫

∂K
q̂(θ2 · ν)ds, (3.2e)

∫

K
qϕ4dK = − ε2

∫

K
w · ∇ϕ4dK + ε2

∫

∂K
ŵ · νϕ4ds −

∫

K
rϕ4dK , (3.2f)

∫

K
w · θ3dK = −

∫

K
u(∇ · θ3)dK +

∫

∂K
û(θ3 · ν)ds, (3.2g)

∫

K
rϕ5dK =

∫

K
W ′(u)ϕ5dK . (3.2h)

The “hat” terms in (3.2) in the cell boundary terms from integration by parts are the so-called
“numerical fluxes”, which are functions defined on the edges and should be designed based on
different guiding principles for different PDEs to ensure stability. Similar to the development
in [26], it turns out that we can take the simple choices such that

p̂|e = pL , p̂1|e = p1R, ŝ|e = sR, q̂|e = qR,

r̂ |e = rR, p̂2|e = p2L , ŵ|e = wL , û|e = uR . (3.3)

We remark that the choice for the fluxes (3.3) is not unique.

123



J Sci Comput (2015) 63:913–937 919

By the boundary conditions (2.6), we take

p̂ = 0, p̂2 = 0, ŵ = 0, p̂1 = pin1 ,

ŝ = sin, q̂ = q in, r̂ = r in, û = uin, (3.4)

at the domain boundary, where uin means the value taking from the inside of the boundary
element.

3.3 Energy Stability

In this subsection, we will prove the energy stability of the LDG scheme for the general
nonlinear FCH equation with the choice of the fluxes in the previous subsection.

Proposition 3.1 (Energy stability) The solution to the LDG Scheme (3.2) and the flux (3.3)
with the boundary flux (3.4) satisfies the energy stability

d

dt

∫

�

(
1

2
q2 − ε

(
ε2η1

2
w · w + η2W (u)

))
d� ≤ 0.

Proof Choosing the test function ϕ5 = εη2ut in (3.2h), we obtain

εη2

∫

K
rutdK = εη2

∫

K
W ′(u)utdK . (3.5)

After taking the time derivative to Eqs. (3.2f), (3.2g) and (3.2h), we choose the test functions
ϕ4 = q, θ3 = −ε3η1w, θ3 = −ε2 p2 and ϕ5 = −q in (3.2f), (3.2g) and (3.2h), respectively.
Then we get

∫

K
qtqdK = −ε2

∫

K
wt · ∇qdK + ε2

∫

∂K
(ŵ · ν)t qds −

∫

K
rtqdK , (3.6)

−ε3η1

∫

K
wt · wdK = ε3η1

∫

K
ut (∇ · w)dK − ε3η1

∫

∂K
ût (w · ν)ds, (3.7)

−ε2
∫

K
wt · p2dK = ε2

∫

K
ut (∇ · p2)dK − ε2

∫

∂K
ût ( p2 · ν)ds, (3.8)

−
∫

K
rtqdK = −

∫

K
W ′′(u)utqdK . (3.9)

For (3.2a)–(3.2f), we take the test functions

ϕ1 = p1 − s + ε(η1q + (η1 − η2)r), θ1 = p, ϕ2 = ut ,

ϕ3 = −ut , θ2 = ε2wt , ϕ4 = −εη1ut .

Then we have
∫

K
ut (p1 − s + ε(η1q + (η1 − η2)r))dK

= −
∫

K
p · ∇(p1 − s + ε(η1q + (η1 − η2)r))dK

+
∫

∂K
p̂ · ν(p1 − s + ε(η1q + (η1 − η2)r))ds, (3.10)
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∫

K
p · pdK = −

∫

K
(p1 − s + ε(η1q + (η1 − η2)r))(∇ · p)dK

+
∫

∂K
( p̂1 − ŝ + ε(η1q̂ + (η1 − η2)r̂))( p · ν)ds, (3.11)

∫

K
sutdK =

∫

K
W ′′(u)qutdK , (3.12)

−
∫

K
p1utdK = ε2

∫

K
p2 · ∇utdK − ε2

∫

∂K
p̂2 · νutds, (3.13)

ε2
∫

K
p2 · wt dK = −ε2

∫

K
q(∇ · wt )dK + ε2

∫

∂K
q̂(wt · ν)ds, (3.14)

−εη1

∫

K
qutdK = εη1

∫

K
rutdK+ε3η1

∫

K
w · ∇utdK−ε3η1

∫

∂K
ŵ · νutds. (3.15)

Summing up the Eqs. (3.5)–(3.15), we obtain

∫

K

(
qtq − ε3η1w · wt − εη2W

′(u)ut + p · p) dK

= −
∫

K
p · ∇(p1 − s + ε(η1q + (η1 − η2)r))dK

−
∫

K
(p1 − s + ε(η1q + (η1 − η2)r))(∇ · p)dK

+
∫

∂K
p̂ · ν(p1 − s + ε(η1q + (η1 − η2)r))ds

+
∫

∂K
( p̂1 − ŝ + ε(η1q̂ + (η1 − η2)r̂))( p · ν)ds + ε2

∫

K
ut (∇ · p2)dK

+ ε2
∫

K
p2 · ∇utdK − ε2

∫

∂K
ût ( p2 · ν)ds − ε2

∫

∂K
p̂2 · νutds

− ε2
∫

K
wt · ∇qdK − ε2

∫

K
q(∇ · wt )dK + ε2

∫

∂K
(ŵ · ν)t qds

+ ε2
∫

∂K
q̂(wt · ν)ds + ε3η1

∫

K
ut (∇ · w)dK + ε3η1

∫

K
w∇utdK

− ε3η1

∫

∂K
ût (w · ν)ds − ε3η1

∫

∂K
ŵ · νutds

= −
∫

∂K
(p1 − s + ε(η1q + (η1 − η2)r))( p · ν)ds

+
∫

∂K
p̂ · ν(p1 − s + ε(η1q + (η1 − η2)r))ds

+
∫

∂K
( p̂1 − ŝ + ε(η1q̂ + (η1 − η2)r̂))( p · ν)ds + ε2

∫

∂K
( p2 · ν)utds

− ε2
∫

∂K
ût ( p2 · ν)ds − ε2

∫

∂K
p̂2 · νutds − ε2

∫

∂K
q(wt · ν)ds

+ ε2
∫

∂K
(ŵ · ν)t qds + ε2

∫

∂K
q̂(wt · ν)ds + ε3η1

∫

∂K
(w · ν)utds

− ε3η1

∫

∂K
ût (w · ν)ds − ε3η1

∫

∂K
ŵ · νutds
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Fig. 1 The asymptotic convergence factor λ changes with the damping parameter α. a Jacobi smoother, P1,
b Gauss–Seidel smoother, P1, c Jacobi smoother, P2, d Gauss–Seidel smoother, P2

Summing up over K , with the numerical fluxes (3.3) and the boundary conditions (3.4), we
can cancel the boundary terms and get

∫

�

(
qtq − ε3η1w · wt − εη2W

′(u)ut + p · p) d� = 0.

Because
∫

�

p · pd� ≥ 0,

we obtain the energy stability

d

dt

∫

�

(
1

2
q2 − ε

(
ε2η1

2
w · w + η2W (u)

))
d� ≤ 0.


�
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Fig. 2 Eigenvalue spectral of Eh and E2grid
h with damped Jacobi smoother for P1 and P2 approximation.

a Eigenvalue spectral of Eh , α = 0.85,P1, b eigenvalue spectral of E2grid
h , α = 0.85,P1, c eigenvalue

spectral of Eh , α = 0.85,P2, d eigenvalue spectral of E2grid
h , α = 0.85,P2

4 The Semi-implicit Time Discretization Method

The LDG spatial discretization for the FCH equation typically results in an ordinary differ-
ential equation (ODE). Explicit time marching methods require a suitably small time step
(�t ∼ O(�x6)) for stability, so we will explore a semi-implicit time marching method to
remove the severe time step restriction. Due to the high order spatial derivatives for the FCH
equation, the system of equations arising by the LDG spatial discretization and semi-implicit
time marching method will be ill-conditioned. How to solve these equations efficiently and
accurately present a great challenge.

Following the method in [4], we introduce a semi-implicit time marching method to
remove the time step restriction for explicit methods. The semi-implicit scheme is

un+1 − un

�t
= ∇ · pn+1, (4.1a)

pn+1 = ∇(pn+1
1 − sn + ε(η1q

n+1 + (η1 − η2)r
n)) + s1(q

n+1 − qn), (4.1b)
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Fig. 3 Eigenvalue spectral of Eh and E2grid
h with Gauss–Seidel smoother for P1 and P2 approximation.

a Eigenvalue spectral of Eh , α = 1.0,P1, b eigenvalue spectral of E2grid
h , α = 1.0,P1, c eigenvalue spectral

of Eh , α = 1.0,P2, d eigenvalue spectral of E2grid
h , α = 1.0,P2

sn = W ′′(un)qn, (4.1c)

pn+1
1 = ε2∇ · p2n+1, (4.1d)

p2
n+1 = ∇qn+1, (4.1e)

qn+1 = ε2∇ · wn+1 − rn + s2(u
n+1 − un), (4.1f)

wn+1 = ∇un+1, (4.1g)

rn = W ′(un), (4.1h)

where

qn = ε2∇ · wn − rn, (4.2a)

wn = ∇un, (4.2b)

123



924 J Sci Comput (2015) 63:913–937

Table 1 The number of MG
iterations required to reduce the
norm of the residual below the
tolerance τ = 1.0 × 10−8

�t = 1.0 × 10−3

�x Jacobi smoother Gauss–Seidel smoother

2π/32 10 7

2π/64 10 7

2π/128 10 7

2π/256 10 7

Fig. 4 Convergence rates of MG solver forP1 approximation.�t = 1.0×10−3. a Damped Jacobi smoother
with α = 0.85, b Gauss–Seidel smoother, no damping

s1 and s2 are two suitable stabilization constants. Numerical experiments in [4] show that
the Scheme (4.1) is unconditionally stable with s1 = s2 = 2. This allows for adaptive time
stepping.

Given un, pn1 and qn , the algorithm to get un+1 , pn+1
1 and qn+1 is

1. Choosing a local basis in cell K , we can eliminate pn+1, sn, p2n+1,wn+1, wn and rn

fromEqs. (4.1b), (4.1c), (4.1e), (4.1g), (4.2b) and (4.1h), respectively, by simply inverting
a small mass matrix in each case.

2. After the LDG spatial discretization, we get a system of linear equations
⎧
⎪⎪⎨

⎪⎪⎩

un+1 = L1(p
n+1
1 , qn, qn+1, un),

pn+1
1 = L2(q

n+1),

qn+1 = L3(u
n+1, un).

(4.3)

3. Solving the system of three coupled second-order Eq. (4.3) for {un+1, pn+1
1 , qn+1} at

each time step.

The overall performance highly depends on the efficiency of the solver. Traditional iterative
methods such as Gauss–Seidel method suffers from slow convergence rates and the MG
method is demonstrated as an efficient solver. We will show numerically that the number of
iterations is independent of the problem size. For a detailed description of the MG algorithm,
we refer the readers to Appendix 1.
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Fig. 5 Convergence rates of MG solver for P2 approximation with Gauss–Seidel smoother (no damping).
�t = 1.0 × 10−3

Table 2 Accuracy test for the
Scheme (4.1) at t = 0.2. To
maintain the accuracy, the time
step is chosen as
�t = 0.2�x,�t = 0.2�x2 and
�t = 0.2�x3 for P0,P1 and
P2 approximation, respectively

N L2 Error Order L∞ error Order

P0 16 4.54E−01 – 1.76E−01 –

32 2.43E−01 0.90 9.69E−02 0.87

64 1.31E−01 0.89 5.28E−02 0.87

128 6.88E−02 0.93 2.76E−02 0.93

P1 16 1.22E−01 – 6.19E−02 –

32 3.91E−02 1.64 1.67E−02 1.89

64 1.05E−02 1.89 4.29E−03 1.96

128 2.71E−03 1.97 1.08E−03 1.98

P2 16 5.50E−02 – 1.52E−02 –

32 8.06E−03 2.77 2.14E−03 2.83

64 1.03E−03 2.96 2.73E−04 2.97

128 1.34E−04 2.94 3.47E−05 2.98

Table 3 Accuracy test for the
Scheme (4.1) at t = 0.2. The time
step is chosen as �t = 0.2�x for
P1 and P2 approximation

N L2 error Order L∞ error Order

P1 32 2.65E−01 – 7.40E−02 –

64 1.59E−01 0.74 4.01E−02 0.88

128 8.90E−02 0.84 2.13E−02 0.91

P2 32 2.65E−01 – 6.71E−02 –

64 1.59E−01 0.74 3.84E−02 0.80

128 8.90E−02 0.84 2.09E−02 0.88
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Fig. 6 The time evolution of the FCHequation implementedwith Scheme (4.1)withP2 elements for Example
6.2.a T = 0.01, �t = 0.0001,b T = 0.1, �t = 0.0001, c T = 1.0, �t = 0.0001,d T = 100.0, �t = 0.01,
e T = 200.0, �t = 0.01, f T = 400.0, �t = 0.1
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Fig. 7 Energy trace of numerical
solution for Example 6.2

5 Local Mode Analysis of the Two-Level Algorithm

In order to predict the MG behavior, a two-level local mode analysis is introduced to study
the convergence of the MG method. At the core of any MG algorithm is the two-level
algorithm. Multilevel methods are obtained by recursively applying the two-level algorithm.
The convergence behavior of the two-level algorithm is given by the eigenvalue spectral of
the error amplification operator, i.e. ρ(E2grid

h ).
For convenience, we consider the local mode analysis for the Scheme (4.1) in two dimen-

sion. Extension to higher dimensions follows immediately by means of the tensor-product
principle. For a detailed description of the local mode analysis for the two-grid algorithm,
we refer the readers to Appendix 2.

We choose ε = 0.03, η1 = η2 = 5ε and s1 = s2 = 2 in Scheme (4.1) and the eigenvalue
spectral of the smoother (Eh) and the two-level algorithm (E2grid

h ) are shown in Figs. 1, 2,
3. From these figures, we have

1. From Fig. 1, we choose α = 0.85 with Jacobi smoother and α = 1.0 (no damping) with
Gauss–Seidel smoother for P1 and P2 approximation.

2. From Figs. 2, 3, we can see that the two-level algorithm with Gauss–Seidel smoother has
better convergence behavior than with Jacobi smoother.

3. The two-level algorithm is not convergent for P2 approximation with damped Jacobi
smoother according to Fig. 2.

6 Numerical Results

In this section, we discuss the numerical solution of the Scheme (4.1) with LDG spatial
discretization. The resulting linear system is solved by the multigrid method and we show
numerically that the method has mesh-independent convergence rates. For the spatial dis-
cretization we use uniform meshes. In our numerical experiments, the values of the number
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Fig. 8 The time evolution of the FCHequation implementedwith Scheme (4.1)withP2 elements for Example
6.3. a T = 0.01�t = 0.0001, b T = 0.1�t = 0.0001, c T = 1.0�t = 0.0001, d T = 100.0�t = 0.01,
e T = 200.0�t = 0.01, f T = 400.0�t = 0.1
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Fig. 9 Energy trace of numerical solution for Example 6.3

of pre- and post- relaxations is taken as ν1 = ν2 = 3. All the computations are performed in
double precision.

6.1 Two Space Dimension

6.1.1 Convergence of the MG Solver

Example 6.1 To demonstrate the superiority of the multigrid solver, we present the con-
vergence rate of the method at the 10th time step. For the tests we take the exact solution
of

u(x, y, t) = e−2t sin(x) sin(y), (6.1)

with the source term f (x, y, t), where f (x, y, t) is a given function so that make the exact
solution. The initial condition is

u(x, y, 0) = sin(x) sin(y), (6.2)

and the domain is [−π, π] × [−π, π] with periodic boundary conditions. W (u) is taken as
(2.3). The values of the parameters are ε = 0.4 and η1 = η2 = 1.0.

The number of multigrid iterations required to reduce the norm of the residual below
the tolerance τ = 1.0 × 10−8 for P1 approximation is given in Table 1 with Gauss–Seidel
smoother and Jacobi smoother. We can find that the required number of iterations is indepen-
dent of �x and the multigrid method with Gauss–Seidel smoother shows better convergence
behavior than with damped Jacobi smoother, which agrees with the results of the local mode
analysis in Sect. 5, thus we further restrict our study to the former. By the local mode analysis
in Sect. 5, we know that the two-grid method with Jacobi smoother is not convergent for P2

approximation, so we only consider Gauss–Seidel smoother here. Figures 4 and 5 suggest
that the multigrid solver is of optimal complexity for P1 and P2 approximation.
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Fig. 10 Level sets u = 0.4 (green) and u = 0.45 (blue) of the solvent phase resulting from the FCH
equation implemented with Scheme (4.1) with P2 elements for Example 6.4. a T = 0.1�t = 0.002, b
T = 1.0�t = 0.002, c T = 50.0�t = 0.1, d T = 200.0�t = 0.1 (Color figure online)

The L2 and L∞ errors and the numerical orders of accuracy at time t = 0.2 can be found
in Table 2. We can see that the method with Pk elements gives a (k + 1)-th order of accuracy
in both L2 and L∞ norms. What we should keep in mind is that the choice of this refinement
path has nothing to do with any time step restriction for stability. In Table 3, we also show
the convergence results for P1 and P2 elements with large time step �t = 0.2�x , which
indicate the time discretization scheme is consistent.

6.1.2 Spinodal Decomposition and Energy Dissipation

Example 6.2 We consider the Scheme (4.1) with LDG spatial discretization. The initial data
is a random number between −1 and 1 on each grid point. The domain is [−π, π]× [−π, π]
and the boundary conditions are (2.6). We take ε = 0.03 and η1 = η2 = 5ε, and W (u) is
taken as (2.3). Numerical results of Scheme (4.1) for P2 approximation are shown in Fig. 6.
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Fig. 11 Energy trace of numerical solution for Example 6.4

Figure 6 shows statistically similar patterns in the numerical solution as those in [20,24].
The system experiences rapid mixing of the two components in the early stage, and phase
separation occurs on nearly the same time scale (the spinodal phase). The porous structure
forms after a very short time (T = 0.01), followed by merging and further phase separation.
On longer time scales, the system evolves slowly. The results are qualitatively comparable
to the results reported in [17,20].

The energy trace of the numerical solution is shown in Fig. 7 and we find that the energy
(2.2) of FCH equation decays with respect to time t , which agrees with the theoretical results.

Example 6.3 We consider the FCH equation (2.5) with

W (u) = (u − 1)2

2

(
(u + 1)2

2
− 0.18

)
, (6.3)

η1 = 10ε, η2 = 5ε and ε = 0.03. The initial condition is taken as

u(x, y, 0) = sign(δ + v f ), (6.4)

where v f = −0.2 and δ is randomly assigned between 0 and 1. The domain is [−π, π] ×
[−π, π] and the boundary conditions are (2.6). Numerical results of Scheme (4.1) for P2

approximation are shown in Fig. 8, which is qualitatively consistent with those presented
in [20].

Figure 9 shows the energy trace of the numerical solution and we can see that the energy
(2.2) of FCH equation decays with respect to time t .

6.2 Three Space Dimension

6.2.1 Spinodal Decomposition and Energy Dissipation

Example 6.4 We consider the FCH equation (2.5) with η1 = η2 = 5ε and ε = 0.03. W (u)

is taken as (2.3). The initial data is a random number between −1 and 1 on each grid point.
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Fig. 12 Level sets u = 0.4 (green) and u = 0.45 (blue) of the solvent phase resulting from the FCH
equation implemented with Scheme (4.1) with P2 elements for Example 6.5. a T = 0.1�t = 0.002,
b T = 1.0�t = 0.002, c T = 50.0�t = 0.2, d T = 200.0�t = 1.0 (Color figure online)

The domain is [−π/2, π/2] × [−π/2, π/2] × [−π/2, π/2] and the boundary conditions
are (2.6). Numerical results of Scheme (4.1) for P2 approximation are shown in Fig. 10.
The system experiences rapid mixing of the two components in the early stage, and phase
separation occurs on nearly the same time scale (the spinodal phase). After a short time, the
porous structure appears.

Figure 11 shows the energy trace of the numerical solution and we can see that the energy
(2.2) of FCH equation decays with respect to time t , which agrees with the theoretical result.

Example 6.5 We consider the FCH equation (2.5) with

W (u) = (u − 1)2

2

(
(u + 1)2

2
− 0.18

)
, (6.5)
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Fig. 13 Energy trace of numerical solution for Example 6.5

η1 = 10ε, η2 = 5ε and ε = 0.025. The initial condition is taken as

u(x, y, z, 0) = sign(δ + v f ), (6.6)

where v f = −0.2 and δ is randomly assigned between 0 and 1. The domain is [−π/2, π/2]×
[−π/2, π/2] × [−π/2, π/2] and the boundary conditions are (2.6). Numerical results of
Scheme (4.1) for P2 approximation are shown in Fig. 12, which shows similar patterns as
those in Example 6.4.

Figure 13 shows the energy trace of the numerical solution and we can see that the energy
(2.2) of FCH equation decays with respect to time t .

Finally, what we should have in mind is that the DG spatial discretization does allow for
more flexibility in several other ways. DG methods are a class of finite element methods,
which can handle the irregular computational domain and complex boundary conditions eas-
ily. Meanwhile, since the basis functions can be completely discontinuous, discontinuous
Galerkin methods have the flexibility which is not shared by typical finite element meth-
ods, such as the allowance of arbitrary triangulation with hanging nodes, complete freedom
in changing the polynomial degrees in each element independent of that in the neighbors
(p-adaptivity), and extremely local data structure (elements only communicate with imme-
diate neighbors regardless of the order of accuracy of the scheme) and the resulting embar-
rassingly high parallel efficiency.

7 Concluding Remarks

In this paper, we have constructed a local discontinuous Galerkin method to solve the func-
tionalized Cahn–Hilliard equation. The energy stability is proved for the general nonlinear
case. A semi-implicit method is used for time discretization to remove the severe time step
restriction for explicit methods. The use of the semi-implicit method will result in a linear
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algebraic system at each time step and the multigrid solver is used to solve the system. In
addition, we show numerically that the number of the multigrid iterations is independent of
the problem size and is of optimal complexity. These results in two and three dimensions
indicate that the local discontinuous Galerkin method and the multigrid method are good
tools for solving such high order and nonlinear partial differential equations in mathematic
physics.

In addition to the advantages of the local discontinuous Galerkin method and themultigrid
solver, we can speed up the simulation by adapting the time step to the evolution of the
solution. We numerically show the unconditional stability of the Scheme (4.1) with s1 =
s2 = 2. This allows us to choose a time step as large as we would like at the cost of numerical
error.

8 Appendix 1: The Linear MG Solver

We start by introducing the basic notations to describe the general setting of a two-level or
bi-grid method. Together with the family of partitions {Th}h>0 used for the LDG discretiza-
tion, we consider a coarse family of mesh partitions, {TH }H>0 with H > h and satisfying
the basic assumption TH ⊂ Th . One can think H = 2h, since in many circumstances it will
already be coarse enough. Associated to the coarse mesh partition we have the corresponding
finite element space VH which is defined as

VH = {v ∈ L2(D) : v|D ∈ Pk(D); ∀ D ∈ TH }. (8.1)

Throughout the whole description we assume the polynomial degree k is fixed.
To link functions in both spaces, we define the prolongation and restriction operators. The

prolongation operator PhH : VH ∨ Vh is defined as the natural inclusion. The restriction
operator RHh : Vh ∨ VH is defined as the transpose of PhH with respect to the standard
L2-inner product. That is, it is obtained by solving:

∑

D∈TH

∫

D
RHh(uh)vHdx =

∑

D∈Th

∫

D
uh PhH (vH )dx, ∀vH ∈ VH . (8.2)

We now denote Sh as a general relaxation or smoothing operator. We later specify and study
several choices. The basic property that Sh should have is to damp the high frequencies
of the approximate solution and smooth the error. The coarse solver is defined by AH =
RHh Ah PhH . The coarse grid correction step is to reduce the smooth components of the error
that can not be reduced by the smoother.

The linear scheme requires the solution at each time step of algebraic non-symmetric
linear systems i.e.

Ahuh = fh . (8.3)

TheMGmethod is used to solve the system and the main points of the algorithm is the bi-grid
cycle. Following [2], we can formulate the bi-grid cycle as follows:

Algorithm 1: Two-grid Cycle Starting with an initial approximation, say u0PRE :

1. Pre-relaxation apply ν1 pre-relaxation sweeps: for m = 1 . . . , ν1, solve

umPRE = um−1
PRE + Sh( fh − Ahu

m−1
PRE ),
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Table 4 The possible choices of the smoother operator

Smoother Jacobi Gauss–Seidel Damped Jacobi Damped Gauss–Seidel

Sh D−1
h (Dh + Lh)−1 αD−1

h α(Dh + Lh)−1

2. Coarse-grid correction update the solution uν1
PRE by a coarse-grid correction step, solve

the problem once on coarse grid

AHvH = RHh( fh − Ahu
ν1
PRE ),

and set uCG = uν1
PRE + PhH (vH ).

3. Post-relaxation starting with uCG , apply ν2 post-relaxation sweeps, that is, set u0POST =
uCG and for m = 1 . . . , ν2, solve

umPOST = um−1
POST + Sh( fh − Ahu

m−1
POST ).

The integers ν1 and ν2 are parameters in the scheme that control the number of relaxation
sweeps before and after visiting the coarse grid. ν1 and ν2 are called the number of pre- and
post- relaxations, respectively.

Solving the coarse grid problem at the second step of the above algorithm could be done
again with the two-level algorithm. Hence, the V-cycle multi-level algorithm in terms of the
two-level algorithm is defined by applying the two-level algorithm recursively.

Due to the block structure of Ah , we focus only on very simple block-relaxation. In
particular, we decompose Ah into a strict block-lower, a block-diagonal, and a strict block-
upper matrix, i.e.

Ah = Lh + Dh +Uh . (8.4)

Table 4 shows some possible choices of the smoother operator.

9 Appendix 2: The Local Mode Analysis of the Two-Grid Algorithm

In [1], the author considered a general framework for performing the local mode analysis
for analyzing the convergence of two-level or bi-grid algorithms, and also provided some
quantitative information about the performance and design of the solvers. Although the
approach is applied to constant coefficients, linear problems and uniform grids, some general
results are established, based on the fact that some local mode analysis can be performed
at the matrices. A different treatment has to be given to the part of the matrix associated
with interior unknowns and that associated to boundary degrees of freedom. Ignoring the
treatment of the boundaries, we now revise some of the results given in [1]. There, the author
defined the convergence factor of the two-grid method by

λ = sup
‖uν2

POST ‖
‖u0PRE‖ (9.1)

in some appropriate chosen norm that might depend on the problem. It is also shown, that
under the assumptions described above (constant coefficients, linear problems, uniform grids
and neglecting the boundary conditions), the convergence factor might be computed in terms
of the symbol of the error propagation operator.
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For the linear iteration, the error propagation operator is defined as:

Eh := I − Sh Ah, (9.2)

where I is the identity operator in V k
h . The spectral radius, or some norm of this operator

allows to quantify how the error is reduced at each iteration. If it is less than 1 we will get a
convergent iteration. The smaller it is, the faster is the iteration.

In the case of the two level or two-grid cycle defined in Algorithm 1, the error propagation
is:

E2grid
h := Eν2

h [I − PhH A−1
H RHh Ah]Eν1

h . (9.3)

Following [1], if one could choose the L2-norm, denotes by Êh(θ) the symbol (in the
frequency space) of the error propagation operator, from Parseval’s identity it is formally
obtained

λ = sup
θ �=0

‖Êh(θ)‖. (9.4)

While for symmetric problems, the estimation of the spectral radius of Eh could be reduced to
the computation of its largest eigenvalue, in the present situation, since Ah is non-symmetric
and also Sh , one can not guarantee that their spectral information contain the relevant infor-
mation.

To compute the spectral radius, a possible way is to compute the first singular value of
Eh . In particular, one can define the asymptotic convergence factor (see [1]) as:

λasymp = sup
θ �=0

σ1(Êh(θ)), (9.5)

where σ1 is the spectral radius of E , (i.e. largest absolute eigenvalue). On the other hand,
a more restrictive way of ensuring that ‖E2grid

h ‖ < 1 would be to study the norms of each
of the terms in the product. From the definition, we see that an essential requirement is to
guarantee that the smoother has norm strictly less than 1.
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