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Abstract. In this paper, Orlicz valuations compatible with SL(n)

transforms are classified. Unlike their Lp analogs, the identity

operator and the reflection operator are the only SL(n) compatible

Orlicz valuations (up to dilations). It turns out that the Orlicz

projection body operator, the Orlicz centroid body operator and

the Orlicz difference body operator are not Orlicz valuations. The

property that the Orlicz difference body operator is not an Orlicz

valuation plays an important role in characterizing the identity

operator and the reflection operator.

1. Introductions

The Brunn-Minkowski theory, which merges two elementary notions

for sets in Euclidean space, vector addition and volume, is the core

of convex geometry. For a comprehensive introduction to the Brunn-

Minkowski theory, see Schneider [51] and Gardner [6]. During the

last few decades, the Lp analog, the Lp Brunn-Minkowski theory, was

developed by Lutwak, Yang, and Zhang, and many others; see [18, 19,

35–41].

Let Kno be the set of convex bodies (i.e., compact convex sets in Rn)

which contain the origin and Pno be the set of polytopes in Rn which

contain the origin.

For 1 ≤ p ≤ ∞ and arbitrary K,L ∈ Kno , the Lp Minkowski sum of

K and L is defined by

hK+pL(x)p = hK(x)p + hL(x)p (1.1)

2010 Mathematics Subject Classification. 52A20, 52B45.

Key words and phrases. Orlicz addition, Orlicz valuations, SL(n) contravari-

ance, SL(n) covariance, Cauchy functional equation.

1



2 ORLICZ VALUATIONS

for any x ∈ Rn, where hK denotes the support function of K (defined

in Section 2). When p =∞, the definition (1.1) should be interpreted

as hK+pL(x) = max{hK(x), hL(x)}. When p = 1, the definition (1.1)

gives the ordinary Minkowski addition, and K,L need not contain the

origin.

An Lp Minkowski valuation is a function Z : Pno → 〈Kno ,+p〉 such

that

Z(K ∪ L) +p Z(K ∩ L) = ZK +p ZL,

whenever K,L,K ∪ L,K ∩ L ∈ Pno . Here 〈Kno ,+p〉 denotes that Kno
is equipped with Lp Minkowski addition. For 1 ≤ p < ∞, the Lp

Minkowski valuations were characterized as moment bodies, difference

bodies and projection bodies by Ludwig [28] for GL(n) compatible

valuations and Haberl [14], Parapatits [46, 47] for SL(n) compatible

valuations.

A map Z : Kno → P(Rn), the power set of Rn, is called SL(n)

contravariant if

ZψK = ψ−tZK

for any K ∈ Kno and any ψ ∈ SL(n). The map Z is called SL(n)

covariant if

ZψK = ψZK

for any K ∈ Kno and any ψ ∈ SL(n).

Notice that {o} is the only invariant set of Rn under any SL(n)

transforms. Thus if Z is SL(n) contravariant (or covariant), then

Z{o} = {o}. (1.2)

The classification theorem of Haberl [14] and Parapatits [46] for

SL(n) contravariant Lp Minkowski valuations can be written as

Theorem 1.1 (Haberl [14] and Parapatits [46]). Let n ≥ 3. A map Z :

Pno → 〈Kno ,+〉 is an SL(n) contravariant Minkowski valuation if and
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only if there exist constants c1, c2, c3 ∈ R with c1 ≥ 0 and c1+c2+c3 ≥ 0

such that

ZP = c1ΠP + c2ΠoP + c3Πo(−P )

for all P ∈ Pno .

For 1 < p <∞, a map Z : Pno → 〈Kno ,+p〉 is an SL(n) contravariant

Lp Minkowski valuation if and only if there exist constants c1, c2 ≥ 0

such that

ZP = c1Π̂+
p P +p c2Π̂−p P

for all P ∈ Pno .

Here Π is the projection body operator, Πo, Π̂+
p and Π̂−p are the

generalizations of the Lp projection body operator; see Section 2.

The classification theorem of Haberl [14] and Parapatits [47] for

SL(n) covariant Lp Minkowski valuations can be written as

Theorem 1.2 (Haberl [14] and Parapatits [47]). Let n ≥ 3 and 1 ≤
p <∞. A map Z : Pno → 〈Kno ,+p〉 is an SL(n) covariant Lp Minkowski

valuation which is continuous at the line segment [o, e1] if and only if

there exist constants c1, · · · , c4 ≥ 0 such that

ZP = c1P +p c2(−P ) +p c3M
+
p P +p c4M

−
p P

for all P ∈ Pno .

Here M+
p , M−

p are the asymmetric Lp moment body operators; see

Section 2.

Initiated by Dehn’s solution to Hilbert’s third question, valuation

theory was first systematically investigated by Hadwiger. His funda-

mental classification theorem, which characterizes the linear combina-

tions of the intrinsic volumes as the continuous, rigid motion invariant

(real-valued) valuations, has many beautiful applications in integral ge-

ometry and geometric probability; see Klain and Rota’s book [22]. For

recent variants of Hadwiger’s theorem, see [1–3]. Even before Hadwiger,

Blaschke studied SL(3) invariant valuations in R3. For recent results

on SL(n) invariant valuations, see [17,26,33,34].
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The first result on convex bodies valued valuations was obtained by

Schneider [50] in the 1970s. During the last few decades, after a series

of papers by Ludwig [25,27–29], convex bodies valued valuations were

studied quickly, see [11–15,18,19,24,32,45–48,52–56] and also Ludwig’s

survey [30].

The Orlicz Brunn-Minkowski theory introduced by Lutwak, Yang,

and Zhang [42], [43] gained momentum after Gardner, Hug, and Weil

[8] introduced an appropriate Orlicz addition (the following defini-

tion (1.3)) using the Orlicz norm and established the Orlicz Brunn-

Minkowski inequality. A little weaker but useful definition for Orlicz

addition was also provided by Xi, Jin and Leng [58] and independently

in [8]; see following definition (1.6). For the Dual Orlicz-Brunn-Minkowski

Theory, see [9, 21, 59]. For the Orlicz Minkowski problem, see [16, 20].

For other aspects of the Orlicz Brunn-Minkowski theory, see [4, 5, 10,

23,31,34,57,60,61]

Let Φ2 be the set of convex functions ϕ : [0,∞)2 → [0,∞) that

are increasing in each variable and satisfy ϕ(0, 0) = 0 and ϕ(1, 0) =

ϕ(0, 1) = 1. For arbitrary K,L ∈ Kno , ϕ ∈ Φ2, the Orlicz sum of K

and L is defined in [8] by

hK+ϕL(x) = inf{λ > 0 : ϕ

(
hK(x)

λ
,
hL(x)

λ

)
≤ 1} (1.3)

for any x ∈ Rn. When both hK(x), hL(x) = 0, hK+ϕL(x) should be

interpreted as 0. Note that (1.3) is equivalent to

ϕ

(
hK(x)

hK+ϕL(x)
,

hL(x)

hK+ϕL(x)

)
= 1. (1.4)

Especially, for 1 ≤ p < ∞, if ϕ(x1, x2) = (xp1 + xp2)1/p for any 0 ≤
x1, x2 ≤ 1, Orlicz addition is Lp Minkowski addition. If ϕ(x) is the

maximum coordinate of x ∈ [0, 1]2, i.e., ϕ(x) = max{x1, x2} for any

0 ≤ x1, x2 ≤ 1, then Orlicz addition is L∞ Minkowski addition. Orlicz

addition is associative if and only if +ϕ = +p for some 1 ≤ p ≤ ∞;

see [8, Theorem 5.10].
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Orlicz addition is monotonic, continuous, GL(n) covariant, projec-

tion covariant and has the identity property. Also the binary operator

∗ : (Kns )2 → Kn is projection covariant (or equivalently, continuous and

GL(n) covariant) if and only if it is an Orlicz addtion for ϕ ∈ Φ2 [8,

Theorem 3.3, Theorem 5.2 and Corollary 5.7]. Here Kns is the set of

o-symmetric convex bodies, and Kn is the set of convex bodies.

Gardner, Hug, and Weil [8, Section 5] also show that there exists a

2-dimensional convex body M independent to K and L such that

hK+ϕL(·) = hM(hK(·), hL(·)). (1.5)

If we combine the valuation property with Orlicz addition, then it is

natural to assume that Orlicz addition is commutative. So if +ϕ is not

+∞, then there exists a ϕ0 ∈ Φ, where Φ is the set of convex functions

ϕ : [0,∞)→ [0,∞) that are increasing on [0,∞) and satisfy ϕ(0) = 0

and ϕ(1) = 1, such that +ϕ = +ϕ̃ and ϕ̃(x1, x2) = ϕ0(x1) + ϕ0(x2) for

any x1, x2 ≥ 0 (see [8, Theorem 5.9]). We will briefly write ϕ0 as ϕ.

Then we get a weaker definition of Orlicz addition from (1.4),

ϕ

(
hK(x)

hK+ϕL(x)

)
+ ϕ

(
hL(x)

hK+ϕL(x)

)
= 1 (1.6)

for any x ∈ Rn. Also, when both hK(x), hL(x) = 0, hK+ϕL(x) should

be interpreted as 0.

In the following, Orlicz addition will be defined by (1.6).

An Orlicz valuation for a convex function ϕ ∈ Φ is a function Z :

Pno → 〈Kno ,+ϕ〉 such that

Z(K ∪ L) +ϕ Z(K ∩ L) = ZK +ϕ ZL, (1.7)

whenever K,L,K∪L,K∩L ∈ Pno . Here 〈Kno ,+ϕ〉 denotes Kno endowed

with Orlicz addition defined by (1.6).

Before Orlicz addition was introduced, Lutwak, Yang, and Zhang

( [43], [42]) introduced the Orlicz projection bodies and the Orlicz

centroid bodies (volume-normalized moment bodies) which are Orlicz

analogs of the (Lp) projection bodies and the (Lp) centroid bodies,
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respectively. The Orlicz projection body operator is SL(n) contravari-

ant and the Orlicz centroid body operator and also the Orlicz moment

body operator are SL(n) covariant; see Section 2 for definitions and

more details. The (Lp) projection body operator and the (Lp) moment

body operator (not the (Lp) centroid body operator) were character-

ized as (Lp) Minkowski valuations in Theorem 1.1 and Theorem 1.2,

respectively. However, unlike their Lp analogs, it seems that the Orlicz

projection body operator Πϕ and the Orlicz moment body operator Mϕ

are not Orlicz valuations for any convex function ψ ∈ Φ. So the ques-

tion is whether they are Orlicz valuations, and, if not, can we modify

the definitions of the Orlicz projection operator and the Orlicz moment

body operator to make them be such valuations? By classifying the

SL(n) compatible Orlicz valuations, we show that the answers to both

questions are negative.

Theorem 1.3. Let n ≥ 3, ϕ ∈ Φ and +ϕ 6= +p for any p ≥ 1. A map

Z : Pno → 〈Kno ,+ϕ〉 is an SL(n) contravariant Orlicz valuation for ϕ if

and only if

ZP = {o}

for all P ∈ Pno .

Theorem 1.4. Let n ≥ 3, ϕ ∈ Φ and +ϕ 6= +p for any p ≥ 1. A map

Z : Pno → 〈Kno ,+ϕ〉 is an SL(n) covariant Orlicz valuation for ϕ if and

only if there exists a constant a ≥ 0 such that

ZP = aP

for all P ∈ Pno , or

ZP = −aP

for all P ∈ Pno .

Unlike for the Lp analogs (Theorem 1.2), we do not need to assume

continuity in Theorem 1.4. The Orlicz difference body operator is

also not an Orlicz valuation. This property plays an important role
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in characterizing the identity operator and the reflection operator; see

Lemma 5.2 and Lemma 5.3.

Note that if the condition of SL(n) contravariance (or covariance)

is weakened to O(n) contravariance (or covariance, respectively), then

there might appear more valuations. For example, the map Z : P 7→
Bn

2 for all P ∈ Pno is an O(n) contravariant and covariant Orlicz valu-

ation for any ϕ ∈ Φ, where Bn
2 is the unit ball in Rn.

2. Preliminaries and Notations

Let Rn be the n-dimensional Euclidean space and {ei}ni=1 be the

standard basis of Rn. The usual scalar product of two vectors x, y ∈ Rn

shall be denoted by x · y. The convex hull of a set A ⊂ Rn will be

denoted by [A].

A hyperplane H through the origin with a normal vector u is defined

by {x ∈ Rn : x ·u = 0}. Furthermore define H− := {x ∈ Rn : x ·u ≤ 0}
and H+ := {x ∈ Rn : x · u ≥ 0}.

Let T d = [o, e1, . . . , ed] for 1 ≤ d ≤ n. Denote by T no the set of sim-

plices containing the origin as one of their vertices. Define P1 := T no
and Pi := Pi−1∪{P1∪P2 ∈ Pno : P1, P2 ∈ Pi−1 with disjoint relative interiors}
recursively. Note that for any P ∈ Pno , there exists an i such that

P ∈ Pi.
Let H ⊂ Rn be a hyperplane through the origin. For any P ∈ Pi,

i ≥ 1, we also have

P ∩H ∈ Pi. (2.1)

Indeed, for any T ∈ T no , we have T ∩ H ∈ T no . Assume that for any

P ∈ Pi−1, i ≥ 2, we have P ∩ H ∈ Pi−1. Then for any P = P1 ∪ P2,

where P1, P2 ∈ Pi−1 have disjoint relative interiors, we have

P ∩H = (P1 ∩H) ∪ (P2 ∩H).

If P1∩H and P2∩H have disjoint relative interiors, then P ∩H ∈ Pi. If

P1∩H and P2∩H have joint relative interiors, then only two possibilities
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could happen: (P1∩H) ⊂ (P2∩H) and (P2∩H) ⊂ (P1∩H). For both

possibilities, we have P ∩H ∈ Pi−1 ⊂ Pi.
The support function of a convex body K is defined by

hK(x) = max{x · y : y ∈ K}

for any x ∈ Rn. It is easy to see that

hλK = λhK (2.2)

for any λ ≥ 0 and any convex body K. The support function is sub-

linear, i.e., it is homogeneous,

hK(λx) = λhK(x)

for any x ∈ Rn, λ ≥ 0 and subadditive,

hK(x+ y) ≤ hK(x) + hK(y)

for any x, y ∈ Rn. The support function is also continuous on Rn by

its convexity. A convex body is uniquely determined by its support

function, and for any sublinear function h, there exists a convex body

K such that hK = h.

Let ϕ ∈ Φ. The Orlicz centroid body of K ∈ Kno (actually for any

star body) introduced by Lutwak, Yang, and Zhang [42] is defined by

hΓϕK(x) = inf{λ > 0 :
1

|K|

∫
K

ϕ(
|x · y|
λ

)dy ≤ 1}

for any x ∈ Rn \ {o}, and hΓϕK(o) = 0. Lutwak, Yang, and Zhang [42]

show that the Orlicz centroid body operator is SL(n) covariant, i.e.,

ΓϕψK = ψΓϕK

for any star body K and ψ ∈ SL(n).

We can also define the Orlicz moment body of K ∈ Kno by

hMϕK(x) = inf{λ > 0 :

∫
K

ϕ(
|x · y|
λ

)dy ≤ 1} (2.3)

for any x ∈ Rn \{o}, and hMϕK(o) = 0. It is easy to see that the Orlicz

moment body operator is also SL(n) covariant. When ϕ(t) = tp, t ≥ 0,

for some p ≥ 1, it is the Lp moment body which was first characterized
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as an SL(n) covariant and n
p

+ 1 homogeneous Lp Minkowski valuation

by Ludwig [28]. Also see Theorem 1.2, where M+
p K and M−

p K are

the asymmetric Lp moment bodies of K (the absolute value of x · y
in the definition (2.3) is changed to the positive and negative part,

respectively).

Let ϕ ∈ Φ. Also introduced by Lutwak, Yang, and Zhang [43], the

Orlicz projection body of a convex body K containing the origin in its

interior is defined by

hΠϕK(x) = inf{λ > 0 :

∫
Sn−1

ϕ(
|x · u|
λhK(u)

)dVK(u) ≤ 1}

for any x ∈ Rn \ {o}, and hΠϕK(o) = 0, where dVK(u) = hK(u)dSK(u)

and SK(·) is the surface area measure of K. When ϕ(t) = tp, t ≥ 0,

for some p ≥ 1, it is the Lp projection body, denoted by ΠpK. When

p = 1, the (L1) projection body operator Π is defined on convex bodies

(not necessarily containing the origin in their interior). Lutwak, Yang,

and Zhang [43] show that the Orlicz projection body operator is SL(n)

contravariant, i.e.,

ΠϕψK = ψ−tΠϕK

for any convex body K containing the origin in its interior and ψ ∈
SL(n).

We can extend the Orlicz projection body operator to Pno as Ludwig

[28] did for Lp cases. For P ∈ Pno ,

hΠ̂ϕP
(x) = inf{λ > 0 :

∫
Sn−1\No(P )

ϕ(
|x · u|
λhP (u)

)dVP (u) ≤ 1} (2.4)

for any x ∈ Rn, where No(P ) is the set of all outer unit normals of

facets, which contain the origin, of P . Using exactly the same proof

in Lutwak, Yang, and Zhang [43], we can see that Π̂ϕ is also SL(n)

contravariant. When ϕ(t) = tp, t ≥ 0, for some p ≥ 1, this operator was

first characterized as an SL(n) contravariant and n
p
− 1 homogeneous

Lp Minkowski valuation by Ludwig [28]. Also see Theorem 1.1, where

Π̂+
p P and Π̂−p P are the asymmetric Lp projection bodies of K (the
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absolute value of x · y in the definition (2.4) is changed to the positive

and negative part, respectively), and hΠoP = 1
2
hΠP − hΠ̂+P .

We will define Orlicz addition on [0,∞) and collect some properties

of Orlicz addition.

Let ϕ ∈ Φ. We define the Orlicz sum a+ϕ b by

ϕ

(
a

a+ϕ b

)
+ ϕ

(
b

a+ϕ b

)
= 1 (2.5)

for a, b ≥ 0. If both a, b = 0, then a+ϕ b should be interpreted as 0. Let

a = hK(x) and b = hL(x) for some convex bodies K,L and x ∈ Rn, we

see that this definition is equal to the definition (1.6). Hence we will

not distinguish these two definitions. Also hK+ϕL(x) = hK(x)+ϕ hL(x)

for any x ∈ Rn.

By (1.5), we get that there exists a 2-dimensional convex body M

such that

a+ϕ b = hM(a, b) (2.6)

for arbitrary a, b ≥ 0.

Orlicz addition +ϕ is homogeneous, i.e.,

αa+ϕ αb = α(a+ϕ b) (2.7)

for arbitrary a, b ≥ 0, α ≥ 0 and continuous, i.e.,

ai +ϕ bi → a+ϕ b, (2.8)

provided that ai → a, bi → b, ai, bi, a, b ≥ 0. The homogeneity of

Orlicz addition follows directly from the definition. The continuity of

Orlicz addition is proved by Gardner, Hug, and Weil [8, Theorem 5.2]

for the definition (1.3) and Xi, Jin and Leng [58, Lemma 3.1, Lemma

3.2] for the definitions (1.6) and (2.5). We give a short proof here:

Proof. Since ai → a, bi → b, there exists N > 0 such that ai <

a + 1, bi < b + 1 when i > N . Then it is easy to see that ai +ϕ bi <

(a + 1) +ϕ (b + 1) when i > N . Hence the sequence {ai +ϕ bi} is
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uniformly bounded. For any convergent subsequence {aij +ϕ bij}, set

c := lim
j→∞

aij +ϕ bij . Since ϕ is continuous on [0,∞), we have

lim
j→∞

ϕ

(
aij

aij +ϕ bij

)
+ ϕ

(
bij

aij +ϕ bij

)
= ϕ

(a
c

)
+ ϕ

(
b

c

)
= 1.

Hence c = a +ϕ b. Since any convergent subsequence of the uniformly

bounded sequence {ai+ϕ bi} converges to a+ϕ b, we get that ai+ϕ bi →
a+ϕ b. The continuity is established. �

Note that there exists 0 ≤ η < 1 such that ϕ−1(0) = [0, η]. If η 6= 0,

+ϕ loses some good properties such as: the equality a+ϕ b = a+ϕ c for

a, b, c ≥ 0 does not imply b = c. But we still have some good properties

which we list here and which are easy to check:

Proposition 2.1. Let ϕ ∈ Φ and let ϕ−1(0) = [0, η] where 0 ≤ η < 1.

The following propositions hold true:

(i) If a+ϕ b = a+ϕ a for a, b ≥ 0, then a = b.

(ii) If a+ϕ b = a+ϕ c for a, b, c ≥ 0 satisfying a ≤ b, then b = c.

(iii) If a +ϕ b = c +ϕ d for a, b, c, d ≥ 0 satisfying a ≤ min{c, d}, then

b ≥ max{c, d}.
(iv) Let a+ϕ b = c+ϕ c for a, b, c ≥ 0. If b < c or a > b, then a > c > b.

If b > c or a < b, then a < c < b.

(v) If a+ϕ b ≤ a+ϕ c for a, b, c ≥ 0 satisfying b
a
> η, then b ≤ c.

(vi) If a+ϕ b = c+ϕ d for a, b, c, d ≥ 0 satisfying max{ b
a
, c
a
} ≤ η, then

a = d.

We will use the following result proved by Pearson [49] in a paper on

topological semirings on R which was also used by Gardner, Hug, and

Weil [7, 8] to show that Orlicz addition with the associative property

will be Lp Minkowski addition.

Theorem 2.2 (Pearson [49]). Let f : [0,∞]2 → [0,∞] be a continuous

function satisfying the following conditions:

(i) f(rs, rt) = rf(s, t) for any r, s, t ≥ 0,

(ii) f(f(r, s), t) = f(r, f(s, t)) for any r, s, t ≥ 0.
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Then either f(s, t) = 0, or f(s, t) = s, or f(s, t) = t, or there exists p,

0 < p ≤ ∞, such that

f(s, t) = (sp + tp)1/p,

or there exists −∞ ≤ p < 0, such that

f(s, t) =

(sp + tp)1/p, if s > 0 and t > 0,

0, if s = 0 or t = 0,

where s, t ≥ 0. When p = ∞, we mean f(s, t) = max{s, t}. When

p = −∞, we mean f(s, t) = min{s, t}.

3. The Cauchy functional equation

If a function f : (0,∞)→ R satisfies the ordinary Cauchy functional

equation

f(x+ y) = f(x) + f(y) (3.1)

for any x, y > 0, and f is bounded from below on some non-empty

open interval I ⊂ R, then there exists a constant c ∈ R such that

f(x) = cx

for any x > 0.

In this section, we will give the solution to the Cauchy type functional

equation,

f(x+ y) +ϕ a = f(x) +ϕ f(y)

for any x, y > 0, where a ≥ 0 is a constant, ϕ ∈ Φ and +ϕ is defined

by (2.5), with the additional condition f ≥ 0.

If +ϕ = +p for some 1 ≤ p <∞, we set g(x) = f(x)p−ap. The func-

tion g satisfies the ordinary Cauchy functional equation (3.1). Hence

f(x) = (cx+ ap)1/p

for some constant c ∈ R. Since f ≥ 0, we have c ≥ 0. Now we only

need to show the case +ϕ 6= +p for any p ≥ 1.
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Lemma 3.1. If a function f : (0,∞)→ [0,∞) satisfies

f(x+ y) +ϕ a = f(x) +ϕ f(y) (3.2)

for any x, y > 0, where a ≥ 0 is a constant, ϕ ∈ Φ and +ϕ 6= +p for

any p ≥ 1, then

f(z) = a

for any z > 0.

Proof. We will first prove that f(z) < a is impossible for any z > 0.

For any fixed z > 0, assume that f(z) < a (if a = 0, we don’t need

to consider this case since f(z) ≥ 0). We will show that

f(2kz) < a (3.3)

for any integer k, and the function k 7→ f(2kz) decreases. It is trivial

that (3.3) holds for k = 0. For any integer k, taking x = y = 2k−1z in

(3.2), we get

f(2kz) +ϕ a = f(2k−1z) +ϕ f(2k−1z). (3.4)

For k ≥ 1, assume that (3.3) holds for k − 1. Taking this assumption

into (3.4), by Proposition 2.1 (iv), we have

f(2kz) < f(2k−1z) < a.

Similarly, for k ≤ −1, assume that (3.3) holds for k + 1. Taking this

assumption into (3.4), by Proposition 2.1 (iv), we have

f(2k+1z) < f(2kz) < a.

Thus, the desired result has been shown.

Since the function k 7→ f(2kz) is nonnegative and decreases, the

limit exists when k → ∞. Denote this limit by b. Then 0 ≤ b < a.

Taking k → ∞ in (3.4), we have b +ϕ a = b +ϕ b. By Proposition 2.1

(i), we have b = a. It is a contradiction to b < a. So

f(z) ≥ a (3.5)

for any z > 0.
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Next, we will show that f(z) > a is also impossible for any z > 0.

For any fixed z > 0, assume that f(z) > a. Using the similar

methods in the case f(z) < a, we get

f(2kz) > a

for any integer k, and the function k 7→ f(2kz) increases. Then we

obtain that

lim
k→∞

f(2kz) =∞.

Indeed, if lim
k→∞

f(2kz) is a finite number, denote by b. It is easy to see

that b > a. Taking k → ∞ in (3.4), we have b +ϕ a = b +ϕ b. By

Proposition 2.1 (i), we have b = a. It is a contradiction to b > a.

For any 0 < x1 < x2, taking x + y = x2, x = x1 in (3.2), combining

with a ≤ min{f(x1), f(x2−x1)} (the inequality (3.5)) and Proposition

2.1 (iii), we obtain that

f(x2) ≥ max{f(x1), f(x2 − x1)} ≥ f(x1)

for any 0 < x1 < x2. Hence the function f(x) increase. So the limit

exists when x → 0+. Taking x, y → 0+ in (3.2), by the continuity of

Orlicz addition (2.8) and Proposition 2.1 (i), we have

lim
x→0+

f(x) = a. (3.6)

Hence, for arbitrary x0 ≥ 0, taking x = x0, y → 0+ in (3.2), combining

with (3.6), the continuity of Orlicz addition (2.8) and Proposition 2.1

(ii), we get

lim
x→x+0

f(x) = f(x0).

Similarly, taking x+ y = x0, x→ x−0 in (3.2), we get

lim
x→x−0

f(x) = f(x0).

These show that the function f(x) is continuous for any x > 0. Com-

bining with (3.6), we have

f((0,∞)) = (a,∞).
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Since (3.2) holds for any x, y > 0, we get that

f(α) +ϕ f(β) = f(α + β) +ϕ a = f(γ + η) +ϕ a = f(γ) +ϕ f(η)

for any α, β, γ, η > 0 satisfying with α + β = γ + η. Combining with

f(α) +ϕ f(α) = f(α)

ϕ−1( 1
2

)
for any α > 0 and the homogeneity of Orlicz

addition (2.7), for any α = α1 + α2, β = β1 + β2, α1, α2, β1, β2 > 0, we

have

f(α)

ϕ−1(1
2
)

+ϕ
f(β)

ϕ−1(1
2
)

= (f(α) +ϕ f(α)) +ϕ (f(β) +ϕ f(β))

= (f(2α1) +ϕ f(2α2)) +ϕ (f(2β1) +ϕ f(2β2)),

(3.7)

and

1

ϕ−1(1
2
)
(f(α) +ϕ f(β)) =

1

ϕ−1(1
2
)
(f(α1 + β1) +ϕ f(α2 + β2))

= (f(2α1) +ϕ f(2β1)) +ϕ (f(2α1) +ϕ f(2β1)).

(3.8)

Since f((0,∞)) = (a,∞), we can choose α1, α2, β1, β2 such that f(2α1),

f(2β1), f(2α1), f(2β1) are arbitrary real numbers larger than a. Hence,

the relations (3.7), (3.8) and the homogeneity and of Orlicz addition

(2.7) imply that

(r +ϕ s) +ϕ (w +ϕ t) = (r +ϕ w) +ϕ (s+ϕ t)

for any r, s, w, t > 0. By the continuity of Orlicz addition, we have

(letting w → 0+)

(r +ϕ s) +ϕ t = r +ϕ (s+ϕ t)

for any r, s, t ≥ 0. By (2.6), we have

hM(hM(r, s), t) = hM(r, hM(s, t)),

where M is a 2-dimensional convex body independent to r, s, t. Now

combining with Theorem 2.2 and the convexity of hM , we obtain that
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there exists a real p ≥ 1 such that

hM(s, t) = (sp + tp)1/p

for any s, t ≥ 0. Thus, from (1.6), (2.5), (1.5), (2.6) and the definition

of Lp Minkowski addition (1.1), we conclude that +ϕ = +p which

contradict to the condition of this theorem.

Hence f(z) = c for any z > 0. �

4. SL(n) contravariant valuations

We call a valuation Z simple if Z vanishes on lower dimensional con-

vex bodies. In this section, we first show that any SL(n) contravariant

Orlicz valuation for ϕ ∈ Φ is simple on T no when +ϕ is not Minkowski

addition. Here a valuation on T no means that the relation (1.7) holds

for K,L,K ∪ L,K ∩ L ∈ T no .

Lemma 4.1. Let n ≥ 3. If Z : T no → 〈Kno ,+ϕ〉 is an SL(n) contravari-

ant Orlicz valuation for ϕ ∈ Φ, and +ϕ is not Minkowski addition, then

Z is simple.

Proof. Let T ∈ T no and dimT = d < n. By the SL(n) contravari-

ance of Z, we can assume (w.l.o.g.) that the linear space of T is

span{e1, . . . , ed}, the linear space spanned by {e1, . . . , ed}. Let ψ :=[
I A

0 B

]
∈ SL(n), where I ∈ Rd×d is the identity matrix, A ∈

Rd×(n−d) is an arbitrary matrix, B ∈ R(n−d)×(n−d) is a matrix with

detB = 1, 0 ∈ R(n−d)×d is the zero matrix. Also, let x =

(
x′

x′′

)
∈

Rd×(n−d) and x′′ 6= 0. Then ψT = T . Combining with the SL(n)

contravariance of Z, we have

hZT (x) = hZψT (x) = hZT (ψ−1x) = hZT

(
x′ − AB−1x′′

B−1x′′

)
.

For d ≤ n − 2, we can choose an appropriate matrix B such that

B−1x′′ is any nonzero vector in Span{ed+1, . . . , en}. After fixing B we

can also choose an appropriate matrix A such that x′−AB−1x′′ is any
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vector in Span{e1, . . . , ed}. So hZT (·) is constant on a dense set of Rn.

By the continuity of the support function, we get hZT = 0.

In the case d = n − 1 we have B = 1. Then we can choose A such

that x′ − AB−1x′′ = 0 and hZT (x) = hZT (xnen), where xn is the n-th

coordinate of x. Next we want to show that hZ(sTn−1)(en) = 0 for any

s > 0.

For 0 < λ < 1, we denote by Hλ the hyperplane through the origin

with a normal vector (1− λ)e1 − λe2. Since Z is an Orlicz valuation,

hZ(sTn−1)(en) +ϕ hZ(sTn−1∩Hλ)(en) = hZ(sTn−1∩H−λ )(en) +ϕ hZ(sTn−1∩H+
λ )(en).

From the conclusion above for d = n− 2, we get

hZ(sTn−1)(en) = hZ(sTn−1∩H−λ )(en) +ϕ hZ(sTn−1∩H+
λ )(en).

Define ψ1 ∈ SL(n) by

ψ1e1 = λe1+(1−λ)e2, ψ1e2 = e2, ψ1en =
1

λ
en, ψ1ei = ei, for 3 ≤ i ≤ n−1.

Also define ψ2 ∈ SL(n) by

ψ2e1 = e1, ψ2e2 = λe1+(1−λ)e2, ψ2en =
1

1− λ
en, ψ2ei = ei, for 3 ≤ i ≤ n−1.

So sT n−1 ∩ H−λ = ψ1sT
n−1, sT n−1 ∩ H+

λ = ψ2sT
n−1. By the SL(n)

contravariance of Z, we obtain

hZ(sTn−1)(en) = hZ(ψ1sTn−1)(en) +ϕ hZ(ψ2sTn−1)(en),

= hZ(sTn−1)(ψ
−1
1 en) +ϕ hZ(sTn−1)(ψ

−1
2 en),

= hZ(sTn−1)(λen) +ϕ hZ(sTn−1)((1− λ)en).

If hZ(sTn−1)(en) 6= 0, by the homogeneity of the support function, the

definition of Orlicz addition (2.5) and the continuity of ϕ on [0,∞], we

have

ϕ(λ) + ϕ(1− λ) = 1 (4.1)

for arbitrary 0 ≤ λ ≤ 1. Since ϕ ∈ Φ,

ϕ(λ) ≤ (1− λ)ϕ(0) + λϕ(1) = λ (4.2)
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for any 0 ≤ λ ≤ 1. Combining (4.1) with (4.2), we get that ϕ is

linear on [0, 1]. By (1.1), (1.6) and (2.5), we get that +ϕ is Minkowski

addition, a contradiction. Hence, hZ(sTn−1)(en) = 0 for any s > 0.

Combining with the homogeneity of the support function, we get that

hZ(sTn−1)(x) = hZ(sTn−1)(xnen) = 0. Since Z is SL(n) contravariant,

we get that hZT = 0 for dimT ≤ n− 1. �

Now we use the Cauchy functional equation (3.2) to give the main

results in the contravariant case. Since ZP = {o} for all P ∈ Pno is an

SL(n) contravariant Orlicz valuation for any ϕ ∈ Φ, we only need to

prove the necessary condition of Theorem 1.3.

Theorem 4.2. Let n ≥ 3 , ϕ ∈ Φ and +ϕ 6= +p for any p ≥ 1. If

Z : Pno → 〈Kno ,+ϕ〉 is an SL(n) contravariant Orlicz valuation for ϕ,

then

ZP = {o} (4.3)

for all P ∈ Pno .

Proof. For 0 < λ < 1, let Hλ denote the hyperplane through the origin

with a normal vector (1 − λ)e1 − λe2. Since Z is a valuation, for any

x ∈ Rn, s > 0, we have

hZ(sTn)(x) +ϕ hZ(sTn∩Hλ)(x) = hZ(sTn∩H−λ )(x) +ϕ hZ(sTn∩H+
λ )(x).

By Lemma 4.1, hZ(sTn∩Hλ)(x) = 0. Thus,

hZ(sTn)(x) = hZ(sTn∩H−λ )(x) +ϕ hZ(sTn∩H+
λ )(x).

Define ψ1 ∈ SL(n) by

ψ1e1 = (
1

λ
)1/n(λe1+(1−λ)e2), ψ1e2 = (

1

λ
)1/ne2, ψ1ei = (

1

λ
)1/nei, for 3 ≤ i ≤ n.

Also define ψ2 ∈ SL(n) by

ψ2e1 = (
1

1− λ
)1/ne1, ψ2e2 = (

1

1− λ
)1/n(λe1 + (1− λ)e2),

ψ2ei = (
1

1− λ
)1/nei, for 3 ≤ i ≤ n.
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So sT n∩H−λ = ψ1λ
1/nsT n, sT n∩H+

λ = ψ2(1−λ)1/nsT n. By the SL(n)

contravariance of Z, we get

hZ(sTn)(x) = hZ(λ1/nsTn)(ψ
−1
1 x) +ϕ hZ((1−λ)1/nsTn)(ψ

−1
2 x), (4.4)

where x = (x1, · · · , xn)t, ψ−1
1 x = λ1/n( 1

λ
x1,

λ−1
λ
x1 + x2, x3, · · · , xn)t,

ψ−1
2 x = (1−λ)1/n(x1− λ

1−λx2,
1

1−λx2, x3, · · · , xn)t. If we choose x = ±en
in (4.4), then

hZ(sTn)(±en) = hλ1/nZ(λ1/nsTn)(±en) +ϕ h(1−λ)1/nZ((1−λ)1/nsTn)(±en)

(4.5)

for 0 < λ < 1, and s > 0. Taking λ = λ1
λ2

, 0 < λ1 < λ2 and s = λ
1/n
2 in

(4.5), with (2.2) and the homogeneity of Orlicz addition (2.7), we get

h
λ
1/n
2 Z(λ

1/n
2 Tn)

(±en) = h
λ
1/n
1 Z(λ

1/n
1 Tn)

(±en) +ϕ h(λ2−λ1)1/nZ((λ2−λ1)1/nTn)(±en)

(4.6)

for arbitrary 0 < λ1 < λ2, s > 0.

Define f(λ) := hλ1/nZ(λ1/nTn)(±en) for λ > 0. (4.6) shows that f

satisfies the Cauchy functional equation (3.2) with a = 0. Hence,

Lemma 3.1 shows that hλ1/nZ(λ1/nTn)(±en) = 0 for any λ > 0. That

means hZ(sTn)(±en) = 0 for any s > 0. By the SL(n) contravariance

of Z, we get that hZ(sTn)(±ei) = 0 for 1 ≤ i ≤ n. Since the support

function is sublinear, we get that

hZ(sTn)(x) = 0

for any x ∈ Rn, λ > 0. Hence Z(sT n) = {o} for any s > 0.

By the SL(n) contravariance of Z and Lemma 4.1, (4.3) holds true

for any simplex in T no = P1. Assume that (4.3) holds on Pi−1, i ≥ 2.

For P = P1 ∪ P2 ∈ Pi, where P1, P2 ∈ Pi−1 have disjoint relative

interiors, by (2.1), we have P1 ∩ P2 ∈ Pi−1. Hence we have

hZ(P1∩P2) = 0.

Therefore hZ(P1∪P2) is uniquely determined by (1.7) and (2.5), namely,

hZ(P1∪P2) = hZP1 +ϕ hZP2 = 0.
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Hence, we conclude that (4.3) holds on Pi inductively for any i. For

any P ∈ Pno , there exists an i such that P ∈ Pi. Thus (4.3) holds for

all P ∈ Pno . �

5. SL(n) covariant valuations

If K ∪ L is convex, then

hK∪L = max{hK , hL} and hK∩L = min{hK , hL}.

Hence, it is easy to see that the identity operator and the reflection

operator are SL(n) covariant Orlicz valuations for any ϕ ∈ Φ. (For

general M -addition, Mesikepp [44] showed that if M ⊂ (−∞, 0]2 ∪
[0,∞)2 is symmetric in the line y = x, then the identity operator is an

valuation with respect to M -addition.) As in the contravariant case,

we only need to prove the necessary condition of Theorem 1.4.

The following Lemma can be found in Ludwig [28], Haberl [14] and

Parapatits [47]. For completeness, we give a proof here.

Lemma 5.1. Let n ≥ 2. If a map Z : Pno → Kno is SL(n) covariant,

then ZP ⊂ lin P , and

hZP (x) = hZP (πPx), x ∈ Rn

for any P ∈ Pno , where πPx is the orthogonal projection of x onto linear

hull of P .

Proof. Let P ∈ Pno . Since Z is SL(n) covariant, we can assume

(w.l.o.g.) that the linear space of P is span{e1, · · · , ed}, the linear

space spanned by {e1, · · · , ed}. If d = n, the statement is trivial.

Now let d < n. Denote ψ :=

[
Id A

0 In−d

]
∈ SL(n), where Id ∈

Rd×d, In−d ∈ R(n−d)×(n−d) are the identity matrixes, A ∈ Rd×(n−d)

is an arbitrary matrix, 0 ∈ R(n−d)×d is the zero matrix. Also, let

x =

(
x′

x′′

)
∈ Rd×(n−d), and x′ 6= 0. Then ψP = P . Combining with
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the SL(n) covariance of Z, we have

hZP (x) = hZψP (x) = hZP (ψtx) = hZP

(
x′

Atx′ + x′′

)
.

We can choose an appropriate matrix A such that Atx′+x′′ = 0. Hence

hZP (x) = hZP (x′) when x′ 6= 0. With the continuity of the support

function, we obtain the desired result. �

Although the identity operator and the reflection operator are Orlicz

valuations, unlike in the Lp cases, we will show that the Orlicz difference

body operator is not an Orlicz valuation for ϕ ∈ Φ when +ϕ 6= +p.

Lemma 5.2. For any a, b > 0, ϕ ∈ Φ, if +ϕ 6= +p for any p ≥ 1, then

the map Z : Pno → 〈Kno ,+ϕ〉 defined by ZP = aP +ϕ (−bP ) is not an

Orlicz valuation for ϕ.

Proof. We prove the assertion by contradiction. For any s, t ≥ 0, we

will briefly write [−s, t] := [−se1, te1]. By the definition of the Orlicz

addition (1.6) and (2.5),

Z[−s, t] = a[−s, t] +ϕ b[−t, s] = [−(as+ϕ bt), (at+ϕ bs)]. (5.1)

Assume that Z is a valuation, we have

Z[−s, t2] +ϕ Z[0, t1] = Z[−s, t1] +ϕ Z[0, t2] (5.2)

for any s, t1, t2 ≥ 0. Combining (5.1) with (5.2), we get that

[−(as+ϕ bt2), (at2 +ϕ bs)] +ϕ [−bt1, at1]

= [−(as+ϕ bt1), (at1 +ϕ bs)] +ϕ [−bt2, at2].

Using the definition of Orlicz addition again, we obtain that

(as+ϕ bt2) +ϕ (bt1) = (as+ϕ bt1) +ϕ (bt2).

Since Orlicz addition is commutative, combining with (2.6), we have

hM(hM(bt2, as), bt1) = hM(bt2, hM(as, bt1)),
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where M is a 2-dimensional convex body independent of the numbers

bt2, as and bt1. Now combining with Theorem 2.2 and the convexity of

hM , we obtain that there exists a real p ≥ 1 such that

hM(s, t) = (sp + tp)1/p

for any s, t ≥ 0. By (1.6), (2.5), (1.5), (2.6) and the definition of Lp

Minkowski addition (1.1), we get that +ϕ = +p, a contradiction. �

Let n ≥ 3. For 1 ≤ d ≤ n, we will show some properties of the

function hZsT d on the first coordinate axis in Rn where Z is an SL(n)

covariant Orlicz valuation.

Lemma 5.3. Let n ≥ 3. If Z : Pno → 〈Kno ,+ϕ〉 is an SL(n) covariant

Orlicz valuation for ϕ ∈ Φ, and +ϕ 6= +p for any p ≥ 1, then

hZsT d(±e1) = shZT d(±e1) (5.3)

for any 1 ≤ d ≤ n, s > 0, and

hZT 1(±e1) = · · · = hZTn(±e1). (5.4)

Furthermore, either hZT 1(e1) = 0 or hZT 1(−e1) = 0.

Proof. Since Z is SL(n) covariant, hZsT d(±ei) = hZsT d(±e1) for any

1 ≤ i ≤ d. Let ad := hZT d(e1), bd := hZT d(−e1).

We want first to show that (5.3) holds for d = n and that hZTn−1(±e1) =

hZTn(±e1).

By the SL(n) covariance of Z, we see that

hZ(sT̂n−1)(en) = san−1 (5.5)

for any s > 0, where T̂ n−1 = [o, e1, e3, · · · , en].

For 0 < λ < 1, define Hλ, ψ1, ψ2 as in Theorem 4.2. Since Z is an

Orlicz valuation,

hZ(sTn) +ϕ hZ(sTn∩Hλ) = hZ(sTn∩H−λ ) +ϕ hZ(sTn∩H+
λ ).
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Then, by the SL(n) covariance of Z, we have

hZ(sTn)(x) +ϕ hZ(λ1/nsT̂n−1)(ψ
t
1x) = hZ(λ1/nsTn)(ψ

t
1x) +ϕ hZ((1−λ)1/nsTn)(ψ

t
2x),

(5.6)

where x = (x1, · · · , xn)t, ψt1x = λ−1/n(λx1 + (1− λ)x2, x2, x3, · · · , xn)t

and ψt2x = (1− λ)−1/n(x1, λx1 + (1− λ)x2, x3, · · · , xn)t. Taking x = en

in (5.6), we have

hZ(sTn)(en) +ϕ hλ−1/nZ(λ1/nsT̂n−1)(en)

= hλ−1/nZ(λ1/nsTn)(en) +ϕ h(1−λ)−1/nZ((1−λ)1/nsTn)(en) (5.7)

for any 0 < λ < 1, s > 0. Also taking λ = λ1
λ2

, 0 < λ1 < λ2 and s = λ
1/n
2

in (5.7), with (5.5), (2.2) and the homogeneity of Orlicz addition (2.7),

we get

h
λ
−1/n
2 Z(λ

1/n
2 Tn)

(en) +ϕ an−1

= h
λ
−1/n
1 Z(λ

1/n
1 Tn)

(en) +ϕ h(λ2−λ1)−1/nZ((λ2−λ1)1/nTn)(en) (5.8)

for any 0 < λ1 < λ2.

Define f(λ) := hλ−1/nZ(λ1/nTn)(en) for λ > 0. Hence (5.8) implies

that f satisfies the Cauchy functional equation (3.2) with a = an−1.

By Lemma 3.1, we get

hλ−1/nZ(λ1/nTn)(en) = an−1 (5.9)

for any λ > 0. Similarly

hλ−1/nZ(λ1/nTn)(−en) = bn−1. (5.10)

Hence (5.3) holds true for d = n.

Now we consider the case d ≤ n− 1.

It is easy to see that Z(sT d) = sZT d by the SL(n) covariance of Z.

Then (5.3) holds for d ≤ n− 1.

If d = 1, we write [−s, t] := [−se1, te1] for any s, t ≥ 0. By Lemma

5.1, we get that Z[0, 1] = [−b1, a1]. Since Z is SL(n) covariant, we
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have Z[0, s] = −Z[−s, 0] = sZ[0, 1] for any s ≥ 0. Thus,

Z[0, t] = t[−b1, a1] = [−b1t, a1t], Z[−s, 0] = −sZ[0, 1] = [−a1s, b1s]

for any s, t ≥ 0. Since Z is a valuation, and Z{o} = {o}, we have

Z[−s, t] = Z[0, t] +ϕ Z[−s, 0] = [−(a1s+ϕ b1t), (b1s+ϕ a1t)].

It is similar to the relation (5.1). By the proof of Lemma 5.2, we have

a1 = 0 or b1 = 0.

Hence, we will further assume that b1 = hZ[0,e1](−e1) = 0. The case

a1 = hZ[0,e1](e1) = 0 is similar.

If d ≤ n− 1, define ψ1 ∈ SL(n) by

ψ1e1 = λe1+(1−λ)e2, ψ1e2 = e2, ψ1en =
1

λ
en, ψ1ei = ei, for 3 ≤ i ≤ n−1.

Also define ψ2 ∈ SL(n) by

ψ2e1 = e1, ψ2e2 = λe1+(1−λ)e2, ψ2en =
1

1− λ
en, ψ2ei = ei, for 3 ≤ i ≤ n−1.

So sT d∩H−λ = ψ1sT
d, sT d∩H+

λ = ψ2sT
d. Denote T̂ d−1 = [o, e1, e3, · · · , ed],

then sT d ∩ Hλ = ψ1sT̂
d−1. Since Z is an SL(n) covariant Orlicz

valuation, we obtain that

hZT d(x) +ϕ hZT̂ d−1(ψ
t
1x) = hZT d(ψ

t
1x) +ϕ hZT d(ψ

t
2x), (5.11)

where x = (x1, · · · , xn)t, ψt1x = (λx1+(1−λ)x2, x2, x3, · · · , xn−1,
1
λ
xn)t,

ψt2x = (x1, λx1 + (1− λ)x2, x3, · · · , xn−1,
1
λ
xn)t.

Taking x = e1 + · · · + ed in (5.11), combining with Proposition 2.1

(i), Lemma 5.1 and the SL(n) covariance of Z, we obtain that

hZT d(e1 + · · ·+ ed) = hZT̂ d−1(e1 + · · ·+ ed) = hZT d−1(e1 + · · ·+ ed−1).

Thus

hZT d(e1 + · · ·+ ed) = hZT d−1(e1 + · · ·+ ed−1) = · · · = hZT 1(e1) = a1.

(5.12)

Similarly, taking x = −(e1 + · · ·+ ed) in (5.11), we get that

hZT d(−(e1 + · · ·+ ed)) = hZT d−1(−(e1 + · · ·+ ed−1))
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= · · · = hZT 1(−e1) = b1 = 0. (5.13)

Also, for 3 ≤ d ≤ n − 1, taking x = ed in (5.11), we obtain that

ad = ad−1 by Proposition 2.1 (i). Thus, combining with (5.9), we have

an = · · · = a2. (5.14)

Similarly, taking x = −ed in (5.11), combining with (5.10), we get

bn = · · · = b2. (5.15)

Hence, we only need to prove that a1 = a2 and b1 = b2 in the following

part.

We first want to show that b2 = 0 when b1 = 0. Define Z ′ : P1
o →

K1
o by Z ′I = [−hZ[I,e2](−e1)e1, hZ[I,e2](e1)e1] for I ∈ P1

0 . Then Z ′ is

a valuation satisfying Z ′[0, se1] = −Z ′[−se1, o] = sZ ′[0, e1] for s ≥
0. By the discussion of the case d = 1, we have hZ′[o,e1](e1) = 0 or

hZ′[o,e1](−e1) = 0. Hence, we have

a2 = 0 or b2 = 0. (5.16)

Since we have assumed that b1 = 0, if also a1 = 0, then by (5.12) and

(5.13), hZT 2(e1 + e2) = hZT 2(−(e1 + e2)) = 0. Then by Lemma 5.1, we

get ZT 2 = [b2(e2−e1), a2(e1−e2)] since a2 = hZT 2(e1), b2 = hZT 2(−e1).

Also since Z is SL(n) covariant, a2 = b2. Combining with (5.14), (5.15)

and (5.16) we get

an = · · · = a1 = 0, bn = · · · = b1 = 0.

Now we assume that a1 > 0.

Since the support function is subadditive, by (5.12), we have

0 < a1 = hZT 2(e1 + e2) ≤ hZT 2(e1) + hZT 2(e2) = 2a2.

Then by (5.16), we have

b2 = 0. (5.17)

Then

a2 = hZT 2(e1) ≤ hZT 2(e1 + e2) + hZT 2(−e2) = a1. (5.18)
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Finally, we will use the sublinearity of hZT 3 to show that a2 ≥ a1.

Then combining with (5.14), (5.15), (5.17), (5.18) and the assumption

b1 = 0, we will get the equality (5.4), and the proof will be completed.

We will only prove for the case n = 3 (the cases n > 3 is similar and

easier, by using (5.11) instead of (5.6)). For any α > 0, taking n = 3,

s = (α
λ
)1/n, x = e2 in (5.6), combining with (2.2) and the homogeneity

of Orlicz addition (2.7), and Z(sT̂ 2) = sZT̂ 2, we get

h(α
λ

)−1/nZ((α
λ

)1/nT 3)(e2) +ϕ hZT̂ 2((1− λ)e1)

= hα−1/nZ(α1/nT 3)((1− λ)e1 + e2) +ϕ h(
α(1−λ)

λ
)−1/nZ((

α(1−λ)
λ

)1/nT 3)
((1− λ)e2)

(5.19)

for any 0 < λ < 1 and α > 0. Since the function λ 7→ hλ−1/nZ(λ1/nT 3)(e2)

is 0-homogeneous for λ > 0 (by (5.9) and the SL(n) covariance of Z),

combining with hZT 3(e2) = a3 = a2, hZT̂ 2(e1) = hZT 2(e1) = a2, and

that support functions are homogeneous and continuous, by Proposi-

tion 2.1 (ii), we get

hα−1/nZ(α1/nT 3)(λe1 + e2) = a2 (5.20)

for any α > 0, 0 ≤ λ ≤ 1. Also taking n = 3, s = ( α
1−λ)1/n, x = e1+µe3,

0 < µ < λ in (5.6), we get

h( α
1−λ )−1/n(( α

1−λ )1/nT 3)(e1 + µe3) +ϕ hZT̂ 2(λe1 + µe3)

= h( αλ
1−λ )−1/nZ(( αλ

1−λ )1/nT 3)(λe1 + µe3) +ϕ hα−1/nZ(α1/nT 3)(e1 + λe2 + µe3)

for any 0 < µ < λ < 1 and α > 0. Combining with (5.20), the SL(n)

covariance of Z and the homogeneity of support functions, we get

a2 +ϕ λhZT 2(
µ

λ
e1 + e2) = (λa2) +ϕ hα−1/nZ(α1/nT 3)(e1 + λe2 + µe3)

(5.21)

for any 0 < µ < λ < 1 and α > 0. For fixed α, let µ → λ−, by (5.12)

and the continuity of support functions, we get

a2 +ϕ (λa1) = (λa2) +ϕ hα−1/nZ(α1/nT 3)(e1 + λe2 + λe3). (5.22)
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Since the support function is sublinear, taking λ = 1
2

in (5.22), com-

bining with (5.20) and the SL(n) covariance of Z, we have

a2 +ϕ (
1

2
a1)

≤ (
1

2
a2) +ϕ

(
hα−1/nZ(α1/nT 3)(

1

2
e1 +

1

2
e2) + hα−1/nZ(α1/nT 3)(

1

2
e1 +

1

2
e3)
)

= (
1

2
a2) +ϕ a2.

Note that ϕ−1{0} = [0, η], 0 ≤ η < 1. If a1
2a2

> η, by Proposition 2.1

(v), we have

1

2
a1 ≤

1

2
a2.

The proof is completed for this case.

If a1
2a2
≤ η, taking x = e2, hZT 2(e2) = a2, hZT̂ 1(e1) = hZT 1(e1) = a1

in (5.11), by the homogeneity of support functions, we get

a2 +ϕ (1− λ)a1 = hZT 2((1− λ)e1 + e2) +ϕ ((1− λ)a2) (5.23)

for any 0 < λ < 1. Take 1
2
≤ 1 − λ = η a2

a1
< 1 in (5.23). Since

(1−λ)a2
a2

≤ (1−λ)a1
a2

= η, by Proposition 2.1 (vi), we get

hZT 2(η
a2

a1

e1 + e2) = a2. (5.24)

Then we infer from (5.24), µ = λη a2
a1

in (5.21), the homogeneity and

the continuity of support functions and Proposition 2.1 (ii) that

hα−1/nZ(α1/nT 3)(e1 + λe2 + λη
a2

a1

e3) = a2 (5.25)

for any 0 ≤ λ ≤ 1 and α > 0.

Choosing λ such that η a2
a1

< λ ≤ 1
2−η a2

a1

(which is possible since

η a2
a1
< 1

2−η a2
a1

when η a2
a1
6= 1) in (5.22), since the support function is

sublinear, combining with (5.20), (5.25) and the SL(n) covariance of

Z, we have

a2 +ϕ (λa1)
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≤ (λa2) +ϕ

hα−1/nZ(α1/nT 3)

 λ

λ

λη a2
a1
e3

+ hα−1/nZ(α1/nT 3)

 1− λ
0

λ− λη a2
a1




= (λa2) +ϕ

λhα−1/nZ(α1/nT 3)

 1

1

η a2
a1
e3

+ (1− λ)hα−1/nZ(α1/nT 3)


λ−λη a2

a1

1−λ

1

0




= (λa2) +ϕ a2.

Since λa1
a2

> η, by Proposition 2.1 (v), we have

λa1 ≤ λa2.

The proof is completed. �

Finally, we get the main results for the SL(n) covariant case.

Theorem 5.4. Let n ≥ 3. If Z : Pno → 〈Kno ,+ϕ〉 is an SL(n) covariant

Orlicz valuation for ϕ ∈ Φ and +ϕ 6= +p for any p ≥ 1, then there exists

a constant a ≥ 0 such that

ZP = aP (5.26)

for all P ∈ Pno , or

ZP = −aP (5.27)

for all P ∈ Pno .

Proof. By Lemma 5.3, either hZT 1(e1) = 0 or hZT 1(−e1) = 0. Assume

(w.l.o.g.) that hZT 1(−e1) = 0. Denoting a := hZT 1(e1), we will show

that (5.26) holds true for all P ∈ Pno . The case hZT 1(e1) = 0 is similar

(and (5.27) holds true with a := hZT 1(−e1)).

We first need to prove that (5.26) holds true for sT d, where s > 0

and 1 ≤ d ≤ n. Z{o} = {o} has been shown in (1.2).

If d = 1, By the SL(n) covariance of Z, we have Z[o, se1] = sZ[o, e1]

for any s > 0. By Lemma 5.1, we get that Z[o, e1] = [o, ae1]. The case

d = 1 is done.
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Assume that the desired result holds true for dimension d − 1, 2 ≤
d ≤ n, we want to show that the desired result also holds true for

dimension d.

Let x ∈ span{e1, · · · , ed}. We will show by induction on the number

m of coordinates of x not equal to zero that

hZ(sT d)(x) = hasT d(x). (5.28)

That means Z(sT d) = asT d.

For m = 1, (5.28) holds true by (5.3), (5.4), the SL(n) covariance of

Z and the homogeneity of the support function. Assume that (5.28)

holds true for m − 1. We need to show that (5.28) also holds true

for m. By the SL(n) covariance of Z, we can assume, w.l.o.g., that

x = x1e1 + · · · , xmem, x1, · · · , xm 6= 0.

Note that from (5.6) and (5.11), we have

hZ(sT d)(x) +ϕ hZ(λ1/dsT̂ d−1)(ψ
t
1x) = hZ(λ1/dsT d)(ψ

t
1x) +ϕ hZ((1−λ)1/dsT d)(ψ

t
2x)

(5.29)

for 2 ≤ d ≤ n, since ZsT d = sZT d for any s > 0 when d < n. Here

x = (x1, · · · , xd)t ∈ Rd, ψt1x = λ−1/d(λx1 + (1 − λ)x2, x2, x3, · · · , xd)t

and ψt2x = (1 − λ)−1/d(x1, λx1 + (1 − λ)x2, x3, · · · , xd)t. We will use

(5.29) to get hZT d for 2 ≤ d ≤ n.

Let x1 > x2 > 0 or 0 > x2 > x1. Taking x = x1e1 +x3e3 +· · ·+xmem,

λ = x2
x1

, s = (1 − λ)−1/ds in (5.29), with (2.2) and the homogeneity of

Orlicz addition (2.7), we get

h(1−λ)1/dZ((1−λ)−1/dsT d)(x1e1 + x3e3 + · · ·+ xmem)

+ϕ h(1−λ)1/dλ−1/dZ((1−λ)−1/dλ1/dsT̂ d−1(x2e1 + x3e3 + · · ·+ xmem)

= h(1−λ)1/dλ−1/dZ((1−λ)−1/dλ1/dsT d)(x2e1 + x3e3 + · · ·+ xmem)

+ϕ hZ(sT d)(x1e1 + x2e2 + x3e3 + · · ·+ xmem). (5.30)

Since |x2| < |x1|, combining induction assumption (5.26) for d − 1

and (5.28) for m− 1 with the SL(n) covariance of Z, we have

h(1−λ)1/dZ((1−λ)−1/dsT d)(x1e1 + x3e3 + · · ·+ xmem)
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= max{0, asxi : 1 ≤ i ≤ m, and i 6= 2}

≥ max{0, asxi : 2 ≤ i ≤ m}

= h(1−λ)1/dλ−1/dZ((1−λ)−1/dλ1/dsT̂ d−1(x2e1 + x3e3 + · · ·+ xmem)

= h(1−λ)1/dλ−1/dZ((1−λ)−1/dλ1/dsT d)(x2e1 + x3e3 + · · ·+ xmem).

Then we infer from (5.30) and Proposition 2.1 (ii) that

hZsT d(x1e1 + x2e2 + x3e3 + · · ·+ xmem)

= h(1−λ)1/dZ(1−λ)−1/dsT d(x1e1 + x3e3 + · · ·+ xmem)

= max{0, asxi : 1 ≤ i ≤ m}. (5.31)

Let x2 > x1 > 0 or 0 > x1 > x2. Taking x = x2e2 +x3e3 +· · ·+xmem,

1 − λ = x1
x2

, s = λ−1/ds in (5.29), with (2.2) and the homogeneity of

Orlicz addition (2.7), we get

hλ1/dZ(λ−1/dsT d)(x2e2 + x3e3 + · · ·+ xmem)

+ϕ hZsT̂ d−1(x1e1 + x2e2 + x3e3 + · · ·+ xmem)

= hZ(sT d)(x1e1 + x2e2 + x3e3 + · · ·+ xmem)

+ϕ hZ(1−λ)−1/dλ1/dZ((1−λ)1/dλ−1/dsT d)(x1e2 + x3e3 + · · ·+ xmem).

(5.32)

Similarly to the case |x2| < |x1|, since |x2| > |x1|, we have

hλ1/dZ(λ−1/dsT d)(x2e2 + x3e3 + · · ·+ xmem)

≥ hZsT̂ d−1(x1e1 + x2e2 + x3e3 + · · ·+ xmem)

= hZ(1−λ)−1/dλ1/dZ((1−λ)1/dλ−1/dsT d)(x1e2 + x3e3 + · · ·+ xmem).

By Proposition 2.1 (ii), we get

hZsT d(x1e1 + x2e2 + x3e3 + · · ·+ xmem)

= hλ1/dZ(λ−1/dsT d)(x2e2 + x3e3 + · · ·+ xmem)

= max{0, asxi : 1 ≤ i ≤ m}. (5.33)
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Let x1 > 0 > x2 or x2 > 0 > x1. Taking 0 < λ = x2
x2−x1 < 1 and

x = x1e1 + x2e2 + x3e3 + · · ·+ xmem in (5.29), we get

hZsT d(x1e1 + x2e2 + x3e3 + · · ·+ xmem)

+ϕ hλ−1/dZ(λ1/dsT̂ d−1)(x2e2 + x3e3 + · · ·+ xmem)

= hλ−1/dZ(λ1/dsT d)(x2e2 + x3e3 + · · ·+ xmem)

+ϕ h(1−λ)−1/dZ((1−λ)1/dsT d)(x1e1 + x3e3 + · · ·+ xmem). (5.34)

Combining with the assumption (5.26) for d − 1 and (5.28) for m − 1

and the SL(n) covariance of Z, we have

hλ−1/dZ(λ1/dsT̂ d−1)(x2e2 + x3e3 + · · ·+ xmem)

= hλ−1/dZ(λ1/dsT d)(x2e2 + x3e3 + · · ·+ xmem)

≤ h(1−λ)−1/dZ((1−λ)1/dsT d)(x1e1 + x3e3 + · · ·+ xmem)

for x1 > 0 > x2 and

hλ−1/dZ(λ1/dsT̂ d−1)(x2e2 + x3e3 + · · ·+ xmem)

= h(1−λ)−1/dZ((1−λ)1/dsT d)(x1e1 + x3e3 + · · ·+ xmem)

≤ hλ−1/dZ(λ1/dsT d)(x2e2 + x3e3 + · · ·+ xmem)

for x2 > 0 > x1. In all, by Proposition 2.1 (ii), we obtain that

hZ(sT d)(x1e1 + x2e2 + x3e3 + · · ·+ xmem) = max{0, asxi : 1 ≤ i ≤ m}.
(5.35)

Combining (5.31), (5.33), (5.35) and the continuity of the support func-

tion, we get

hZ(sT d)(x1e1 + · · ·+ xmem) = hasT d(x1e1 + · · ·+ xmem)

for any x1, · · · , xm ∈ R.

By the SL(n) covariance of Z, (5.26) holds true for any simplex in

T no = P1. Assume that (5.26) holds on Pi−1, i ≥ 2. For P = P1 ∪ P2 ∈
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Pi, where P1, P2 ∈ Pi−1 have disjoint relative interiors, by (2.1), we

have P1 ∩ P2 ∈ Pi−1. Hence,

hZ(P1∩P2) = ha(P1∩P2) ≤ haPi = hZPi

for i = 1, 2. Therefore hZ(P1∪P2) is uniquely determined by (1.7) and

(2.5), namely,

hZ(P1∪P2)(x) = (hZP1(x) +ϕ hZP2(x))ϕ−1

(
1− ϕ

(
hZ(P1∩P2)(x)

hZP1(x) +ϕ hZP2(x)

))
,

if hZP1(x) and hZP2(x) are not both equal to 0; and hZ(P1∪P2)(x) = 0 if

hZP1(x) = hZP2(x) = 0. Here x ∈ Rn. Also since Z defined by (5.26) is

an Orlicz valuation, we get that (5.26) holds on Pi. Hence, we conclude

that (5.26) holds on Pi inductively for any i. For any P ∈ Pno , there

exists an i such that P ∈ Pi. Thus (5.26) holds for all P ∈ Pno . �
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