
Affine function-valued valuations

Jin Li

Institut für Diskrete Mathematik und Geometrie, Technische
Universität Wien, 1040 Wien, Austria

lijin2955@gmail.com

Abstract

A classification of SL(n) contravariant, continuous function-valued
valuations on convex bodies is established. Such valuations are
natural extensions of SL(n) contravariant Lp Minkowski valuations,
the classification of which characterized Lp projection bodies, which
are fundamental in the Lp Brunn-Minkowski theory, for p ≥ 1. Hence
our result will help to better understand extensions of the Lp Brunn-
Minkowski theory. In fact, our results characterize general projection
functions which extend Lp projection functions (p-th powers of the
support functions of Lp projection bodies) to projection functions in
the Lp Brunn-Minkowski theory for 0 < p < 1 and in the Orlicz
Brunn-Minkowski theory.

1 Introduction

Let Kn be the set of convex bodies (i.e., compact convex set) in Euclidean
space Rn. A valuation is a map Z from Kn to an abelian semigroup 〈A,+〉
such that

ZK + ZL = Z(K ∪ L) + Z(K ∩ L) (1.1)

2010 Mathematics subject classification. 52A20, 52A39, 52B45
Key words and phrases. Valuation, SL(n) contravariant, general projection function,

Orlicz projection function, Lp projection function, mixed volume.

1

mailto: Jin Li<lijin2955@gmail.com>


whenever K,L,K ∪ L ∈ Kn. A map defined on a subset of Kn is also called
a valuation if (1.1) holds whenever K,L,K ∪ L,K ∩ L are contained in the
subset. A function-valued valuation is a valuation taking values in some
function space where addition in (1.1) is the ordinary addition of functions.

Since any convex body (star body) can be identified with its support
function (radial function), valuations taking values in the space of convex
bodies (star bodies) are often studied as valuations taking values in some
function space; see [1, 8, 14, 16–18, 30–33, 35, 45, 46, 50–54, 56]. Function-
valued valuations are also an important tool for establishing results on other
valuations, for example, measured valued valuations [21]. When Ludwig
[30, 32], Schuster, Wannerer [53], Haberl [17] and Parapatits [45] studied
SL(n) contravariant Lp Minkowski valuations, they also gave classifications of
SL(n) contravariant valuations taking values in some special function space.
Here an Lp Minkowski valuation is a valuation taking values in Kn where
addition in (1.1) is Lp Minkowski addition.

Let p ≥ 0. A function f : Rn → R is called homogeneous of degree p
if f(λx) = λpf(x) for any λ > 0 and x ∈ Rn. Let C(Rn) be the set of
continuous function on Rn and Cp(Rn) be the subset of C(Rn) such that any
f ∈ Cp(Rn) is homogeneous of degree p.

A function-valued valuation Z : Kn → C(Rn) is called SL(n) contravariant
if

Z(φK)(x) = ZK(φ−1x)

for every K ∈ Kn and φ ∈ SL(n). Let hK be the support function of K.
For p ≥ 1, an Lp Minkowski valuation Z is SL(n) contravariant if the map
K 7→ hZK is an SL(n) contravariant function-valued valuations.

Let p ≥ 1. Due to Haberl [17] and Parapatits [45], roughly speaking, the
set of SL(n) contravariant Lp Minkowski valuations is the cone of asymmetric
Lp projection bodies, which were introduced by Ludwig [32], and Cp(Rn)
valued valuations are the linear hull of asymmetric Lp projection functions
(p-th powers of the support functions of asymmetric Lp projection bodies).
In this sense, SL(n) contravariant Lp Minkowski valuations and Cp(Rn)
valued valuations are “basically” the same. In the dual case, where SL(n)
contravariance is replaced by SL(n) covariance, there are also no further
Cp(Rn) valued valuations than the p-th powers of the support functions of
the corresponding Lp Minkowski valuations; see Haberl [17], Parapatits [46],
Li and Leng [26]. However, if we remove the homogeneity assumption, then
Laplace transforms of convex bodies (that is, classical Laplace transforms of
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indicator functions of convex bodies) are additional SL(n) covariant C(Rn)
valued valuations; see Li and Ma [28]. Hence the natural question arises to
give a unified classification of SL(n) contravariant and of SL(n) covariant
C(Rn) valued valuations. We believe such a classification will help to better
understand extensions of the Lp Brunn-Minkowski theory.

In this paper, we give a classification of SL(n) contravariant C(Rn) valued
valuations for dimension n ≥ 3. The cases n = 1 and n = 2 are rather
different and will be treated separately. Hence we will always assume n ≥ 3
throughout the paper.

The topology of Kn is induced by the Hausdorff metric and the topology
of C(Rn) is the C0 topology induced by uniform convergence on any compact
subset. If we identify Kn as the cone of support functions, then the topology
of Kn induced by the Hausdorff metric is the same as the C0 topology of the
cone of support functions. With this topology, we can define continuity and
(Borel) measurability of maps from Kn to C(Rn).

Let Kno be the set of convex bodies in Rn containing the origin.

Theorem 1.1. Let n ≥ 3. A map Z : Kno → C(Rn) is a continuous, SL(n)
contravariant valuation if and only if there are constants c0, cn−1 ∈ R and a
continuous function ζ : R→ R satisfying lim|t|→∞ ζ(t)/t = 0 such that

ZK(x) =

∫
Sn−1\{hK=0}

ζ

(
x · u
hK(u)

)
dVK(u) + cn−1V1(K, [−x, x]) + c0V0(K)

for every K ∈ Kno and x ∈ Rn. Moreover, c0, cn−1 and ζ are uniquely
determined by Z.

Here V1(K, [−x, x]) = hΠK(x) is the classical projection function of K,
where ΠK is the projection body of K, V0(K) is the Euler characteristic,
{hK = 0} denotes the set {u ∈ Sn−1 : hK(u) = 0} for K ∈ Kn and VK
is the cone-volume measure of K. Using the surface area measure SK , the
cone-volume measure can be written as dVK = 1

n
hKdSK . If K = {o}, then∫

Sn−1\{hK=0} ζ
(

x·u
hK(u)

)
dVK(u) = 0. See Section 2 for details.

Let Pno be the set of polytopes in Rn containing the origin. We can replace
continuity by measurability when considering valuations on polytopes. Here
Borel sets in the space of polytopes are also induced by the Hausdorff metric.

Theorem 1.2. Let n ≥ 3. A map Z : Pno → C(Rn) is a measurable, SL(n)
contravariant valuation if and only if there are constants c0, c

′
0, cn−1 ∈ R and
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a continuous function ζ : R→ R such that

ZP (x) =

∫
Sn−1\{hP=0}

ζ

(
x · u
hP (u)

)
dVP (u) + cn−1V1(P, [−x, x])

+ c0V0(P ) + c′0(−1)dimP
1relintP (o) (1.2)

for every P ∈ Pno and x ∈ Rn. Moreover, c0, c
′
0, cn−1 and ζ are uniquely

determined by Z.

Here dimP is the dimension of the affine hull of P and relintP is the
relative (with respect to the affine hull of P ) interior of P . The function
1L(o) is the indicator function of the set L ⊂ Rn at the origin o, that is, if
o ∈ L, then 1L(o) = 1, otherwise 1L(o) = 0.

If we further assume that ZK ∈ Cp(Rn) for p ≥ 1 in Theorems 1.1
and 1.2, then we get classification results of Haberl [17] and Parapatits [45];
see Corollary 2.1. The classification of the corresponding Lp Minkowski
valuations is a direct corollary by further assuming that ZK is the p-th power
of a support function. Our results also give valuations associated with the Lp
Brunn-Minkowski theory for 0 < p < 1 and the Orlicz theory; namely, the

function ZζK(x) :=
∫
Sn−1\{hK=0} ζ

(
x·u

hK(u)

)
dVK(u) is (an extension of) the

Lp and Orlicz projection functions depending on the choice of the function
ζ : R→ R; see Corollaries 2.2 and 2.3. We leave the details to Section 2.

Real valued valuations are valuations taking values in R with scalar
addition and Z : Kn → R is SL(n) invariant if Z(φK) = ZK for
any φ ∈ SL(n) and K ∈ Kno . Theorem 1.1 (Theorem 1.2) also imply
the classification of SL(n) invariant, continuous (measurable) real valued
valuations which were obtained before by Blaschke [6] and Ludwig and
Reitzner [37]. This follows from the fact that any SL(n) invariant real
valued valuation can be understood as an SL(n) contravariant function-
valued valuation taking values in constant functions. More precisely, if

ζ ≡ c, then
∫
Sn−1\{hK=0} ζ

(
x·u

hK(u)

)
dVK(u) = cVn(K), where Vn(K) is the n

dimensional volume of K. A specific characterization of all SL(n) invariant
real valued valuations is also established in Corollary 2.2 for the case p = 0.

Considering valuations themselves are homogeneous, a different charac-
terization of Lp projection functions and of all SL(n) invariant real valued
valuations is also established in Corollary 3.1.

Since general (Lp or Orlicz) projection functions of the convex body K
are a special case of the general (Lp or Orlicz) first mixed volumes of a convex
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body and a segment, our result might be a first step towards characterizing
general first mixed volumes in valuation theory. In particular, Corollaries
3.2 and 3.3 are related to the characterization of classical mixed volumes by
Alesker and Schuster [4]. We also give a characterization of Lp first mixed
volumes in Corollary 3.4 for p ≥ 1. Other special cases of classical mixed
volumes are intrinsic volumes (mixed volume of a convex body and the unit
ball). A celebrated characterization of intrinsic volumes is the Hadwiger
theorem. It is the starting point of valuation theory; see also [2,3,5,20,25,36].
For another characterization of classical mixed volumes (not in valuation
theory), see Milman and Schneider [43]. In the following, when we talk
about mixed volumes, we will always refer to the first mixed volume.

A classification of SL(n) contravariant valuations on all convex bodies or
on all polytopes that do not necessarily contain the origin can be established
by Theorems 1.1 and 1.2. Let Pn be the set of polytopes in Rn. For K ∈ Kn,
let [K, o] denote the convex hull of K and the origin.

Theorem 1.3. Let n ≥ 3. A map Z : Kn → C(Rn) is a continuous, SL(n)
contravariant valuation if and only if there are constants c0, cn−1, c̃n−1 ∈ R
and continuous functions ζ, ζ̃ : R → R satisfying lim|t|→∞ ζ(t)/t = 0 and

lim|t|→∞ ζ̃(t)/t = 0 such that

ZK(x)

=

∫
Sn−1\{hK=0}

ζ

(
x · u
hK(u)

)
dVK(u) +

∫
Sn−1\{h[K,o]=0}

ζ̃

(
x · u

h[K,o](u)

)
dV[K,o](u)

+ cn−1V1(K, [−x, x]) + c̃n−1V1([K, o], [−x, x]) + c0V0(K)

for every K ∈ Kno and x ∈ Rn. Moreover, c0, cn−1, c̃n−1 and ζ, ζ̃ are uniquely
determined by Z.

Here dVK = 1
n
hKdSK is a signed measure since hK might be negative.

Theorem 1.4. Let n ≥ 3. A map Z : Pn → C(Rn) is a measurable, SL(n)
contravariant valuation if and only if there are constants c0, c

′
0, c̃0, cn−1, c̃n−1 ∈
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R and continuous functions ζ, ζ̃ : R→ R such that

ZP (x)

=

∫
Sn−1\{hP=0}

ζ

(
x · u
hP (u)

)
dVP (u) +

∫
Sn−1\{h[P,o]=0}

ζ̃

(
x · u

h[P,o](u)

)
dV[P,o](u)

+ cn−1V1(P, [−x, x]) + c̃n−1V1([P, o], [−x, x])

+ c0V0(P ) + c′0(−1)dimP
1relintP (o) + c̃01P (o) (1.3)

for every P ∈ Pno and x ∈ Rn. Moreover, c0, c
′
0, c̃0, cn−1, c̃n−1 and ζ, ζ̃ are

uniquely determined by Z.

All the theorems will be proved in Section 5 and all the corollaries will
be proved in Section 6.

2 Lp and Orlicz projection functions and

mixed volumes

We refer to Schneider [49] as a general reference for convex geometry.
The support function of a convex body K is hK(x) = maxy∈K{x · y},

x ∈ Rn. It is easy to see that support functions are convex functions and
homogeneous of degree 1. Moreover, support functions are important tools
in convex geometry because of the following fact: given a convex function
h : Rn → R which is homogeneous of degree 1, there exists a unique convex
body such that h = hK . Briefly, a convex body is identified with its support
function.

The Hausdorff distance of K,L is maxu∈Sn−1 |hK(u) − hL(u)|. Hence
Ki → K with respect to the Hausdorff metric if and only if hKi → hK
uniformly on Sn−1.

First, let p ≥ 1. The Lp Minkowski sum of K,L ∈ Kno introduced by
Firey (generalizing the classical Minkowski sum) is defined by its support
function

hK+pL = (hpK + hpL)1/p. (2.1)

Let Kn(o) be the set of convex bodies in Rn containing the origin in their
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interiors. The Lp mixed volume of K ∈ Kn(o) and L ∈ Kno is

Vp(K,L) := lim
ε→0+

p

n

Vn(K +p,ε L)− Vn(K)

ε
=

1

n

∫
Sn−1

hpL(u)h1−p
K (u)dSK(u),

(2.2)

where K +p,ε L is the Lp combination of K,L such that hpK+p,εL
= hpK + εhpL

and SK is the surface area measure of K, that is, the pushforward of the
(n− 1)-dimensional Lebesgue measure with respect to the Gauss map.

One important property of Lp mixed volumes is that they satisfy the Lp
Minkowski inequality: for K ∈ Kn(o) and L ∈ Kno(

Vp(K,L)

Vn(K)

) 1
p

≥
(
Vn(L)

Vn(K)

) 1
n

. (2.3)

The Lp Minkowski inequality is equivalent to the Lp Brunn-Minkowski
inequality. The classical Minkowski inequality for p = 1 is due to Minkowski
himself. For p > 1, the Lp Minkowski inequality was first established by
Lutwak [38] and is the starting point of the systematic study of the Lp
Brunn-Minkowski theory. If p = 1 and L is the unit ball, then the Lp
Minkowski inequality implies the classical isoperimetric inequality. Moreover,
the Lp Minkowski inequality and its equality conditions are critical to many
problems, for example, Lp Minkowski problems [38].

The Lp mixed volume of K ∈ Kn(o) and a segment [−x, x] is

Vp(K, [−x, x]) =
1

n

∫
Sn−1

|x · u|ph1−p
K (u)dSK(u). (2.4)

When p = 1 and x ∈ Sn−1, the right side of (2.4) is (up to a constant)
the (n − 1)-dimensional volume of K|x⊥, where K|x⊥ is the orthogonal
projection of K onto the hyperplane x⊥ = {y ∈ Rn : y · x = 0}. The
function ZpK(x) := Vp(K, [−x, x]) is called the Lp projection function of K.
The classical projection function for p = 1 was introduced by Minkowski and
Lp versions were introduced by Lutwak, Yang and Zhang [39]. There is an
important affine inequality associated with Lp projection functions, namely,
the Lp Petty projection inequality [39,47]: for K ∈ Kn(o)

Vn(K)
n−p
p

∫
Sn−1

Vp(K, [−x, x])−
n
p dx ≤ Vn(E)

n−p
p

∫
Sn−1

Vp(E, [−x, x])−
n
p dx,
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where E is an ellipsoid. By the Jensen inequality, the classical Petty
projection inequality is also stronger that the classical isoperimetric in-
equality. Unfortunately, there is (so far) no clear relationship between the
Lp Minkowski inequality and the Lp Petty projection inequality. Haberl
and Schuster [23] established Lp Petty projection inequalities for the
asymmetric Lp projection functions, i.e., linear combinations of Vp(K, [o, x])
and Vp(K, [o,−x]). The functional version of the Lp Petty projection
inequality is the affine Lp Sobolev inequality; see [22,40,55,60]. The reverse
classical Petty projection inequality is the Zhang projection inequality [59].

In the classical case p = 1, the mixed volume and the projection function
can be defined for any convex body. All the above still holds. We still write

V1(K, [−x, x]) :=
1

n

∫
Sn−1

|x · u|dSK(u)

for K ∈ Kn. The asymmetric case is the same since V1(K, [−x, x]) =
2V1(K, [o,±x]). But there are other extensions of Lp projection functions
onto Pno , namely

V̂p(P, [−x, x]) :=
1

n

∫
Sn−1\{hP=0}

|x · u|ph1−p
P (u)dSP (u).

Also, the asymmetric Lp projection functions are defined as

V̂p(P, [o,±x]) : =
1

n

∫
Sn−1\{hP=0}

(x · u)p±h
1−p
P (u)dSP (u)

=

∫
Sn−1\{hP=0}

(
x · u
hP (u)

)p
±
dVP (u)

where (·)± = max{±(·), 0}. They are both function-valued valuations.

Clearly V̂p(P, [−x, x]) = V̂p(P, [o, x])+V̂p(P, [o,−x]). Moreover, V1(K, [−x, x])

= hΠK(x) and V̂p(P, [o,±x]) = hp
Π̂±p P

(x). Here Π is the classical projection

body and Π̂±p are the asymmetric Lp projection bodies. If we assume that
ZP ∈ Cp(Rn) for p ≥ 1 in Theorem 1.2, then we obtain those function-
valued valuations which were already characterized before by Haberl [17]
and Parapatits [45].

Corollary 2.1 (Haberl [17] and Parapatits [45]). A map Z : Pno → C1(Rn)
is a measurable, SL(n) contravariant valuation if and only if there exist
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constants cn−1, ĉ
+
n−1, ĉ

−
n−1 ∈ R such that

ZP (x) = cn−1V1(P, [−x, x]) + ĉ+
n−1V̂1(P, [o, x]) + ĉ−n−1V̂1(P, [o,−x])

for every P ∈ Pno and x ∈ Rn.
For 1 < p < ∞, a map Z : Pno → Cp(Rn) is a measurable, SL(n)

contravariant valuation if and only if there exist constants ĉ+
n−p, ĉ

−
n−p ∈ R

such that

ZP (x) = ĉ+
n−pV̂p(P, [o, x]) + ĉ−n−pV̂p(P, [o,−x])

for every P ∈ Pno and x ∈ Rn.

There are two different ways to extend the Lp Brunn-Minkowski theory.
One is to p < 1. For 0 < p < 1, the right side of (2.1) is in general
not a support function. Now the support function of K +p L is defined as
the maximum support function smaller than (hpK + hpL)1/p. Then, (2.2) still
holds and defines the Lp mixed volume. Also (2.4) still gives Lp projection
functions for 0 < p < 1. Böröczky, Lutwak, Yang and Zhang [9] established
the Lp Minkowski inequality (2.3) for 0 < p < 1 for planar origin-symmetric
convex bodies and conjectured that it also holds for n dimensional origin-
symmetric convex bodies. The Lp Petty projection inequality for 0 < p < 1 is
unknown. For other aspects of the Lp Brunn-Minkowski theory for 0 ≤ p < 1,
see [10–13,62]

We extend the Lp projection functions for 0 < p < 1 to Kno as follows

Vp(K, [o,±x]) : =
1

n

∫
Sn−1

(x · u)p±h
1−p
K (u)dSK(u).

Here we write Vp instead of V̂p since
∫
Sn−1\{hK=0}(x · u)p±h

1−p
K (u)dSK(u) =∫

Sn−1(x ·u)p±h
1−p
K (u)dSK(u) for 0 < p < 1. For valuations associated with the

Lp Brunn-Minkowski theory for 0 < p < 1, we get the following by Theorem
1.2.

Corollary 2.2. For 0 < p < 1, a map Z : Pno → Cp(Rn) is a measurable,
SL(n) contravariant valuation if and only if there are constants ĉ+

n−p, ĉ
−
n−p ∈ R

such that

ZP (x) = ĉ+
n−pVp(P, [o, x]) + ĉ−n−pVp(P, [o,−x])
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for every P ∈ Pno and x ∈ Rn. A map Z : Pno → C0(Rn) is a measurable,
SL(n) contravariant valuation if and only if there are constants c0, c

′
0, cn ∈ R

such that

ZP (x) = cnVn(P ) + c0V0(P ) + c′0(−1)dimP
1relintP (o)

for every P ∈ Pno and x ∈ Rn.

For 0 < p < 1, Haberl and Parapatits [21] obtained the corresponding
result for even valuations. We remark that continuous versions of Corollaries
2.1 and 2.2 are easy to get and non-zero continuous valuations on Kno only
exists for 0 ≤ p ≤ 1.

Continuous version of Corollary 2.2: For 0 < p < 1, a map Z :
Kno → Cp(Rn) is a continuous, SL(n) contravariant valuation if and only if
there are constants ĉ+

n−p, ĉ
−
n−p ∈ R such that

ZK(x) = ĉ+
n−pVp(K, [o, x]) + ĉ−n−pVp(K, [o,−x])

for every K ∈ Kno and x ∈ Rn. A map Z : Kno → C0(Rn) is a continuous,
SL(n) contravariant valuation if and only if there are constants c0, cn ∈ R
such that

ZK(x) = cnVn(K) + c0V0(K)

for every K ∈ Kno and x ∈ Rn.
Another extension of the Lp Brunn-Minkowski theory is the so called

Orlicz Brunn-Minkowski theory. Let ζ : R → [0,∞) be a convex function
such that ζ(0) = 0. We define the Orlicz projection function ZζK by
extending (2.4) to

ZζK(x) =

∫
Sn−1

ζ

(
x · u
hK(u)

)
dVK(u), x ∈ Rn. (2.5)

In general, ZζK(x) is not a support function. To obtain a convex body,
Lutwak, Yang and Zhang [42] introduce

hΠζK(x) := min

{
λ > 0 :

∫
Sn−1

ζ

(
x · u

λhK(u)

)
dVK(u) ≤ Vn(K)

}
.

Since the right side is a support function, this introduces a convex body
ΠζK, the so called Orlicz projection body. An Orlicz Petty projection
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inequality was established in [7,42] and a functional version in [29]. However,
Li and Leng [27] showed that Orlicz projection bodies are not valuations
in the following sense: there is no non-trivial SL(n) contravariant, convex
body valued valuation with respect to the non-associative Orlicz addition on
Pno (Orlicz addition is associative if and only if it is Lp addition for some
p ≥ 1). Meanwhile, the Orlicz projection function defined by (2.5) is also
closely related to Orlicz addition, which was introduced by Gardner, Hug and
Weil [15] and Xi, Jin and Leng [58] as an extension of Lp addition. Orlicz
addition preserves continuity and is compatible with GL(n) transforms. Let
ϕ : [0,∞) → [0,∞) be a convex function satisfying ϕ(0) = 0 and ϕ(1) = 1.
The Orlicz combination, K +ϕ,ε L, of K,L with respect to ϕ is defined by

ϕ

(
hK

hK+ϕ,εL

)
+ εϕ

(
hL

hK+ϕ,εL

)
= 1.

For K ∈ Kn(o) and L ∈ Kno , the Orlicz mixed volume

Vϕ(K,L) := lim
ε→0+

ϕ′l(1)

n

Vn(K +ϕ,ε L)− Vn(K)

ε
=

∫
Sn−1

ϕ

(
hL(u)

hK(u)

)
dVK(u),

where ϕ′l(1) is the left derivative of ϕ at 1.
The Orlicz Brunn-Minkowski inequality states that

Vϕ(K,L)

Vn(K)
≥ ϕ

((
Vn(L)

Vn(K)

)1/n
)
.

For other aspects of Orlicz Brunn-Minkowski theory, see [19,24,34,36,41,57,
61]

Now the Orlicz projection function ZζK(x) defined in (2.5) can be written
as

ZζK(x) = Vϕ1(K, [o, x]) + Vϕ2(K, [−x, o])

for ϕ1, ϕ2 : [0,∞) → [0,∞) such that ϕ1(t) = ζ(t) and ϕ2(t) = ζ(−t) if
ζ(±1) = 1.

We use the same notation Zζ to denote the extension of (2.5) to Kn for
a general continuous function ζ,

ZζK(x) :=

∫
Sn−1\{hK=0}

ζ

(
x · u
hK(u)

)
dVK(u), x ∈ Rn,
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when the integral is finite. Theorems 1.1-1.4 show that the extension is
natural in valuation theory.

We call a valuation simple if it vanishes on lower dimensional convex
bodies. Let Conv(Rn) denote the set of convex functions from Rn to R. We
obtain the following characterization of Orlicz projection functions.

Corollary 2.3. A map Z : Pno → Conv(Rn) is a measurable, simple and
SL(n) contravariant valuation if and only if there exists a convex function
ζ : R→ R such that

ZP (x) =

∫
Sn−1\{hP=0}

ζ

(
x · u
hP (u)

)
dVP (u)

for every P ∈ Pno and x ∈ Rn. Moreover, the function ζ is uniquely
determined by Z.

3 Further classification results

Corollaries 2.1 and 2.2 characterize Lp projection functions as valuations
taking values in functions which are homogeneous of degree p. We can also
characterize Lp projection functions as homogeneous valuations. Here we say
that a valuation Z : Pno → C(Rn) is homogeneous of degree p if Z(λK) =
λpZK for λ > 0. Set δip = 1 for p = i and δip = 0 otherwise.

Corollary 3.1. A map Z : Pno → C(Rn) is an SL(n) contravariant valuation
which is homogeneous of degree n − p if and only if there exist constants
c0, c

′
0, cn−1, ĉ

+
n−p, ĉ

−
n−p, cn ∈ Rn such that

ZP (x)

=



ĉ+
n−pV̂p(P, [o, x]) + ĉ−n−pV̂p(P, [o,−x])

+δ1
pcn−1V1(P, [−x, x])

+δnp (c0V0(P ) + c′0(−1)dimP
1relintP (o)), p ≥ 1,

ĉ+
n−pVp(P, [o, x]) + ĉ−n−pVp(P, [o,−x]), 0 < p < 1,

cnVn(P ), p = 0,

0, p < 0.

for every P ∈ Pno and x ∈ Rn.
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If we further assume translation invariance (Z(P+y) = ZP for every P ∈
Pno (or Pn) and y ∈ Rn such that P + y ∈ Pno (or Pn)), then we characterize
the classical projection function, volume and the Euler characteristic. This
is a special case of characterizing the classical mixed volumes.

Corollary 3.2. A map Z : Pno → C(Rn) is a measurable, translation
invariant and SL(n) contravariant valuation if and only if there exist
constants c0, cn−1, cn ∈ R such that

ZP (x) = cnVn(P ) + cn−1V1(P, [−x, x]) + c0V0(P )

for every P ∈ Pno and x ∈ Rn.

Corollary 3.3. A map Z : Pn → C(Rn) is a measurable, translation
invariant and SL(n) contravariant valuation if and only if there exist
constants c0, cn−1, cn ∈ R such that

ZP (x) = cnVn(P ) + cn−1V1(P, [−x, x]) + c0V0(P )

for every P ∈ Pno and x ∈ Rn.

We omit other versions of all the Corollaries corresponding to Theorems
1.1, 1.3 and 1.4 since they are similar and easy to establish.

Finally, we show how our results are related to the characterization of Lp
mixed volumes. Although the following corollary is not a strong result, we
think it might be inspiring.

A map Z : Kn×Kn → R is called SL(n) invariant if Z(φK, φL) = Z(K,L)
for any K,L ∈ Kn and φ ∈ SL(n). We say that Z is a valuation with
respect to the first variable if Z(·, L) is a valuation for any fixed L ∈ Kn,
and Lp additive with respect to the second variable if Z(K,L1 +p L2) =
Z(K,L1) + Z(K,L2) for any K ∈ Kn, L1, L2 ∈ Kn. For p > 1, we further
assume that L1, L2 ∈ Kno . Let Knc be the set of symmetric convex bodies in
Rn centered at the origin.

Corollary 3.4. Let p ≥ 1 and p not an even integer. A map Z : Pno×Knc → R
is an SL(n) invariant map which is a measurable valuation with respect to the
first variable and continuous, Lp additive with respect to the second variable
if and only if there exist constants ĉn−p, cn−1 ∈ R such that

Z(P,L) = ĉn−pV̂p(P,L) + cn−1δ
1
pV1(P,L)

for every P ∈ Pno and L ∈ Knc .
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4 Valuations and SL(n) contravariance

Let [A1, . . . , Ai] denote the convex hull of the sets A1, . . . , Ai in Rn.

Theorem 4.1. Let ζ : R → R be a continuous function and define a map
Zζ : Kn → C(Rn) by

ZζK(x) =

∫
Sn−1\{hK=0}

ζ

(
x · u
hK(u)

)
dVK(u), x ∈ Rn,

for every K ∈ Kn if the integral exists and is finite for every x ∈ Rn. We
have the following conclusions:
(i) If Zζ is well defined on Kn (or Pn), then Zζ is an SL(n) contravariant
valuation on Kn (or Pn).
(ii) Zζ is well defined and measurable on Pn without any restriction on ζ.
(iii) If lim|t|→∞ ζ(t)/t = 0, then Zζ is well defined and continuous on Kn.

Proof. (i) First, we show that Zζ is SL(n) contravariant. Let φ ∈ SL(n),
K ∈ Kn. For any Borel set ω ⊂ Sn−1, we have VφK(ω) = VK(φtω), where

φtω = {v = φtu
|φtu| : u ∈ ω}; see [10]. Then∫

Sn−1

f(u)dVφK(u) =

∫
Sn−1

f

(
φ−tv

|φ−tv|

)
dVK(v)

for any continuous function f on Sn−1. Also, since {hφK = 0} = φt{hK = 0},

Zζ(φK)(x) =

∫
Sn−1\{hφK=0}

ζ

(
x · u
hφK(u)

)
dVφK(u)

=

∫
Sn−1\{hK=0}

ζ

 x · φ−tv|φ−tv|

hφK

(
φ−tv
|φ−tv|

)
 dVK(v)

=

∫
Sn−1\{hK=0}

ζ

(
φ−1x · v
hK(v)

)
dVK(v)

= ZζK(φ−1x).

Second, we show that Zζ is a valuation. Let K,L ∈ Kn such that K∪L ∈
Kn. We divide Sn−1 into three parts

ω1 = {u ∈ Sn−1 : hK(u) = hL(u)},
ω2 = {u ∈ Sn−1 : hK(u) > hL(u)},
ω3 = {u ∈ Sn−1 : hK(u) < hL(u)}.
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Let ν−1
K denote the reverse Gauss map, that is, for any u ∈ Sn−1, ν−1

K (u) is
the set of boundary point of K such that u is a normal vector corresponding
to those points. We have

ν−1
K∪L(A1) = ν−1

K (A1) ∪ ν−1
L (A1), ν−1

K∩L(A1) = ν−1
K (A1) ∩ ν−1

L (A1),

ν−1
K∪L(A2) = ν−1

K (A2), ν−1
K∩L(A2) = ν−1

L (A2),

ν−1
K∪L(A3) = ν−1

L (A3), ν−1
K∩L(A3) = ν−1

K (A3)

for any Borel set Ai ⊂ ωi. Also

hK∪L(u) = max{hK(u), hL(u)}, hK∩L(u) = min{hK(u), hL(u)}.

Recall that the surface area measure is the pushforward of the (n − 1)-
dimensional Lebesgue measure with respect to the Gauss map, we have

VK∪L(A1) + VK∩L(A1) = VK(A1) + VL(A1),

VK∪L(A2) = VK(A2), VK∩L(A2) = VL(A2),

VK∪L(A3) = VL(A3), VK∩L(A3) = VK(A3)

for any Borel set Ai ⊂ ωi. Thus∫
ω1\{hK∪L=0}

ζ

(
x · u

hK∪L(u)

)
dVK∪L(u) +

∫
ω1\{hK∩L=0}

ζ

(
x · u

hK∩L(u)

)
dVK∩L(u)

=

∫
ω1\{hK=hL=0}

ζ

(
x · u

hK(u) = hL(u)

)
(dVK∪L(u) + dVK∩L(u))

=

∫
ω1\{hK=0}

ζ

(
x · u
hK(u)

)
dVK(u) +

∫
ω1\{hL=0}

ζ

(
x · u
hL(u)

)
dVL(u),

∫
ω2\{hK∪L=0}

ζ

(
x · u

hK∪L(u)

)
dVK∪L(u) +

∫
ω2\{hK∩L=0}

ζ

(
x · u

hK∩L(u)

)
dVK∩L(u)

=

∫
ω2\{hK=0}

ζ

(
x · u
hK(u)

)
dVK∪L(u) +

∫
ω2\{hL=0}

ζ

(
x · u
hL(u)

)
dVK∩L(u)

=

∫
ω2\{hK=0}

ζ

(
x · u
hK(u)

)
dVK(u) +

∫
ω2\{hL=0}

ζ

(
x · u
hL(u)

)
dVL(u)
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and∫
ω3\{hK∪L=0}

ζ

(
x · u

hK∪L(u)

)
dVK∪L(u) +

∫
ω3\{hK∩L=0}

ζ

(
x · u

hK∩L(u)

)
dVK∩L(u)

=

∫
ω3\{hL=0}

ζ

(
x · u
hL(u)

)
dVK∪L(u) +

∫
ω3\{hK=0}

ζ

(
x · u
hK(u)

)
dVK∩L(u)

=

∫
ω3\{hL=0}

ζ

(
x · u
hL(u)

)
dVL(u) +

∫
ω3\{hK=0}

ζ

(
x · u
hK(u)

)
dVK(u).

All together we get that Zζ is a valuation.
(ii) It is clear that Zζ is well defined on Pn.
To show that ζ is measurable on Pn, we can rewrite Zζ = Z+

ζ − Z
−
ζ with

Z±ζ P (x) =

∫
Sn−1\{hP=0}

(
ζ

(
x · u
hP (u)

)
hP (u)

)
±
dSP (u)

for every P ∈ Pn and x ∈ Rn. We claim that Z±ζ (·)(x) are lower semi-
continuous on Pn for every x ∈ Rn.

Indeed, let Pi, P ∈ Pn and Pi → P . First if hP (u) > 0 for all
u ∈ Sn−1, then for sufficiently large i, hPi(u) > 0 for all u ∈ Sn−1. Since(
ζ
(

x·u
hPi (u)

)
hPi(u)

)
+
→
(
ζ
(

x·u
hP (u)

)
hP (u)

)
+

uniformly on any compact set

C × Sn−1 3 (x, u) and the surface area measures SPi → SP weakly, it is easy
to see that ZζPi(x)→ ZζP (x).

Now assume that there is a u ∈ Sn−1 such that hP (u) = 0. Since P is a
polytope, there is a suitable δ > 0 such that SP ({0 < |hP | ≤ δ}) = 0. Here
{0 < |hP | ≤ δ} := {u ∈ Sn−1 : 0 < |hP (u)| ≤ δ}. We have

lim
i→∞

∫
{|hP |>δ}

ζ

((
x · u
hPi(u)

)
hPi(u)

)
+

dSPi(u)

=

∫
{|hP |>δ}

(
ζ

(
x · u
hP (u)

)
hP (u)

)
+

dSP (u)

uniformly on any compact set C 3 x and∫
{|hP |≤δ}\{hPi=0}

ζ

((
x · u
hPi(u)

)
hPi(u)

)
+

dSPi(u)

≥ 0

=

∫
{|hP |≤δ}\{hP=0}

ζ

((
x · u
hP (u)

)
hP (u)

)
+

dSP (u).
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Hence
lim inf
i→∞

Z+
ζ Pi(x) ≥ Z+

ζ P (x).

Similarly Z−ζ (·)(x) is lower semi-continuous. Moreover, the lower semi-
continuity is locally uniform with respect to x. That is to say, for any compact
set C ⊂ Rn and ε > 0, we have Z±ζ Pi(x) > Z±ζ P (x)− ε for sufficient large i
not depending on the choice of x ∈ C.

Next we show that Z±ζ are measurable. Let S(C,U) := {g ∈ C(Rn) :
g(C) ⊂ U}, where C is a compact set in Rn and U is an open set in R. The
collection of all S(C,U) forms a subbase of C(Rn); see [44, Section 46]. Let
BQ denote the set of balls in Rn whose centers and radii are rational and let
UQ denote the set of connected open sets in R whose end points are rational.
The collection of S(C,U) : C ∈ BQ, U ∈ UQ is a subbase without changing
the topology. Hence C(Rn) is a second countable topological space. Recall
that a topology space is second countable if it has a countable base. Also, a
function is measurable if the preimage of every open set is a Borel set. Thus
we only need to show that (Z±ζ )−1(S(C,U)) is a Borel set in Pn for every
compact set C ⊂ Rn and connected open set U ⊂ R. U can be written as
(t1, t2), (−∞, t) and (t,∞) for t, t1, t2 ∈ R. Also since

S(C, (t1, t2)) = S(C, (t1,∞)) ∩ S(C, (−∞, t2))

and

S(C, (−∞, t)) =
∞⋃
i=1

S(C, (−∞, t− 1/i]),

we only need to show that preimages of S(C, (−∞, t]) and S(C, (t,∞)) are
Borel sets for all t ∈ R. Let Pi ∈ (Z±ζ )−1(S(C, (−∞, t])) such that Pi → P ∈
Pn. For any x ∈ C, we have

Z±ζ P (x) ≤ lim inf
i→∞

Z±ζ Pi(x) ≤ t.

Hence P ∈ (Z±ζ )−1(S(C, (−∞, t])). That is to say (Z±ζ )−1(S(C, (−∞, t])) is

closed in Pn. Also, for any P ∈ (Z±ζ )−1(S(C, (t,∞))), minx∈C Z
±
ζ P (x) > t

since Z±ζ P ∈ C(Rn). The fact that the lower semi-continuity of Z±ζ (·)(x) is
locally uniform implies that there is a neighborhood of P such that for any
Q in this neighborhood, we have Z±ζ Q(C) > t. Hence (Z±ζ )−1(S(C, (t,∞)))

is open. This proves that Z±ζ are measurable. Since the minus in C(Rn) is
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continuous, the difference of two measurable function is measurable, which
completes the proof of measurability.

(iii) Finally, let Ki, K ∈ Kn, i = 1, 2 . . . such that Ki → K. We want to
show that ZζK is well defined and ZζKi → ZζK uniformly on any compact
set C ⊂ Rn if lim|t|→∞ ζ(t)/t = 0.

If hK(u) > 0 for all u ∈ Sn−1, clearly ZζK is well defined. The argument
that ZζKi(x) → ZζK(x) uniformly on the compact set C in this case is
similar to the part of measurability.

Now assume that there is a u ∈ Sn−1 such that hK(u) = 0. If K 6= {o},
then {hK = 0} lies in a hemisphere. Since hK and ζ are continuous and
lim|t|→∞ ζ(t)/t = 0, for any ε > 0, there exists c > 0 and ε > δ > 0 such that∣∣∣∣ζ ( x · u

hK(u)

)∣∣∣∣ ≤ max{ε |x · u|
|hK(u)|

, c}

whenever u ∈ {|hK | ≤ δ} \ {hK = 0}. Also, since hKi → hK uniformly on
Sn−1, for sufficiently large i > 0, we have {hKi = 0} ⊂ {|hK | ≤ δ} and

|hKi(u)| < ε,

∣∣∣∣ζ ( x · u
hKi(u)

)∣∣∣∣ ≤ max{ε |x · u|
|hKi(u)|

, c}

whenever u ∈ {|hK | ≤ δ} \ {hKi = 0}.
Clearly

∫
{|hK |>δ}

ζ
(

x·u
hK(u)

)
dVK(u) exists and is finite. Also∣∣∣∣∫

{|hK |≤δ}\{hK=0}
ζ

(
x · u
hK(u)

)
dVK(u)

∣∣∣∣
≤ 1

n

∫
{|hK |≤δ}\{hK=0}

∣∣∣∣ζ ( x · u
hK(u)

)∣∣∣∣ |hK(u)|dSK(u)

≤ 1

n

∫
{|hK |≤δ}\{hK=0}

max{ε |x · u|
|hK(u)|

, c}|hK(u)|dSK(u)

≤ 1

n
max{ε|x|SK(Sn−1), cδSK(Sn−1)}

≤ 1

n
εmax{|x|SK(Sn−1), cSK(Sn−1)}

These show that ZζK is well defined. Also, since SKi → SK weakly, similarly
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we have ∣∣∣∣∣
∫
{|hK |≤δ}\{hKi=0}

ζ

(
x · u
hKi(u)

)
hKi(u)dSKi(u)

∣∣∣∣∣
<

1

n
εmax{|x|SKi(Sn−1), cSKi(S

n−1)}

< εmax{|x|SK(Sn−1), cSK(Sn−1)}

for sufficiently large i > 0. Furthermore, we have∣∣∣∣∫
{|hK |>δ}

ζ

(
x · u
hKi(u)

)
hKi(u)dSKi(u)

−
∫
{|hK |>δ}

ζ

(
x · u
hK(u)

)
hK(u)dSK(u)

∣∣∣∣→ 0

uniformly on any compact set. Hence,∣∣∣∣∣
∫
{hKi 6=0}

ζ

(
x · u
hKi(u)

)
hKi(u)dSKi(u)−

∫
{hK 6=0}

ζ

(
x · u
hK(u)

)
hK(u)dSK(u)

∣∣∣∣∣
≤
∣∣∣∣∫
{|hK |>δ}

ζ

(
x · u
hKi(u)

)
hKi(u)dSKi(u)−

∫
{|hK |>δ}

ζ

(
x · u
hK(u)

)
hK(u)dSK(u)

∣∣∣∣
+

∣∣∣∣∫
{|hK |≤δ}\{hK=0}

ζ

(
x · u
hK(u)

)
hK(u)dSK(u)

∣∣∣∣
+

∣∣∣∣∣
∫
{|hK |≤δ}\{hKi=0}

ζ

(
x · u
hKi(u)

)
hKi(u)dSKi(u)

∣∣∣∣∣
→ 0

uniformly on any compact set.
If K = {o}, then ZζK(x) = 0 and {hK = 0} = Rn. With a similar

argument we have

|ZζKi(x)| → 0.

uniformly on any compact set, which completes the proof.

Corollary 4.2. Let ζ : R → R be a continuous function and define a map
Z̃ζ : Kn → C(Rn) by

Z̃ζK(x) =

∫
Sn−1\{h[K,o]=0}

ζ

(
x · u

h[K,o](u)

)
dV[K,o](u), x ∈ Rn,
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for every K ∈ Kn if the integral exists and is finite for every x ∈ Rn. We
have the following conclusions:
(i) If Z̃ζ is well defined on Kn (or Pn), then Z̃ζ is an SL(n) contravariant
valuation on Kn (or Pn).

(ii) Z̃ζ is well defined and measurable on Pn without any restriction on ζ.

(iii) If lim|t|→∞ ζ(t)/t = 0, then Z̃ζ is well defined and continuous on Kn.

Proof. Clearly Z̃ζK = Z[K, o] for Z defined in Theorem 4.1. The SL(n)
contravariance and valuation property follows from Theorem 4.1 and the
fact that [φK, o] = φ[K, o]

[K ∪ L, o] = [K, o] ∪ [L, o], [K ∩ L, o] = [K, o] ∩ [L, o].

when K,L,K ∪ L ∈ Kn and φ ∈ SL(n). Other statements also follow from
Theorem 4.1 and the map K → [K, o] is continuous.

The following examples are critical for lower dimensional convex bodies.

Example 4.3. The maps mapping K ∈ Kn to V0(K), V0([K, o]), 1K(o) or
(−1)dimK

1relintK(o) are function-valued valuations taking values in constant
functions. Moreover, they are SL(n) invariant and contravariant. V0(K)
and V0([K, o]) are continuous, while 1K(o) and (−1)dimK

1relintK(o) are
measurable but not continuous.

Example 4.4. The maps mapping K ∈ Kn to hΠK(x) = V1(K, [−x, x]) or
hΠ[K,o](x) = V1([K, o], [−x, x]) are continuous, SL(n) contravariant function-
valued valuations. Note that,

V1(sT n−1, [−x, x]) =
2sn−1|xn|

n!
, x ∈ Rn (4.1)

for T n−1 = [o, e1, . . . , en−1], where xn is the n-th coordinate of x.

One direction of Theorems 1.1-1.4 and Corollaries 2.1-3.3 follows directly
from Theorem 4.1, Corollary 4.2, Example 4.3 and Example 4.4. In the
following, we only need to prove the other direction that valuations satisfying
all conditions have the corresponding representations.

A function-valued valuation Z on Pn is fully additive, namely,

Z(P1 ∪ · · · ∪ Pm) =
m∑
j=1

∑
1≤i1<···<ij≤m

(−1)j−1Z(Pi1 ∩ · · · ∩ Pij).
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Indeed, since P 7→ ZP (x) is a real valued valuation for any x ∈ Rn, this
is a direct corollary of the fact that real valued valuations on Pn are fully
additive [49].

Set T d = [o, e1, . . . , ed] for 0 ≤ d ≤ n. If a valuation Z is SL(n)
contravariant, then Z of every simplex containing the origin as one of their
vertices is determined by ZT d for some d. Also, Z of every simplex contained
in a hyperplane not going through the origin is determined by Z[e1, . . . , ed]
for some d. If P is a polytope containing the origin, we can use full additivity
to calculate the valuation of P by dissecting P into simplices containing the
origin as one of their vertices. For o /∈ P , we can dissect [P, o] into P and
polytopes [Fi, o], where Fi are facets of P visible from the origin. Since Z
of [P, o], [Fi, o] and their intersections are determined by simplices, one can
get the following uniqueness of valuations. Details can be seen (for example)
in [37].

Lemma 4.5. Let Z and Z ′ be SL(n) contravariant function-valued valuations
on Pno . If Z(sT d) = Z ′(sT d) for every s > 0 and 0 ≤ d ≤ n, then ZP = Z ′P
for every P ∈ Pno .

Lemma 4.6. Let Z and Z ′ be SL(n) contravariant function-valued valuations
on Pn. If Z(sT d) = Z ′(sT d) and Z(s[e1, . . . , ed]) = Z ′(s[e1, . . . , ed]) for every
s > 0 and 0 ≤ d ≤ n, then ZP = Z ′P for every P ∈ Pn.

5 Proof of the main results

In this section, we will always assume that n ≥ 3.

Lemma 5.1. If Z : Pno → C(Rn) is SL(n) contravariant, then

ZP (x) = ZP (o), x ∈ Rn,

for every P ∈ Pno satisfying dimP ≤ n− 2, and

ZP (x) = ZP (xnen), x ∈ Rn

for every P ∈ Pno satisfying that dimP = n− 1 and P ⊂ e⊥n .

Proof. Let P ∈ Pno and dimP = d < n. We can assume that the linear hull

of P is lin{e1, . . . , ed}, the linear hull of {e1, . . . , ed}. Let φ :=

[
I A
0 B

]
∈
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SL(n), where I ∈ Rd×d is the identity matrix, A ∈ Rd×(n−d) is an arbitrary
matrix, B ∈ SL(n− d), 0 ∈ R(n−d)×d is the zero matrix. Also, let x =(
x′

x′′

)
∈ Rd×(n−d) and x′′ 6= 0. Thus φP = P . By the SL(n) contravariance

of Z, we have

ZP (x) = Z(φP )(x) = ZP (φ−1x) = ZP

(
x′ − AB−1x′′

B−1x′′

)
.

For d ≤ n − 2, we can choose a suitable matrix B such that B−1x′′ is
any nonzero vector on lin{ed+1, . . . , en}. After fixing B we can also choose a
suitable matrix A such that x′ −AB−1x′′ is any vector in lin{e1, . . . , ed}. So
ZP (x) is a constant function on a dense set of Rn. By the continuity of ZP ,
we get ZP (x) = ZP (o).

For d = n−1, B = 1. We can choose a suitable A such that x′−AB−1x′′ =
0. Hence ZP (x) = ZP (xnen) if xn 6= 0. The continuity of ZP shows that

ZP

(
x′

0

)
= lim

xn→0
ZP

(
x′

xn

)
= lim

xn→0
ZP (xnen) = ZP (o).

Lemma 5.2. If Z : Pno → C(Rn) is an SL(n) contravariant valuation
satisfying Z{o}(o) = 0 and Z[o, e1](o) = 0, then there exists a constant
cn−1 ∈ R such that

ZP (x) = cn−1V1(P, [−x, x]), x ∈ Rn (5.1)

for every P ∈ Pno satisfying dimP ≤ n− 1.

Proof. For 0 < λ < 1, let Hλ = {x ∈ Rn : x · ((1 − λ)e1 − λe2) = 0},
H−λ := {x ∈ Rn : x · ((1 − λ)e1 − λe2) ≤ 0} and H+

λ := {x ∈ Rn : x · ((1 −
λ)e1 − λe2) ≥ 0}. Since Z is a valuation,

Z(sT d)(x) + Z(sT d ∩Hλ)(x) = Z(sT d ∩H−λ )(x) + Z(sT d ∩H−λ )(x), x ∈ Rn

(5.2)

for 2 ≤ d ≤ n, s > 0. Let T̂ d−1 = [o, e1, e3, . . . , ed] and φ1, φ2 ∈ SL(n) such
that

φ1e1 =λe1 + (1− λ)e2, φ1e2 = e2, φ1en =
1

λ
en,

φ1ei = ei, for 3 ≤ i ≤ n− 1
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and

φ2e1 = e1, φ2e2 = λe1 + (1− λ)e2, φ2en =
1

1− λ
en,

φ2ei = ei, for 3 ≤ i ≤ n− 1.

For 2 ≤ d ≤ n − 1, we have T d ∩ H−λ = φ1T
d, T d ∩ H+

λ = φ2T
d and

T d ∩Hλ = φ1T̂
d−1. Also, since Z is SL(n) contravariant, (5.2) implies that

Z(sT d)(ten) + Z(sT̂ d−1)(λten) = Z(sT d)(λten) + Z(sT d)((1− λ)ten) (5.3)

for t ∈ R. With t = 0 in (5.3), we have Z(sT d)(o) = Z(sT̂ d−1)(o) for
d ≤ n− 1. Using the SL(n) contravariance of Z again, we have

Z(sT d)(o) = Z(sT d−1)(o) = · · · = Z(s[o, e1])(o) = Z[o, e1](o).

Combined with Lemma 5.1 and the assumption Z[o, e1](o) = 0, we have

Z(sT d) ≡ 0 (5.4)

for s > 0 and d ≤ n− 2.
For d = n− 1, the relations (5.3), (5.4) and the SL(n) contravariance of

Z show that

ZT n−1(ten) = ZT n−1(λten) + ZT n−1((1− λ)ten) (5.5)

for t ∈ R. Let f(t) := ZT n−1(ten). For arbitrary t1, t2 > 0, setting t = t1 +t2,
λ = t1

t1+t2
in (5.5), we get that f satisfies the Cauchy functional equation

f(t1 + t2) = f(t1) + f(t2)

for every t1, t2 > 0. Since f is continuous, there exists a constant cn−1 ∈ R
such that

ZT n−1(ten) = f(t) = cn−1t

for t ≥ 0. Also, since Z is SL(n) contravariant, ZT n−1(ten) = ZT n−1(−ten).
Hence ZT n−1(ten) = cn−1t holds for all t ∈ R. The SL(n) contravariance of
Z now shows that

Z(sT n−1)(ten) = ZT n−1(sn−1ten) = cn−1s
n−1t
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Combined with Lemma 5.1 and (4.1), we have

Z(sT n−1)(x) = cn−1
n!

2
V1(sT n−1, [−x, x]). (5.6)

We replace cn−1
n!
2

by cn−1. Now (5.4) and (5.6) imply that (5.1) holds for T d

for 0 ≤ d ≤ n−1. Since Z is SL(n) contravariant, we can argue as in Lemma
4.5 to show that (5.1) holds for o ∈ P ⊂ Rn−1. Every lower dimensional
polytope containing the origin can be rotated to be contained in P ⊂ Rn−1.
Hence we get the desired results.

Next we deal with simple valuations.

Lemma 5.3. If Z : Pno → C(Rn) is a simple and SL(n) contravariant
valuation and the function r 7→ Z(rT n)(rten), r > 0 is measurable for any
t ∈ R, then there is a continuous function ζ : R→ R such that

Z(sT n)(ten) =
sn

n!
ζ

(
t

s

)
=

∫
Sn−1\{hsTn=0}

ζ

(
ten · u
hsTn(u)

)
dVsTn(u)

for s > 0 and t ∈ R.

Proof. The second equation is trivial. We only need to verify the first
equation.

Let φ3, φ4 ∈ SL(n) such that

φ3e1 =λ−1/n(λe1 + (1− λ)e2), φ3e2 = λ−1/ne2,

φ3ei = λ−1/nei, for 3 ≤ i ≤ n,

and

φ4e1 =(1− λ)−1/ne1, φ4e2 = (1− λ)−1/n(λe1 + (1− λ)e2),

φ4ei = (1− λ)−1/nei, for 3 ≤ i ≤ n.

We use the same notation as in Lemma 5.2. Note that sT n∩H−λ = φ3λ
1/nsT n,

sT n ∩ H+
λ = φ4(1 − λ)1/nsT n and sT n ∩ Hλ = φ3λ

1/nsT̂ n−1. The valuation
property (5.2) for d = n together with the SL(n) contravariance and
simplicity of Z shows that

Z(sT n)(x) = Z(λ1/nsT n)(φ−1
3 x) + Z((1− λ)1/nsT n)(φ−1

4 x). (5.7)
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For t′ ∈ R, choosing x = t′en in (5.7), we have

Z(sT n)(t′en) = Z(λ1/nsT n)(λ1/nt′en) + Z((1− λ)1/nsT n)((1− λ)1/nt′en)
(5.8)

for any 0 < λ < 1 and s > 0. Let

f(t; r) = Z(r1/nT n)(r1/nten) (5.9)

for r > 0. For arbitrary r1, r2 > 0, t ∈ R, setting s = (r1 + r2)1/n, t′ =
(r1 + r2)1/nt, λ = r1

r1+r2
in (5.8), we get that f satisfies the Cauchy functional

equation

f(t; r1 + r2) = f(t; r1) + f(t; r2).

Since the function r 7→ Z(rT n)(rten), r > 0 is measurable for any t ∈ R, so
is f(t; ·). Therefore there exists a constant c(t) such that

Z(r1/nT n)(r1/nten) = f(t; r) = c(t)r

for every r > 0 and t ∈ R. Hence

Z(sT n)(ten) = c(t/s)sn.

Since t 7→ Z(T n)(ten) is continuous, c(t) is also continuous. Now setting
ζ(t) = n!c(t) completes the proof.

Lemma 5.4. If Z : Pno → C(Rn) is a simple and SL(n) contravariant
valuation and Z(sT n)(ten) = 0 for any s > 0, t ∈ R, then

Z(sT n)(x) = 0 (5.10)

for any x ∈ Rn.

Proof. We will use induction on the numberm of coordinates of x not equal to
zero. Since Z is SL(n) contravariant, we assume that the first m coordinates
x1, . . . , xm are not zero. The assumption Z(sT n)(ten) = 0 and the SL(n)
contravariance of Z show that (5.10) holds for m = 1. Now assume that
(5.10) holds for m− 1. Let ẋ = x3e3 + · · ·+ xmem.
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If x1, x2 have the same sign, then taking x = x1e1+x2e2+ẋ and λ = x1
x1+x2

in (5.7), we obtain

Z (sT n) (x1e1 + x2e2 + ẋ)

= Z
(
λ1/nsT n

) (
λ1/n ((x1 + x2) e1 + ẋ)

)
+ Z

(
(1− λ)1/n sT n

)(
(1− λ)1/n ((x1 + x2) e2 + ẋ)

)
. (5.11)

If x1 > −x2 > 0 or −x1 > x2 > 0, then taking x = λ−1/n((x1 +x2)e1 + ẋ),
λ = x1+x2

x1
and s = λ−1/ns in (5.7), we obtain

Z
(
λ−1/nsT n

) (
λ−1/n ((x1 + x2) e1 + ẋ)

)
= Z (sT n) ((x1e1 + x2e2 + ẋ))

+ Z
(
λ−1/n (1− λ)1/n sT n

)(
λ−1/n (1− λ)1/n ((x1 + x2) e1 + ẋ)

)
.

(5.12)

If x2 > −x1 > 0 or −x2 > x1 > 0, then taking x = (1 − λ)−1/n((x1 +
x2)e2 + ẋ), λ = −x1

x2
and s = (1− λ)−1/ns in (5.7), we obtain

Z
(

(1− λ)−1/n sT n
)(

(1− λ)−1/n ((x1 + x2) e2 + ẋ)
)

= Z
(

(1− λ)−1/n λ1/nsT n
)(

(1− λ)−1/n λ1/n ((x1 + x2) e2 + ẋ)
)

+ Z (sT n) (x1e1 + x2e2 + ẋ) . (5.13)

Now that (5.10) holds for m follows directly from the induction assump-
tion together with (5.11), (5.12), (5.13) and the continuity of Z(sT n).

Before proving Theorem 1.2, we first show a slightly stronger result. This
result will be used for Corollaries 3.1 and 3.4.

Theorem 1.2′. Let Z : Pno → C(Rn) be an SL(n) contravariant valuation.
If the function r 7→ Z(rT n)(rten), r > 0 is measurable for any t ∈ R, then
there are constants c0, c

′
0, cn−1 ∈ R and a continuous function ζ : R → R

such that

ZP (x) =

∫
Sn−1\{hP=0}

ζ

(
x · u
hP (u)

)
dVP (u) + cn−1V1(P, [−x, x])

+ c0V0(P ) + c′0(−1)dimP
1relintP (o)

for every P ∈ Pno and x ∈ Rn. Moreover, c0, c
′
0, cn−1 and ζ are uniquely

determined by Z.
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Proof. Let Z : Pno → C(Rn) be an SL(n) contravariant valuation. Set
c0 := Z[o, e1](o) and c′0 = Z{o}(o) − c0. The new valuation Z ′P =
ZP − c0V0(P ) − c′0(−1)dimP

1relintP (o) is an SL(n) contravariant valuation
satisfying Z ′{o}(o) = 0 and Z ′[o, e1](o) = 0. By Lemma 5.2, we have

Z ′P (x)− c0V0(P )− c′0(−1)dimP
1relintP (o) = cn−1V1(P, [−x, x])

for every x ∈ Rn and P ∈ Pno satisfying dimP ≤ n− 1. Now let Z ′′(P )(x) =
ZP (x)−c0V0(P )−c′0(−1)dimP

1relintP (o)−cn−1V1(P, [−x, x]) for every P ∈ Pno
and x ∈ Rn. Then Z ′′ is a simple and SL(n) contravariant valuation. Also the
function r 7→ Z ′′(rT n)(rten), r > 0 is measurable for any t ∈ R. Similarly
Lemma 5.3 and Lemma 5.4 together show that there is a continuous function
ζ : R→ R such that

Z ′′(sT n)− Zζ(sT n) = 0.

Here ZζP (x) =
∫
Sn−1\{hP=0} ζ

(
x·u
hP (u)

)
dVP (u) was studied in Theorem 4.1.

Lemma 4.5 now shows that Z ′′P − ZζP = 0 for every P ∈ Pno . Hence

ZP (x) = ZζP (x) + cn−1V1(P, [−x, x]) + c0V0(P ) + c′0(−1)dimP
1relintP (o)

for every P ∈ Pno and x ∈ Rn. Clearly c0, c
′
0 are uniquely determined by

Z[o, e1] and Z{o}. Hence cn−1 is uniquely determined by Z on (n − 1)-
dimensional polytopes. Finally ζ is uniquely determined by ZT n.

Proof of Theorem 1.2. We only need to show that the measurability of Z
implies the measurability of the function r 7→ Z(rT n)(rten), r > 0 for any
t ∈ R. For fixed t ∈ R, define functions

F1 : R→ Rn × Pno F2 : Rn × Pno → Rn × C(Rn)

r 7→ (rten, rT
n) (x, P ) 7→ (x, ZP )

and

F3 : Rn × C(Rn)→ R
(x, g) 7→ g(x).

Clearly F1 is continuous and F2 is measurable follows from the assumptions.
The evaluation map F3 is continuous; see [44, Theorem 46.10]. Hence
Z(rT n)(rten) = F3 ◦ F2 ◦ F1(r) is measurable.
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Proof or Theorem 1.1. Let Z be a valuation satisfying all conditions. Theo-
rem 1.2 shows that Z has the representation (1.2) on Pno . Since Zζ is
simple and Z, V1(·, [−x, x]), V0 are continuous valuations on lower dimensional
polytopes, c′0 = 0.

Now we need to show that the continuity of Zζ implies lim|t|→∞ ζ(t)/t = 0.

Let P =
∑n−1

i=1 [−ei, ei] + [o, en] and Pt =
∑n−1

i=1 [−ei, ei] + [−1
t
en, en] for t > 0.

Clearly Pt → P when t→∞. Hence, we have

lim
t→∞

∫
Sn−1

ζ

(
x · u
hPt(u)

)
dVPt(u) =

∫
Sn−1\{−en}

ζ

(
x · u
hP (u)

)
dVP (u)

for any x ∈ Rn. Thus

lim
t→∞

ζ (−xnt)
1

nt
2n−1 = 0

for any xn ∈ R. By taking xn = ±1, we obtain

lim
|t|→∞

ζ (t) /t = 0.

The desired result now follows from the fact that Pno is a dense subset of Kno .
The uniqueness of c0, cn−1, ζ follows as in Theorem 1.2.

Proof of Theorems 1.3 and 1.4. Let Z be a valuation satisfying all condi-
tions. First for Theorem 1.4, by Lemma 4.6, we only need to show that Z has
the corresponding representation at sT d and s[e1, . . . , ed]. Applying Theorem
1.2 to Pno , there are constants a0, a

′
0, an−1 and a continuous ξ : R → R such

that

Z(sT d)(x)

= Zξ(sT
d)(x) + an−1V1(sT d[−x, x]) + a0V0(sT d) + a′0(−1)d1relint(sT d)(o)

for every x ∈ Rn.
Let T no be the set of simplices in Rn with one vertex at the origin. For

any T ∈ T no \ {o}, we write T ′ for its facet opposite to the origin. We define

the new map Z̃ : T no \{o} → C(Rn) by Z̃(T ) = Z(T ′) for any T ∈ T no \{o}. It

is not hard to show that Z̃ is a measurable SL(n) contravariant valuation on
T no \ {o}. In the proof of Theorem 1.2, we actually proved that Theorem 1.2
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also holds on T no \{o}. Hence there are constants b0, b
′
0, bn−1 and a continuous

ξ̃ : R→ R such that

Z(s[e1, . . . , ed])(x) = Z̃(sT d)(x)

= Zξ̃(sT
d)(x) + bn−1V1(sT d[−x, x]) + b0V0(sT d)

for every x ∈ Rn (The term (−1)d1relint(sT d)(o) does not appear since it only
depends on the valuation at o).

Now we choose new constants c0, c
′
0, c̃0, cn−1, c̃n−1 and continuous func-

tions ζ, ζ̃ such that

ζ(t) = ξ(t)− ξ̃(t) + 2(an−1 − bn−1)|t|, ζ̃(t) = ξ̃(t)− 2(an−1 − bn−1)|t|

for t ∈ R and

cn−1 = an−1 − bn−1, c̃n−1 = bn−1,

c0 = b0, c′0 = a′0, c̃0 = a0 − b0.

Hence (1.3) holds for sT d and [se1, . . . , ed] for 0 ≤ d ≤ n, which completes
the proof of Theorem 1.4.

Now using the continuity of Z on 1-dimensional polytopes, we have
c′0 = c̃0 = 0. Also, since V0(K), V1(K, [−x, x]) and V1([K, o], [−x, x]) are
continuous valuations, similarly to the proof of Theorem 1.1, we only need
to show the fact that∫

Sn−1\{hP=0}
ζ

(
x · u
hP (u)

)
dVP (u) +

∫
Sn−1\{h[P,o]=0}

ζ̃

(
x · u

h[P,o](u)

)
dV[P,o](u)

is a continuous valuation implies lim|t|→∞ ζ (t) /t = 0 and lim|t|→∞ ζ̃ (t) /t =
0. Let P ∈ Pno . In the proof of Theorem 1.2, we have already shown that

lim
|t|→∞

ζ (t) + ζ̃ (t)

t
= 0.

Now let Pt =
∑n−1

i=1 [−ei, ei] + 1
t
en and P =

∑n−1
i=1 [−ei, ei]. Hence Pt → P

when t→∞. Similarly to the proof of Theorem 1.2, we get

lim
|t|→∞

ζ̃ (t) /t = 0,

which completes the proof of Theorem 1.3.
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6 Proof of the corollaries

Let Z be a valuation satisfying all conditions. We need to prove that Z
has the corresponding representation in all corollaries. In the following, we
always let P ∈ Pno .

Proof of Corollaries 2.1 and 2.2. Let p ≥ 0. Since ZP (λx) = λpZP (x) for
any λ > 0, by Theorem 1.2, we have

λpZP (x) =

∫
Sn−1\{hP=0}

ζ

(
λx · u
hP (u)

)
dVP (u) + cn−1λV1(P, [−x, x])

+ c0V0(P ) + c′0(−1)dimP
1relintP (o)

for any λ > 0 and x ∈ Rn. Comparing coefficients, we have

λpZP (x) =

∫
Sn−1\{hP=0}

ζ

(
λx · u
hP (u)

)
dVP (u) (6.1)

for p > 0 and p 6= 1,

λZP (x) =

∫
Sn−1\{hP=0}

ζ

(
λx · u
hP (u)

)
dVP (u) + cn−1λV1(P, [−x, x]) (6.2)

for p = 1 and

ZP (x) =

∫
Sn−1\{hP=0}

ζ

(
λx · u
hP (u)

)
dVP (u) + c0V0(P ) + c′0(−1)dimP

1relintP (o)

(6.3)

for p = 0. Now let P = T n, x = ±en, (6.1) induces that

λpZT n(±en) =
ζ (±λ)

n!
.

Let ĉ+
n−p = n!ZT n(en) and ĉ−n−p = n!ZT n(−en). Thus ζ(t) = ĉ+

n−p(t)
p
+ +

ĉ−n−p(t)
p
−, t ∈ Rn for p > 0 and p 6= 1. Similarly, (6.2) implies that ζ(t) =

ĉ+
n−p(t)+ + ĉ−n−p(t)−, t ∈ R for suitable ĉ+

n−p, ĉ
−
n−p ∈ R, and (6.3) implies that

ζ(t) = c+
n , ζ(−t) = c−n

for suitable constants c+
n , c

−
n when t > 0. Since ζ is a continuous function,

c+
n = c−n . Hence ζ ≡ cn for a suitable constant cn. Now back to (6.1)-(6.3),

we obtain the desired result.
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Proof of Corollary 2.3. First note that a convex function from Rn to R is
continuous. Since Z vanishes at [o, e1], {o}, T n−1, step by step, we get that
c0, c

′
0, cn−1 = 0 in Theorem 1.2. Now

ZT n(ten) =
1

n!
ζ(t)

for any t ∈ R. Since ZT n is a convex function, ζ is also convex.

Proof of Corollary 3.1. Let p ∈ R. Since ZT n(·) is a continuous function
and we further assume that Z(λT n) = λn−pZT n for λ > 0, it follows that
the function r 7→ Z(rT n)(rten) is continuous on (0,∞). By Theorem 1.2′,
we get

λn−pZP (x) =

∫
Sn−1\{hP=0}

ζ

(
x · u
λhP (u)

)
λndVP (u) + cn−1λ

n−1V1(P, [−x, x])

+ c0V0(P ) + c′0(−1)dimP
1relintP (o)

for any λ > 0 and x ∈ Rn. Now using similar arguments as in the proof of
Corollaries 2.1 and 2.2, we get the desired result.

Proof of Corollary 3.2. First applying the translation invariance on lower
dimensional convex bodies in Theorem 1.2, we obtain that c′0 = 0. We
only need to show that the ζ in Theorem 1.2 is now a constant function. Let
P =

∑n
i=1[−ei, ei] and −1 ≤ t ≤ 1. Since Z is translation invariant, we have

Z(P + ten)(ren) = Z(P )(ren) for any r ∈ R. Together with Theorem 1.2,

ζ

(
r

1 + t

)
(1 + t)2n−1 + ζ

(
−r

1− t

)
(1− t)2n−1 = ζ (r) 2n−1 + ζ (−r) 2n−1

(6.4)

for −1 < t < 1 and

ζ
(r

2

)
2n = ζ (r) 2n−1 + ζ (−r) 2n−1. (6.5)

Let f(t) = ζ
(

1
t

)
t for t 6= 0. The relation (6.5) implies that

f(2t) = f(t)− f(−t)

for any t 6= 0. Now changing t to −t, we get that

f(−t) = −f(t) (6.6)
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Let t1 = −1−t
r

and t2 = 2
r
. Hence t1 + t2 = 1+t

r
. Back to (6.4) and (6.5), we

obtain that

f(t1) + f(t2) = f(t1 + t2) (6.7)

for any t2 6= 0 and t1 ∈ (0,−t2). Set f(0) = 0. Together with (6.6), the
equation (6.7) holds for any t2 ∈ R and t1 ∈ [0,−t2]. Now let t1 ∈ (0, t2]. We
have

f(t1 + t2) + f(−t1) = f(t2).

Also by (6.6),

−f(−t1) + f(t2) = f(t1) + f(t2).

Thus (6.7) holds for any t2 ∈ R and |t1| ≤ |t2|. Now changing the order of
t1, t2, we find that (6.7) holds for any t1, t2 ∈ R. Since f(t) is continuous
on t 6= 0, there exists a constant cn ∈ R such that f(t) = cnt. Recall that
f(t) = ζ

(
1
t

)
t for t 6= 0. Combined with continuity of ζ, we finally get

ζ(t) = cn.

Proof of Corollary 3.3. Applying the translation invariance on lower dimen-
sional convex bodies in Theorem 1.4, we obtain that c̃n−1 = c′0 = c̃0 = 0.
Further applying translation invariance on Pno in the proof of Corollary 3.2,
we get

ζ + ζ̃ ≡ cn

for a suitable constant cn. Now let Pt =
∑n−1

i=1 [−ei, ei] + ten for t ∈ R. Since

Z(Pt) = Z(P0), we have ζ̃ = 0, which completes the proof.

Proof of Corollary 3.4. Clearly the representation of Z satisfies all the
conditions. Now let Z : Pno × Knc → R be an SL(n) invariant map. Set
Z ′P (x) := Z(P, [−x, x]) for P ∈ Pno and x ∈ Rn. Since Z is a valuation
with respect to the first variable and continuous with respect to the second
variable, Z ′ is a C(Rn) valued valuation. For fixed P ∈ Pno and x ∈ Rn, let
f(t) = Z(P, [−t1/px, t1/px]) for t ≥ 0. Since

Z(P, [−(t1 + t2)1/px, (t1 + t2)1/px]) = Z(P, [−t1/p1 x, t
1/p
1 x] +p [−t1/p2 x, t

1/p
2 x])

= Z(P, [−t1/p1 x, t
1/p
1 x]) + Z(P, [−t1/p2 x, t

1/p
2 x])
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for any t1, t2 ≥ 0 and x ∈ Rn, we have f(t1 + t2) = f(t1) + f(t2) for any
t1, t2 ≥ 0. Hence Z ′P (tx) = f(tp) = tpf(1) = tpZ ′P (x) for t ≥ 0 and
x ∈ Rn. Together with the measurability of Z with respect to the first
variable, we obtain that the function r 7→ Z ′(rT n)(rten) = rpZ ′(rT n)(ten) =
rpZ(rT n, [−ten, ten]) is measurable. Hence by Theorem 1.2′ (similar to the
proof of Corollary 2.1) and the symmetry of the function Z ′P , there are
constants ĉn−p, cn−1 ∈ R such that

Z(P, [−x, x])

= ĉn−p

∫
Sn−1\{hP=0}

|x · u|ph1−p
P (u)dSP (u) + δ1

pcn−1V1(P, [−x, x])

for every P ∈ Pno and x ∈ Rn. Now the continuity and Lp additivity of Z
with respect to the second variable shows that

Z(P,L) = ĉn−pV̂p(P,L) + cn−1δ
1
pV1(P,L)

for general Lp zonoids. Here L ∈ Knc is a general Lp zonoids if hpL(x) =∫
Sn−1 |x ·u|pdµ(u) for a signed Borel measure µ on Sn−1. Also since the set of

general Lp zonoids is a dense subset of Knc for p not even (by combining [48]
with [49, Theorem 3.4.1]), we get the desired result.
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[10] K. J. Böröczky, E. Lutwak, D. Yang and G. Zhang, The logarithmic
minkowski problem, J. Amer. Math. Soc. 26 (2013), no. 3, 831–852.
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